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PREFACE TO THE SECOND EDITION

This book is a new edition of my original book entitled “Geophysical Electromagnetic Theory and
Methods,” published in 2009.

Over the last years significant progress has been made in electromagnetic geophysics. In this new
edition, I have included additional material reflecting the recent developments in geophysical electro-
magnetic methods. A special focus is given to recent advances in marine and airborne electromagnetic
methods.

Several new sections have been included. They are related to the new effective methods of electro-
magnetic modeling (e.g., contraction preconditioning in integral equation and finite difference numer-
ical schemes and an edge-based finite element method) and inversion (e.g., efficient Fréchet derivative
calculation of the forward modeling operator).

The section on the induced polarization (IP) method is significantly expanded. It now includes a
generalized effective-medium theory of the IP effect (GEMTIP) based on a model of the multiphase
heterogeneous medium filled with elliptical inclusions. A new section on nonlinear regularized inver-
sion of IP data using a GEMTIP model has also been added in the chapter on direct current and induced
polarization methods. A chapter on 3D magnetotelluric (MT) inversion has been expanded to include
a new section describing the MT phase tensor and its inversion.

This new edition includes also a separate chapter dedicated to the principles and new developments
in airborne electromagnetic methods. Several very successful and important techniques for mineral
exploration, based on airborne electromagnetic (AEM) methods, have been introduced over the last
decades, including the airborne natural field method (e.g., ZTEM). However, until recently, the in-
terpretation of AEM data was mostly based on one-dimensional layered earth models. This limited
the effectiveness of the airborne surveys in exploration for natural resources significantly, because the
geological structure of typical exploration targets is three-dimensional. The recent development of rig-
orous three-dimensional methods of the inversion of AEM data has resulted in a paradigm change in
airborne electromagnetics by allowing the geophysicist to produce undistorted images of the targets.
This recent development is outlined in a new book chapter as well.

Another chapter of the new edition presents several case histories on the successful application
of electromagnetic methods for tectonic studies and for mineral, oil and gas exploration. This new
chapter complements the theoretical parts of the book by providing an illustration of how advanced
electromagnetic theory and methods can improve out ability to see “unseeable” subsurface geological
formations.

Salt Lake City, Utah
May, 2017

Michael S. Zhdanov
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PREFACE

Geophysical methods are based on studying the propagation of the different physical fields within the
earth’s interior. One of the most widely used fields in geophysics is the electromagnetic field gener-
ated by natural or artificial (controlled) sources. Electromagnetic methods comprise one of the three
principle technologies in applied geophysics (the other two being seismic methods and potential field
methods). In this book the author presents both the foundations and the most recent achievements of
electromagnetic geophysical methods in the framework of a unified systematic exposition.

The book is divided into four parts covering the foundations of field theory and its applications
to applied electromagnetic geophysics, including new emerging methods of marine electromagnetic
exploration. The first part is an introduction to field theory required for understanding the basics of
geophysical electromagnetic theory. The second part contains all the principal elements of geophysical
electromagnetic theory from a description of the fundamental Maxwell’s equations to modern meth-
ods of modeling electromagnetic fields in complex 3-D geoelectrical formations. The following part,
Part 3, deals with important aspects of the electromagnetic methods, which include principles of the
regularized solution of ill-posed inverse electromagnetic problems, one-dimensional and multidimen-
sional imaging and inversion of electromagnetic data, and general interpretation techniques. The final
part, Part 4, covers specific geophysical electromagnetic methods.

While the foundations of electromagnetic theory, used in geophysical methods, were established
more than a century and a half ago in the works of Ampere, Faraday, Maxwell, Gauss, and many other
great scientists, the most remarkable advances in geophysical exploration technology were made at the
end of the 20th century and are continuing to be made in the 21st century. In this book I emphasize the
link between the great discoveries in physics and mathematics and practical advances in exploration
methods. I also would like to attract the attention of the readers to the fact that our understanding of
the basic laws of electromagnetism has been changing recently.

The fundamental system of electromagnetic field equations, Maxwell’s equations, was developed as
a generalization of the basic laws of electromagnetism established in the first half of the 19th century.
In the framework of classical theory, the electromagnetic field is described by the electric and magnetic
vector fields, and Maxwell’s equations represent a system of differential equations with respect to these
vector fields.

During the last decade, an alternative approach to the formulation of Maxwell’s equations has been
developed. This approach is based on the algebraic theory of differential forms, and it results in a
very compact and symmetric system of differential form equations which is also presented in the book
(Chapters 1 and 2, Appendices A and B). This new approach to the formulation and understanding of
the basic properties of the laws of electromagnetism has a strong potential to stimulate the future devel-
opment of electromagnetic geophysics. That is why I found it useful to include this advanced material
in the manuscript. At the same time, in Chapter 3, I present a classical description of electromagnetic
theory, using the traditional Gibbsian vector form of Maxwell’s equations. The reader who is more
interested in practical applications than in a new theoretical development in electromagnetism may
skip the sections of Chapters 1 and 2 dedicated to differential form representation, and begin reading
directly with the traditional theory of Maxwell’s equations, presented in Chapter 3.
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XX Preface

Another critical development of electromagnetic geophysics during the past several decades has
been taking place in the computational methods associated both with forward modeling and with the
inversion of geophysical data. We consider different aspects of forward modeling in Chapters 4, 5, and
6, starting with simple models of electromagnetic induction in the earth, examining field propagation
in horizontally stratified media, and developing advanced methods of numerical computer simulation
of the electromagnetic field in complex inhomogeneous geoelectrical structures. In Chapters 7, 8, and 9
we will discuss important aspects of the inversion and imaging of electromagnetic data which are com-
mon to all geophysical methods. These aspects include the formulation of the principles of regularized
inversion of ill-posed geophysical inverse problems and the development of effective numerical inver-
sion algorithms. I demonstrate that this approach provides an effective tool for comprehensive inversion
of electromagnetic data. However, inversion meets significant difficulties because of the enormous
amount of computations required in the case of the multitransmitter and multireceiver data acquisition
systems typical for modern electromagnetic geophysical surveys. There exists, however, an alternative
approach to the solution of this problem based on the principles of electromagnetic holography/mi-
gration, which extends to electromagnetic cases the methods of optical and radio holography and of
seismic migration. I review the physical and mathematical principles of electromagnetic migration in
Chapter 9.

Thus, the first three parts of the book comprise the theoretical foundation of applied electromagnetic
geophysics. They are followed by the final part, 4, which exposes the major geophysical electromag-
netic methods. Part 4 opens with Chapter 10 outlining the electromagnetic properties of rocks and
minerals in both the parametric and existential senses. In Chapter 11, I consider the practical aspects of
the generation and measurement of electromagnetic fields in geophysical applications. These chapters
are followed by four chapters describing the most widely used geophysical methods – direct current
and induced polarization methods, magnetotelluric and controlled-source methods, as well as marine,
airborne, and other techniques. These chapters also contain some updated material from the book “The
Geoelectrical Methods in Geophysical Exploration,” by M. S. Zhdanov and G. W. Keller, published in
1994. In particular, Part 4 includes several sections formulating the foundations and principles of mod-
ern IP methods, airborne electromagnetic induction methods, and marine MT and controlled-source
electromagnetic methods of hydrocarbon exploration. Note that each chapter in the book concludes
with a list of references. A master bibliography is given at the end of the text, for convenience.

In summary, the goal of this book is to bring together the fundamental theory of electromagnetic
fields and the practical aspects of geophysical exploration for mineral and energy resources.

In this book, I present also some of the research results created by the author with the support
of the Consortium for Electromagnetic Modeling and Inversion (CEMI), a research and educational
program in applied geophysics based at the Department of Geology and Geophysics, University of
Utah (http://www.cemi.utah.edu/). CEMI is an industry-sponsored consortium formed by many major
national and international petroleum and mining exploration companies and geophysical organizations.
I am very grateful to the members of the CEMI consortium for their continuing support of this research.

The author is also indebted to a great number of his teachers, colleagues, and students at both
Moscow State University and the University of Utah. Among many, I would like to single out my
long-term fruitful collaboration with my teacher, Professor Mark N. Berdichevsky, who stimulated my
early interest in electromagnetic geophysics.

http://www.cemi.utah.edu/
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INTRODUCTION

Many of the theories and methods of modern-day EM geophysics are based on a few fundamental laws
developed in the nineteenth century, such as Ohm’s law, Ampere’s law, and Faraday’s law.

Georg Simon Ohm (Fig. 1), born on March 16, 1787, in Erlangen, Bavaria, contributed the key
concept of the theory of electricity, which is now famously known as the Ohm’s law, which forms
the foundation of the modern geoelectrical methods of exploration. After becoming a professor of
mathematics at the age of 30 in the Jesuit’s College in Koln in 1817, he spent many years studying the
relationship between voltage and current. His recognition of what we now accept as being so obvious,
that voltage and current are linearly related, defining a quantity we call resistance, was very coolly
received by his peers. In frustration over this lack of recognition, he finally resigned his position and
moved to the Polytechnique School at Nurnberg in 1833. After long years of effort, his work became
acceptable, and in 1841 he was awarded the Copley Medal of the Royal Society of London. He died
on July 7, 1854, in Munich at the age of 67.

We should note that, until the early 19th century, electricity and magnetism were treated by scien-
tists as two different natural phenomena, which were not related to each other. Andre’ Marie Ampere
(Fig. 2) was the first who experimentally observed that there was always a magnetic field associated
with current flow, and the strength of the magnetic field was proportional to the amount of current flow-

FIGURE 1

Georg Simon Ohm. (https://en.wikipedia.org/wiki/Georg_Ohm#/media/File:Georg_Simon_Ohm3.jpg)
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FIGURE 2

Andre’ Marie Ampere. (https://en.wikipedia.org/wiki/Andr%C3%A9-Marie_Amp%C3%A8re#/media/
File:Ampere_Andre_1825.jpg)

ing. This was a fundamental contribution to the science of electromagnetism, which became known as
Ampere’s law.

Ampere was French, born in Polemieux, near Lyons, in January, 1775. He took passionate delight
in learning from his early infancy, and is said to have worked out lengthy sums using pebbles and
biscuit crumbs even before he knew figures. He later claimed that he knew as much about mathematics
at age eighteen as he ever knew.

During Ampere’s eighteenth year, Lyons was occupied by the Army of the Convention, and his
father, who had been opposed to the Revolution, was thrown into prison, and later, hanged. Ampere
went into deep depression, and for a year was mentally incompetent. However, by 1796, he was giving
private lessons in mathematics and languages, and by 1801 he had become a professor of physics and
chemistry at Bourg, but after two years returned to the Lyceum in Lyons as Professor of Mathematics.
He moved to the Polytechnic School at Paris in 1805, and was elected Professor of Analysis in 1809.
On the 18th of September, 1820, he presented a paper before the Academy of Sciences, defining the
magnetic force accompanying current flow, a phenomenon now known as Ampere’s law. He died in
Marseilles in June, 1836, at the age of 61.

Ampere’s discovery that a magnetic field can be generated by the flow of an electric current was
fascinating and, for the first time in the history of science provided a link between electricity and
magnetism. However, the question remained whether or not the reverse relation hold, in other words,
whether a magnetic field could be the source of an electric current. The scientist, who dedicated many
years of research trying to answer this fundamental question, was Michael Faraday (Fig. 3). Faraday
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FIGURE 3

Michael Faraday. (https://en.wikipedia.org/wiki/Michael_Faraday#/media/File:Faraday-Millikan-Gale-1913.jpg)

was born on September 22, 1791, at Newington, Surrey, which was then located in the countryside
south of London. His father was a blacksmith.

Michael received no formal education, but was apprenticed to a bookseller and bookbinder in 1805,
at the age of 14. In this shop, he developed a keen interest in reading science. In 1812, at the age
of 21, he attended a series of lectures given by Sir Humphrey Davy at the Royal Institution of Great
Britain. He sent his notes of the lectures to Humphrey Davy with a petition for employment, persuading
Humphrey Davy to hire him as a research assistant at the Royal Institution. His first great experiment
was done in 1821, in which he caused a current-carrying wire to rotate in the field of a horseshoe
magnet. He continued with this effort despite the criticisms of fellow scientists who were unsuccessful
in reproducing this early experiment, and finally, over a period of ten days in 1831, he carried out a
convincing demonstration of the phenomenon of electromagnetic induction – Faraday’s law.

In later years, he met with considerable difficulties in continuing his research, probably because of
the effect of mercury poisoning resulting from working long hours in the poorly ventilated basement
rooms of the Royal Institution. Faraday used a purely intuitive approach to science, eschewing any use
of mathematics, but placing strong demands on the mental processes. He retired in 1858 to a royal
palace, Hampton Court, made available to him at the suggestion of the Prince Consort, Albert. After
he died on August 25, 1867, a collection of ninety-five diplomas of learned societies, bound with his
own hand, was found in his personal effects.

These three fundamental physical laws were discovered quite independently, based on physical
experiments, and reflected different aspects of electromagnetic phenomena. At the time, it was not clear
if and how these laws were related. It required the genius of another Englishman of great distinction,
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FIGURE 4

James Clerk Maxwell. (https://en.wikisource.org/wiki/Popular_Science_Monthly/Volume_17/May_1880/
Sketch_of_James_Clerk_Maxwell#/media/File:PSM_V17_D008_James_Clerk_Maxwell.jpg)

James Clerk Maxwell (Fig. 4) to recognize that Ohm’s law, Faraday’s law, and Ampere’s law were
properties of a great whole, that whole now being called the electromagnetic field.

James Clerk Maxwell was born on June 13, 1831 in Edinburgh. His patronym was actually Clerk,
with the added name Maxwell being derived from his mother’s family name. He was raised on a
country estate, Glenlair, in Kirkcudbright. His family provided him with the best education that his
time offered. This included first the Edinburgh Academy, where his country ways were not readily
accepted by his classmates; he came to be known by the nickname “Dafty.” After spending three years
at the University in Edinburgh, Maxwell went to Cambridge in the Autumn of 1850. But, before leaving
Edinburgh at the age of 19, James had already had two papers published by the Royal Society. In 1860,
he was appointed to King’s College, London, where he spent the most productive years of his life. In
1855, he noted that Faraday had seen in his mind’s eye lines of force traversing all over space, while
the great mathematicians (Gauss, Weber, Rieman, the Neumans) had seen only centers of force acting
through distance. After translating Faraday’s results into mathematical form, Maxwell saw that all the
earlier results coincided to form a uniform theory of electromagnetic phenomena. Maxwell noted that
several of the most fertile methods of research discovered by the mathematicians could be expressed
much better in terms of ideas derived from Faraday than in their original form. Maxwell’s “Treatise on
Electricity and Magnetism” appeared in 1873, defining the unification of optics and electrodynamics.
Then, after a brief teaching engagement in Aberdeen, Maxwell became the first director of the newly
founded Cavendish Laboratory at Cambridge. He died on November 5, 1879, at the age of 47.

Maxwell’s equations are the quintessence of the development of electromagnetic theory; after their
statement, further development, including that used in the geoelectrical methods, was only a matter of
performing the appropriate mathematical manipulations.

The early study of electrical and electromagnetic (EM) phenomena in relation to the problems of
finding ore and other mineral deposits was stimulated by a growing demand from the mining industry.
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FIGURE 5

Conrad Schlumberger. (Courtesy of DGG from https://ro.wikipedia.org/wiki/Conrad_%C8%99i_Marcel_
Schlumberger#/media/File:Schlumberger.jpg)

Robert Fox (1830) was probably the first scientist who considered a possible application of spontaneous
polarization phenomena in locating ore bodies. The first experiments measuring electrical conductivity
to locate copper-bearing loads were conducted by James Fisher in Michigan, U.S.A., in 1893 (Jakosky,
1940). From 1912 to 1914, the Schlumberger brothers, Marcel and Conrad, conducted the first direct
current (DC) geophysical surveys in France for tectonic study. In 1916, Wenner advanced a method
for measuring earth resistivity (Wenner, 1928) that was taken up for ore prospecting by Lundberg
(1922), Gish and Rooney (1925), and Heiland (1926). Wenner made significant efforts in developing
the principles of interpreting DC data. However, the DC method did not gain much practical ground
until the concept of apparent resistivity was introduced by the Schlumberger brothers in 1922, which
made data analysis and interpretation much more geologically meaningful and easier to conduct.

The intriguing saga of the Schlumberger family is told in probably the most comprehensive way in
the recent book by Oristaglio and Dorozynski (2009). The exciting idea of using an electric field for
“seeing” through the ground was conceived of by Conrad Schlumberger as early as 1912. However,
the advent of World War I in 1914 delayed the practical implementation of the idea. Only in 1919 did
Paul Schlumberger offer financial support to his sons, Conrad and Marcel (Figs. 5 and 6), to develop
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FIGURE 6

Marcel Schlumberger. (http://wiki.seg.org/wiki/File:Marcel_Schlumberger_headshot.png#filelinks)

the revolutionary new technology of electrical prospecting. On 12 November 1919, the father and sons
formalized their agreement, marking the beginning of a new era in exploration geophysics.

Initially, the Schlumberger brothers’ field experiments to use electrical measurements to map sub-
surface formations did not result in significant discoveries. The first major commercial success came
in the 1930s when the firm founded by the Schlumberger brothers was invited to work in the former
Soviet Union. It was in the Azerbaijan oil fields and the Caucasus Mountains that resistivity well log-
ging started its triumphant march over the planet. The pioneering work of the Schlumberger brothers
stimulated the creation and development of the Russian school of EM geophysicists, which produced
a significant number of distinguished geophysicists and led to major geologic discoveries in the Ural
Mountains and eastern Siberia in the 1940s and 1950s.

With the practical application of electrical methods in exploration of the subsurface, the need for
mathematical solutions for the behavior of electromagnetic fields interacting with reasonable models of
the earth became apparent. In this respect, Sabba S. Stefanescu (Fig. 7) built the mathematical basis for
electromagnetic modeling. Stefanescu was born in Bucharest on the 20th of July, 1902, to a family of
distinguished intellectuals, being the third son of Professor Sabba Stefanescu, a corresponding member
of the Romanian Academy. His interest in mathematics was recognized early, while he attended high
school classes at the St. Sava Lycee. During World War I, while his father was assigned to a diplomatic
post in France, he and his family escaped from Romania, crossing the whole of Russia from west to
east during the early days of the Russian Civil War, finally reaching Paris by crossing the Arctic Ocean
from easternmost Russia.

Sabba Stefanescu continued his schooling in Paris, completing his preparatory studies at Saint
Louis Lycee in 1918, completing his studies for the B.Sc. degree in Science at the Sorbonne in 1919,
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FIGURE 7

Sabba Stefanescu. (https://ro.wikipedia.org/wiki/Sabba_%C8%98tef%C4%83nescu#/media/File:Sabba_
%C5%9Etef%C4%83nescu_480x640.jpg)

and from 1920 on, continued his studies at the Paris School of Mines. He then returned to Bucharest in
1923, where he served in the Bureau of Mines as an inspector briefly, following which, he worked as a
mining engineer for the Petrosani Enterprise. This stage of his career was interrupted by ill health, and
after recovery, he was appointed to the Faculty of the Drilling Department of the Polytechnical School
as an assistant lecturer.

In 1927, his career turned to geophysics when he joined the Prospecting Section of the Romanian
Geological Institute. The Prospecting Section became in fact a Department of Applied Geophysics.
Young Sabba Stefanescu fostered the use and further development of electrical methods in his position
there. During a visit to Paris and discussions with Professor Conrad Schlumberger, Stefanescu became
particularly interested in the calculation of field behavior in a layered earth. Over the next several years,
he formulated the solution as the Hankel integral transforms, which are fundamental to the science of
electrical prospecting still. In ensuing years, he extended this analytical approach from the case of DC
behavior to the case of electromagnetic induction.

Sabba Stefanescu married Elena Ionescu Dolj in 1937. His only son, Ion Sabba Stefanescu, born
in 1947, has become a professor of nuclear physics. In 1946, Dr. Sabba Stefanescu was elected a
corresponding member of the Romanian Academy. In 1950, he was appointed Head of the first Chair
of Geophysics in Romania.

Another influential scientists of the 20th century, who contributed enormously in electromagnetic
geophysics, was Tikhonov (Fig. 8).

Andrei Nikolaevich Tikhonov was born in 1906 in Gzhatsk (now Gagarin), about 120 km east of
Moscow, Russia. In 1919, at thirteen years of age, he started working as a railway clerk. In 1922, still
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FIGURE 8

Andrei Nikolaevich Tikhonov. (From Michael S. Zhdanov, Inverse Theory and Applications in Geophysics
(Second Edition), Elsevier B.V., Copyright © 2015)

not quite 16 years of age, he was accepted as a student in the Department of Physics and Mathematics
at Moscow State University, where he has spent most of his career. After his graduation, he continued
on the faculty of the Department of Physics and Geophysics, but also collaborated with the Geophys-
ical Institute of the Academy of Sciences. While his early work dealt with essentially mathematical
topics such as topology, he gradually became heavily involved with the application of mathematics
to geological and geophysical problems. During the Second World War, his professional career took
a crucial turn: he was charged by the Geophysical Institute of the Academy of Sciences to carry out
a mathematically-based evaluation of the effectiveness of DC electrical methods for use in minerals
prospecting. This led him to a consideration of the inverse problem, which up until then had been con-
sidered by mathematicians to be unsolvable. In 1943, Tikhonov’s first paper on inversion, based on
practical results from a DC survey for oil in the Ural’s forelands, showed that such ill-posed problems
could be solved and laid the basis for a new topic in applied mathematics, the regularization theory of
the solution of ill-posed set problems.

Tikhonov’s studies have played a major role in the development of electromagnetic methods in geo-
physics. His early theoretical suggestions about the design of both natural-field and controlled-source
electromagnetic methods led his colleagues to a highly successful application of these methods in the
search for oil and gas in the Soviet Union immediately following the Second World War. However,
his interests in applied mathematics have covered many fields in the natural sciences; including at-
mospheric physics, ecology, and tomographic investigations of the human brain. Prof. Tikhonov also
made notable contributions in nuclear physics. He guided research in the numerical modeling of ther-
monuclear reactions, doing his calculations on the first Soviet computer, the “Arrow”.
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In 1969, Academician Tikhonov founded the Department of Computational Mathematics and Cy-
bernetics at the Moscow State University. He served as Dean of the Department for the following 20
years.

Not only Tikhonov developed the foundations of the solution of inverse geophysical problems, but
he also proposed a new method for determining the electrical structure of the earth using naturally
existing EM fields rather than fields generated by a controlled source. This contribution was made by
Tikhonov in 1950 in the USSR, practically simultaneously and independently with Cagniard (1953)
in France, and Rikitake (1950) in Japan. Knowledge of the existence of telluric currents is far from
recent. As early as in 1868, Sir George Biddell Airy, English mathematician and astronomer, made the
first coordinated study of earth currents and their relationship to magnetic variations (Airy, 1868). In
1862, one of the first field experiments to measure telluric currents was carried out by Lamont (1862)
in the Alps. Terada (1917) appears to have been the first to measure the dependence of the magnetic
field relationships on the conductivity of the ground.

The Schlumberger brothers observed telluric currents during their experiments with DC measure-
ments on the ground as well. They were also the first to suggest that telluric currents could be used for
oil and gas exploration. However, practical measurements showed significant variations and instability
in telluric current behavior, which made it difficult to develop any reasonable technique for interpreting
telluric current data. The main sources of this instability were associated with complex processes in
the ionosphere and magnetosphere, which were unknown at that time.

The core of the discovery made independently by Tikhonov and by Cagniard was that the effect of
processes in the ionosphere and magnetosphere could be canceled if the electric field components of
the telluric field were normalized by the magnetic field components.

Tikhonov and Cagniard introduced a concept of magnetotelluric impedances defined as a ration of
the mutually orthogonal components of electric and magnetic fields. At the time, this was a revolution-
ary idea because it let geophysicists transform observed field data in the predictions of the resistivity
of rock formations. This opened the way for the development of a new exploration technique, the
magnetotelluric (MT) method. The power of the Tikhonov and Cagniard approach is that, on the one
hand, it is based on a simple geoelectrical model; on the other hand, it provides a geophysically and
geologically meaningful result using a simple interpretation technique.

Mark Naumovich Berdichevsky was the first to realize the importance of accounting for the effects
of horizontal geoelectrical inhomogeneities on MT data. He introduced the tensor measurements in the
MT method, which soon became widely used all over the world. The transition to tensor-based data
processing resulted in a major increase in the amount of information extracted from MT observations.
Another major contribution of Berdichevsky in geoelectrics was the development, in collaboration
with Vladimir Ivanovich Dmitriev, of a distortion theory of MT sounding curves (Berdichevsky and
Dmitriev, 1976a).

Since the time when the Schlumberger brothers began their work, electrical prospecting methods
have transformed dramatically, starting from a simple resistivity method and developing into a com-
plicated technology based on complex EM surveys with natural and controlled sources. Not only have
the methods and equipment changed, but our ideas about EM fields, their generation and measurement,
and geoelectrical models used for interpretation have also advanced tremendously. For many years, the
basic model for interpretation was a 1D model of a layered earth or a 2D model. However, during the
last 20 years, geophysicists have begun using 3D models for interpretation as well. This advancement
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has required developing the corresponding mathematical methods of interpretation, based on modern
achievements of EM theory and computer science in numerical modeling and inversion.

It is important to emphasize that the areas of practical application of electrical and EM methods
are very diversified. EM measurements are conducted on land, in the air, in the sea, and within bore-
holes. These methods are applied in the mining industry; in oil and gas exploration; in geotechnical,
engineering, groundwater, and environmental geophysics; and in regional and crustal tectonic studies.

In this book, I will outline the foundations of electromagnetic theory as applied in geophysics.
The fundamental principles of EM geophysics have been developed in the framework of classical EM
theory, where the EM field is described by the electric and magnetic vector fields; and Maxwell’s
equations represent a system of differential equations with respect to these vector fields. However,
it is more natural from the physical and geophysical points of view to describe the EM field by the
corresponding flux and work or voltage of the field instead of using traditional vector representations
(Zhdanov, 2009, 2010). Indeed, it is very well known that the flux of a field through a given surface
and the work or voltage of the field along a given path represent the most important physical entities
studied and measured in geophysical experiments. That is why a representation of an EM field in the
form of corresponding flux and voltage appears to be extremely well suited for a description of EM
phenomena.

One of the most challenging problems in EM methods is the development of effective interpretation
schemes for 3D inhomogeneous geologic formations. In the last decade of the 20th century and in the
beginning of the 21st century, methods for numerical and analytical modeling of the interaction of
EM fields with earth structures developed rapidly. This development was driven by the availability
of high-performance computers, including PC clusters. These modeling capabilities made possible
the extraction of much more information from the field data than was possible previously when only
heuristic interpretation was feasible.

Several techniques are available for EM forward modeling. They are based on numerical implemen-
tation of the differential-equation (DE) approach, finite-difference (FD) or finite-element (FE) methods,
or the integral equation (IE) approach. The foundations of all these methods are presented in this book.

The methods for solving 3D EM inverse problems usually are based on optimizing the model pa-
rameters by applying different inversion techniques. The simplest are the Monte Carlo methods, which
determine the wanted parameters by random or regular trial- and- error procedures. Because of the lim-
itations of computing time, Monte Carlo methods have found limited applications in EM geophysics.
The more widely used approaches are based on applying gradient-type methods of optimization.

We should note, as seen from Maxwell’s equations, that EM fields are related nonlinearly to the
conductivity of the earth. Therefore, EM inverse problems are characterized first of all by their non-
linearity. Another major difficulty in inversion is related to its ill-posedness, which means that the
existence, uniqueness, and/or stability of solutions is in question. The inherent nonlinearity of EM
problems makes the ill-posedness more severe. To overcome this difficulty and obtain a stable solu-
tion of ill-posed inverse problems, we must apply the regularization theory, which was developed in
the pioneering work of Tikhonov (e.g., Tikhonov and Arsenin, 1977). Remarkably, the development
of the regularization theory by Tikhonov was motivated by the needs of solving the inversion prob-
lem for electrical prospecting. The theory of regularization provides a solid basis for the solution of
electromagnetic inverse problems. We will present the foundations of this theory in the book.
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The book also contains a description of physical-mathematical principles of practically all major
geophysical electromagnetic methods. These methods include DC methods, natural field (magnetotel-
luric) methods, and controlled source electromagnetic methods in the frequency and time domain.

The book is concluded with a chapter presenting case histories of application of the EM methods
for regional tectonic study, mineral exploration, and oil and gas exploration.
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We begin our discussion with the basic differential and integral relationships of the field theory. In this
chapter, I also introduce the important concepts of work and flux of the field. Using these concepts, the
different vector formulations of the Gauss’s and Stokes’s theorems will be introduced and analyzed. On
the basis of Gauss’s theorem, we will develop a set of fundamental integral relations, which are known
as Green’s formulas. Another powerful mathematical approach to study the physical fields is based
on the concept of differential forms. I will provide the definitions and canonical representations of
differential forms in three-dimensional Euclidean space. The chapter will be concluded by establishing
a close relationship between the exterior differential operation of the calculus of the forms and the
gradient, curl, and divergence operations of the conventional vector calculus.
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4 CHAPTER 1 DIFFERENTIAL CALCULUS OF VECTOR FIELDS

FIGURE 1.1

Force lines of the electric field of a negatively charged sphere.

1.1 THE BASIC DIFFERENTIAL RELATIONSHIPS OF FIELD THEORY
1.1.1 CONCEPT OF THE PHYSICAL FIELD
Originally, a notion of the field was used for graphical representation of the basic electromagnetic laws.
We know, for example, that according to the Coulomb law, a small negatively charged sphere attracts
any positively charged small test body with a force inversely proportional to the square of the distance
between the sphere and the body (Fig. 1.1). This force is called an electric force. The vector of this
force is directed along a line connecting the centers of both bodies. Thus, the straight lines in our figure
show the direction of the force for different locations of the test body. The arrows show that the force
is directed toward the negatively charged sphere.

We can select a rectangular piece of surface S in the space, as shown in Fig. 1.1, and calculate the
number of force lines crossing this surface. The lines in our model are always perpendicular to the
surface of the sphere. Therefore, we have a dense distribution of these lines close to the sphere and
a sparse distribution far away from the sphere. Moreover, it is easy to show that if we increase the
distance from the sphere to the surface S by two or three times, the number of these lines crossing the
surface will decrease by four and nine times respectively.

Thus, the force lines show the direction of the force, and the density of these lines characterize the
strength of the electric interaction between the two bodies. In other words, our graphical representation
not only gives us a very clear qualitative description of the electric force distribution in the space, but
also provides some quantitative characteristics of the electric force (its direction and strength).

We should note that, we have introduced the force lines to demonstrate the behavior of the test body
at different distances from the sphere. However, we can assume that these lines, or the field represented
by these lines, exist even in the absence of the test body! Thus, we arrive at a notion of the electric
field. The corresponding lines are called the vector lines or force lines of the electric field. A similar
discussion can be applied to the magnetic field, as well.

Note that, according to our representation of the electric or magnetic fields through the notion of
the force lines, these fields are present everywhere in space, not only at the one point where the test
body is located.
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FIGURE 1.2

Domain D bounded by a closed surface S, and a Cartesian system of coordinates (x, y, z).

The concept of the physical field was introduced in physics by Michael Faraday. This concept was
born from his believe that electric charges (or material bodies) could not act at a distance, which was
a standard point of view of the majority of the scientists in the 19th century. Indeed, according to the
action-at-a-distance approach, if we have a small negatively charged sphere in the otherwise empty
space only, this sphere would not have any force associated with it. At the moment when we bring a
positively charged small test body, the sphere would instantaneously attract it with the force determined
by the Coulomb law. Thus, this force will be created out of nothing, which would violate, according
to Faraday, the principle of conservation of force or energy. Contrary to this scenario, the field theory
assumes that the electric or magnetic fields are present everywhere in space. The test bodies react to
these fields at the place where we put them. This action is local, and not at a distance, and there is no
creation of the force from nowhere. We can see now that Faraday envisioned that the fields were as real
as the material bodies, the fields were interacting with the bodies and with each other, and the material
bodies interacted with the field.

Thus, following Faraday, we can conclude that electric and magnetic fields are propagated every-
where throughout a space. Therefore, one can assign a specific value of the electric or magnetic fields
at any point of observation. This is a major property of the field.

Based on these ideas, we can now give the following mathematical definition of a field F .
Let us introduce a Cartesian system of coordinates (x, y, z) and consider a domain D in the space

(Fig. 1.2).

Definition 1. We say that we have a field F in some domain D of a space, if for any point r = (x, y, z)

from D, it is assigned one specific physical value F = F(x, y, z).

Thus, the field can be formed by any physical value which is a function of the observation point.
In general, physical fields can be characterized by different mathematical objects. For example,

if some physical value is represented by a number which is independent of the selected system of
coordinates, we call the corresponding field a scalar field. The temperature distribution in some volume
gives us an example of a scalar field.

Many physical values are described by vectors at every observation point. In this case we speak
about the vector fields. Electric and magnetic fields are typical examples of vector fields. However, the
combined force field formed by the electric and magnetic components of an electromagnetic field can
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be described by a differential form Fecko (2006). In this case we can speak about the differential form
fields (see Appendix A).

Some complex physical values can be characterized by tensors. In this case we call the correspond-
ing field a tensor field. For example, the deformations of an elastic medium are described by the field
of the deformation tensor.

Note that, in a general case, the field may depend on the time of observation t :

F = F(x, y, z, t).

We will use the following definitions:

Definition 2. The field F is called nonstationary if it depends on time.

Definition 3. The field F is called stationary if it does not depend on time.

The electromagnetic theory operates with the vector fields representing the electric and magnetic
phenomena. In order to understand the foundations of the electromagnetic theory, one should be able to
use the corresponding methods of vector field analysis. We will begin our discussion with a summary
of the main algebraic and differential operations on vector fields.

1.1.2 DOT (SCALAR) AND CROSS (VECTOR) PRODUCTS OF VECTORS
We introduce in a three-dimensional (3-D) space some Cartesian system of coordinates with the basis
(dx,dy,dz). Any vector in this space can be represented as a linear combination of the vectors of the
basis:

B = Bxdx + Bydy + Bzdz. (1.1)

Here the values Bx,By,Bz are called the scalar components of a vector B.
The magnitude of the vector is equal to:

B =
√

B2
x + B2

y + B2
z .

Definition 4. The dot (scalar) product of two vectors,

a = axdx + aydy + azdz

and

b = bxdx + bydy + bzdz,

is a · b = axbx + ayby + azbz = b · a.

The dot (scalar) product can be also defined as

a · b = ab cos(â,b), (1.2)
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where a and b are the magnitudes of vectors a and b respectively, and (â, b) is an angle between the
two vectors.

As a simple application, one can prove the cosine formula of plane trigonometry:

c2 = a2 + b2 − 2ab cos(â,b),

where a, b, and c are the sides of a triangle, and (â,b) is an angle between a and b.

Definition 5. The cross (or vector) product a × b of vectors a and b is the vector perpendicular
to both of them, and its magnitude equals the area of the parallelogram formed by these vectors:
|a × b| = ab sin(â,b).

The cross product can be calculated using matrix notations:

c = a × b =
∣∣∣∣∣∣

dx dy dz

ax ay az

bx by bz

∣∣∣∣∣∣ . (1.3)

From the latter it follows that:

a × b = −b × a.

Definition 6. The triple scalar product of the three vectors a, b, and c is a scalar equal to the volume
of the parallelepiped formed by these vectors:

a · [b × c] = (a,b, c) = −(b,a, c) (1.4)

and

a · [b × c] =
∣∣∣∣∣∣

ax ay az

bx by bz

cx cy cz

∣∣∣∣∣∣ .
Definition 7. The triple vector product of the vectors a, b, and c is a vector determined as the difference
of the following two vectors:

a × [b × c] = b(a · c) − c(a · b). (1.5)

1.1.3 VECTOR DIFFERENTIAL OPERATORS
In general we assume that both scalar U and vector B are functions of a position of point M with a
radius-vector r in some Cartesian system of coordinates. At every point M the scalar value is defined by
its magnitude and sign, while the vector value is characterized by its magnitude and direction. Thus, we
have scalar, U (r), and vector, B (r), fields, respectively. The vector field B (r), according to Eq. (1.1),
can be represented using its scalar components:

B (r) = Bx (r)dx + By (r)dy + Bz (r)dz.



8 CHAPTER 1 DIFFERENTIAL CALCULUS OF VECTOR FIELDS

We also assume that these fields are given within some domain D and that the scalar field U (r)
and all scalar components of the vector field B (r) are continuously differentiable within this domain.
In this case, we can introduce the corresponding differential operators for the scalar and vector fields.

Gradient of a scalar field
Let us introduce a constant vector l = l dl , oriented along the unit vector dl with the magnitude l.

We can calculate a derivative of the scalar field U (r) along a direction l:

∂U

∂l
= lim

�U

�l
, �l → 0.

This directional derivative can be calculated using Cartesian coordinates, as

∂U

∂l
= ∂U

∂x

∂x

∂l
+ ∂U

∂y

∂y

∂l
+ ∂U

∂z

∂z

∂l
, (1.6)

where

∂x

∂l
= cos(l̂,dx),

∂y

∂l
= cos(l̂,dy),

∂z

∂l
= cos(l̂,dz).

Definition 8. A gradient of a scalar field is equal to a vector field with the scalar components de-
termined by the corresponding partial derivatives of the scalar field in the x, y, and z directions,
respectively:

gradU(r) = ∂U(r)
∂x

dx + ∂U(r)
∂y

dy + ∂U(r)
∂z

dz. (1.7)

Comparing Eq. (1.6) with the definition of the dot product (1.2), we immediately conclude that

∂U

∂l
= gradU · dl , (1.8)

because

dl = cos(l̂,dx)dx + cos(l̂,dy)dy + cos(l̂,dz)dz.

From Eqs. (1.8) and (1.2) we have at once:∣∣∣∣∂U

∂l

∣∣∣∣ = |gradU | cosϕ, and
∂U

∂l
≤ |gradU | , (1.9)

where ϕ is an angle between the vectors l and gradU .
Fig. 1.3 represents a polar diagram of the absolute value of the directional derivative, |∂U/∂l|,

versus the angle, ϕ. We can see from this figure and from Eq. (1.9) that the direction of the gradient is
the direction of the maximum increase of the scalar field, and the magnitude of the gradient is the rate
of this field increase.
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FIGURE 1.3

A polar diagram of the absolute value of the directional derivative, |∂U/∂l|, versus the angle, ϕ, between the
vectors l and gradU .

Divergence and curl (rotation) of the vector field
Let us introduce now the operators of the differentiations of the vector field B (r). In principle, one
can consider any linear combination of the partial derivatives of the different components of the vector
field B (r). However, the important requirement is that, in order to be physically meaningful, the result
of this differentiation should be independent of the system of coordinates (x, y, z). This requirement
reduces dramatically the possible choices for the vector differentiation operators.

We will demonstrate in Chapter 2 that the following operators are independent (invariant) of the
coordinate system:

divB (r) = ∂Bx(r)
∂x

+ ∂By(r)
∂y

+ ∂Bz(r)
∂z

, (1.10)

curlB (r) =

∣∣∣∣∣∣∣
dx dy dz

∂
∂x

∂
∂y

∂
∂z

Bx(r) By(r) Bz(r)

∣∣∣∣∣∣∣ . (1.11)

An operator of Eq. (1.10) is called a divergence operator of vector field B (r), and an operator of
Eq. (1.11) is called a curl (rotation) operator of vector field B (r).

The del operator ∇
The collection of the partial derivative operators is commonly called the del operator:

∇ = dx

∂

∂x
+ dy

∂

∂y
+ dz

∂

∂z
.
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Using the del operator, one can express the vector differential (vector calculus) operators gradient,
divergence, and curl in compact form:

gradU(r) = (dx

∂

∂x
+ dy

∂

∂y
+ dz

∂

∂z
)U(r) = ∇U(r), (1.12)

divB (r) = ∇ · B (r) , (1.13)

curlB (r) = ∇ × B (r) . (1.14)

Second derivatives of the scalar and vector fields
We can write five main second derivatives of the vector calculus

divgradU = ∇ · ∇U = ∇2U, (1.15)

curlgradU = ∇ × ∇U, (1.16)

divcurlB = ∇ · [∇ × B], (1.17)

curlcurlB = ∇ × [∇ × B], (1.18)

graddivB = ∇[∇ · B], (1.19)

where we use a standard notation ∇2 for the Laplacian operator:

∇ · ∇ = ∇2.

Using the rules of vector algebra, it is easy to calculate the expressions for the second derivatives,
assuming that all second partial derivatives of the scalar field U and of the scalar component of the
vector field B are continuous functions. For example,

curlgradU = ∇ × ∇U =

∣∣∣∣∣∣∣
dx dy dz

∂
∂x

∂
∂y

∂
∂z

∂
∂x

∂
∂y

∂
∂z

∣∣∣∣∣∣∣U = 0, (1.20)

because the determinant of the matrix with two equal rows is identically equal to zero. Thus, we
conclude that the curl of any gradient is identically equal to zero.

Similarly, we can calculate the divergence of the curl using the triple scalar product:

divcurlB = ∇ · [∇ × B] =

∣∣∣∣∣∣∣
∂
∂x

∂
∂y

∂
∂z

∂
∂x

∂
∂y

∂
∂z

Bx By Bz

∣∣∣∣∣∣∣ = 0. (1.21)

Therefore the divergence of any curl is equal to zero as well.
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We can use formula (1.5) for the triple vector product of the vectors ∇, ∇ and B to compute the
curl of the curl operator:

curlcurlB = ∇ × [∇ × B] = ∇(∇ · B) − (∇ · ∇)B.

Then:

∇ × [∇ × B] = graddivB − (∇ · ∇)B.

Thus we obtain:

curlcurlB = graddivB − (∇ · ∇)B. (1.22)

The expression for formula (1.19) comes from Eq. (1.22):

graddivB = curlcurlB + (∇ · ∇)B. (1.23)

Finally, we can write the formula for the Laplacian of the vector field using the vector differential
operators:

(∇ · ∇)B = graddivB − curlcurlB. (1.24)

1.1.4 DIFFERENTIATION OF THE PRODUCTS OF SCALAR AND VECTOR FIELDS
In this section we will discuss how the differentiation of the products of the scalar and vector fields can
be carried out. This differentiation will be widely used in electromagnetic theory, which is the main
subject of this text. However, in application of the del operator it is important to understand that this
is a vector differential operator which satisfies the vector operation rules and the partial differentiation
rules simultaneously.

We will begin with a simple case of a product of two scalar fields: U(r) and V (r). The rules of the
differentiation of the product of two scalar fields are similar to those of the product of two functions.
For example, the gradient of the product UV is calculated as:

grad(UV ) = ∇(UV ) = ∇(
↓
UV ) + ∇(U

↓
V ),

where the vertical arrows show the field which is actually differentiated by the del operator. We can
take the field V in the first term and the field U in the second term out of the parentheses, because they
are not affected by the del operator (there are no arrows above). Thus, we find:

grad(UV ) = V (∇U) + U (∇V ) = V gradU + UgradV. (1.25)

In a similar way, one can calculate the divergence of the product of a scalar field U and a vector field B:

div(UB) = ∇ · (UB) = ∇ · (
↓
UB) + ∇ · (U

↓
B)

= (∇U) · B + U (∇ · B) = gradU · B + UdivB. (1.26)



12 CHAPTER 1 DIFFERENTIAL CALCULUS OF VECTOR FIELDS

The curl of the product of a scalar field U and a vector field B is equal to:

curl(UB) = ∇ × (UB) = ∇ × (
↓
UB) + ∇ · ×(U

↓
B)

= ∇U × B + U(∇ × B) = gradU × B + UcurlB. (1.27)

Finally, as an example, we will find the divergence of the cross product of two vector fields, A and B,
using the rules of the triple scalar product:

div[A × B] = ∇ · [A × B] = (∇,A,B) = (∇,
↓
A,B) + (∇,A,

↓
B)

= (B,∇,A) − (A,∇,B) = B · curlA − A · curlB. (1.28)

1.2 THE BASIC INTEGRAL RELATIONSHIPS OF FIELD THEORY
1.2.1 CONCEPT OF WORK AND FLUX OF A FIELD
We are given a scalar field U(r) and a vector field B(r) in 3-D space. Let us assume that L denotes
a smooth (differentiable) line and S denotes a smooth (differentiable) surface. We also introduce the
vector elements of the line and surface, the vectors dl and ds:

dl = τdl, ds = nds, (1.29)

where dl and ds are the increments of length and surface area, respectively; τ is a unit (tangential)
vector to the line L, and n is a unit (normal) vector to the surface S, indicating the positive direction
along the line and the positive direction of the normal to the surface, respectively.

There are standard conventions for choosing the positive directions of vectors n and τ , respectively.
If the surface S is a closed surface bounding some domain (volume) D, as shown in Fig. 1.2, then the
outward normal to the surface is positive.

If the surface S is an open surface bounded by the closed contour L, as shown in Fig. 1.4, the pos-
itive normal depends on the choice of the positive direction along the contour L. It is usually required
that traversing of the contour in the positive direction τ can be treated as a clockwise movement for
the observer looking in the direction of the positive normal n.

We can introduce the concept of work, W , of a vector field B along the curve L, as the following
line integral:

W =
∫

L

B(r) · dl. (1.30)

Definition 9. The circulation of the vector field is a work along a closed path C:

W =
∮

C

B(r) · dl. (1.31)

Let us assume that, vector field B(r) is equal to the gradient of a scalar field U(r):

B = gradU. (1.32)



1.2 THE BASIC INTEGRAL RELATIONSHIPS OF FIELD THEORY 13

FIGURE 1.4

Formulation of Stokes’s theorem. The direction of the positive normal to the surface S depends on the choice
of the positive direction along the contour L. A standard convention is that, traversing of the contour in the
positive direction τ can be treated as a clockwise movement for the observer looking in the direction of the
positive normal n.

We can formulate the following important theorem.

Theorem 1.1. The work along the path L of the vector field B(r) equal to the gradient of a scalar field
U(r) is equal to the difference of the scalar field U(r) at the end point, b, and at the starting point, a,
of the path:

W =
∫

L

B(r) · dl = U(b) − U(a). (1.33)

Proof. Let us substitute Eq. (1.32) into (1.33). The direct calculations show that

W =
∫

L

B(r) · dl =
∫

L

gradU · dl =
∫

L

∂U

∂l
dl

=
∫

L

dU = U(b) − U(a). (1.34)

Thus, the work becomes independent of the path. In particular, any circulation of the vector field
B = gradU is equal to zero. Such a vector field is called a conservative field.

We will now give several definitions related to the surface integrals of the scalar and vector fields.

Definition 10. The flux of the scalar field U(r) through the surface S is equal to the surface integral of
the product of the scalar field and the vector element of the surface:

FS
U =

∫∫
S

Uds. (1.35)

Definition 11. The scalar flux of the vector field B(r) through the surface S is equal to the surface
integral of the scalar product of the vector field and the vector element of the surface:

FS
B =

∫∫
S

B · ds. (1.36)
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Definition 12. The vector flux of the vector field B(r) through the surface S is equal to the vector
product of the vector field and the vector element of the surface:

FS
B =

∫∫
S

B × ds. (1.37)

Thus, the flux of a scalar field U and the vector flux of a vector field B are vectors, while a scalar
flux of the vector field is a scalar.

1.2.2 GAUSS’S THEOREM AND ITS VECTOR FORMULATIONS
We consider that vector field B and its first derivatives are continuous functions everywhere over vol-
ume D, bounded by a piece-wise smooth surface S (Fig. 1.2). Gauss’s theorem describes a relationship
between the volume integral of the vector derivatives of the vector field and a surface integral of the
vector field itself over the boundary of the volume. There exist several equivalent forms of Gauss’s
theorem.

1st vector form of Gauss’s theorem
The traditional form of Gauss’s theorem states that the volume integral of the divergence of the vector
field B integrated over the volume D enclosed by the surface S equals scalar flux of the vector field B
through this surface: ∫∫∫

D

divBdv =
∫∫

S

B · ds, (1.38)

where ds = nds, and n is a unit outward normal vector to the surface S (see Fig. 1.2).

2nd vector form of Gauss’s theorem
We can obtain an alternative form of Gauss’s theorem, assuming that vector field B is given as a product
of a scalar field U and some arbitrary constant vector c:

B = Uc. (1.39)

Taking into account in Eq. (1.38) that

divB = gradU · c,

and

B · ds = Uc · ds,

we have ∫∫∫
D

gradU · cdv =
∫∫

S

Uc · ds.
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The last formula can be written in equivalent form as

c ·
⎛
⎝∫∫∫

D

gradUdv −
∫∫

S

Uds

⎞
⎠ = 0. (1.40)

Since c is an arbitrary vector, we may select

c =
(∫∫∫

D

gradUdv −
∫∫

S

Uds
)

.

It is clear now that Eq. (1.40) holds only if the term in parenthesis is zero. Therefore, we finally obtain:∫∫∫
D

gradUdv =
∫∫

S

Uds. (1.41)

The second vector form of Gauss’s theorem states that the volume integral of the gradient of a
scalar field U integrated over the volume D enclosed by the surface S equals scalar flux of the field U

through the surface S.

3rd vector form of Gauss’s theorem
We introduce now a vector field B as

B = A × c, (1.42)

where A is an auxiliary vector field, and c is an arbitrary constant vector. In this case

divB = ∇ · [A × c]

= ∇ ·
[↓

A × c
]

+ ∇ ·
[

A × ↓
c
]

= (c,∇,A) = c · curlA

and

B · ds = [A × c] · ds = −c · [A × ds] .

Applying Gauss’s formula (1.38) to the vector field (1.42), we obtain:∫∫∫
D

c · curlAdv = −
∫∫

S

c · [A × ds] .

In a similar manner as we did above, we can eliminate arbitrary vector c from the last formula and
obtain the third vector form of Gauss’s theorem:∫∫∫

D

curlAdv = −
∫∫

S

[A × ds] . (1.43)
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The last equation states that the volume integral of the curl of the vector field A integrated over
the volume D enclosed by the surface S equals (with the negative sign) the vector flux of the field A
through the surface S.

We will see in the next chapters that Gauss’s theorem has found wide applications in electromag-
netic theory.

1.2.3 STOKES’S THEOREM AND ITS VECTOR FORMULATIONS
It was shown above that Gauss’s theorem relates the volume integral of the vector derivatives of the
field to the surface integral of the field itself. Stokes’s theorem allows us to make the next step – to
reduce the surface integral to the line integral of the field.

1st vector form of Stokes’s theorem
Let us consider an open surface S shown in Fig. 1.4, bounded by the closed contour L. We chose the
positive directions of vectors n and τ , according to a standard convention, formulated above. Traversing
of the contour in the positive direction τ is clockwise for the observer looking in the direction of the
positive normal n. We assume again that vector field B and its first derivatives are continuous functions
everywhere over volume D, containing a piece-wise smooth surface S.

The first vector form of Stokes’s theorem states that the scalar flux of the curl of the vector field B
through an open surface S is equal to the circulation of this field along the closed boundary L of the
surface: ∫∫

S

curlB · ds =
∮

L

B · dl. (1.44)

For example, if S is a closed surface, it has no boundary and the circulation vanishes:∫∫
S

curlB · ds = 0. (1.45)

Therefore, we find immediately that the scalar flux of the curl of a vector field through a closed surface
is always equal to zero.

2nd vector form of Stokes’s theorem
We can produce an alternate form of the Stokes’s theorem by substitution:

B = Uc

in Eq. (1.44). In this case:

curlB = ∇ × (Uc) = ∇ ×
( ↓

Uc
)

+ ∇ ×
(

U
↓
c
)

= ∇U × c = gradU × c,

and we have ∫∫
S

[
gradU × c

] · ds = −c ·
∫∫

S

gradU × ds = c ·
∮

L

Udl.
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Since the choice of vector c is arbitrary, we can eliminate this vector from the last formula. As a
result, we arrive at the second vector form of the Stokes’s theorem:∫∫

S

gradU × ds = −
∮

L

Udl. (1.46)

The last formula states that the vector flux of the gradient of a scalar field through an open surface is
equal to the line integral of this field along the closed boundary L of the surface.

1.2.4 GREEN’S FORMULAS
On the basis of Gauss’s theorem, one can develop a set of useful integral relations which are known as
Green’s formulas.

1st Green’s formula
Let us assume that two continuously differentiable scalar fields a and b are given in some domain D.
We introduce a new vector field B = a gradb. The divergence of this field is equal to:

divB = grada · gradb + a∇2b.

Substituting the last expression in Gauss’s formula (1.38), we have:∫∫∫
D

(grada · gradb + a∇2b)dv =
∫∫

S

a
∂b

∂n
ds, (1.47)

where, according to Eq. (1.8),

∂b

∂n
= gradb · n

is a derivative of the scalar field b along a direction n.

2nd Green’s formula
We can assume now that vector field B is equal to:

B = b grada.

According to the first Green’s formula, we have∫∫∫
D

(grada · gradb + b∇2a)dv =
∫∫

S

b
∂a

∂n
ds. (1.48)

Subtracting Eq. (1.48) from Eq. (1.47), we obtain:∫∫∫
D

(a∇2b − b∇2a)dv =
∫∫

S

(
a

∂b

∂n
−b

∂a

∂n

)
ds. (1.49)

Formula (1.49) is called a Green’s theorem. We will use this formula in the following chapters of the
book to develop the theory of the Green’s functions.
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3rd Green’s formula
The third Green’s formula is derived from Eq. (1.49) if scalar field a is a constant equal to 1:

a = 1.

In this case we find immediately:∫∫∫
D

∇2bdv =
∫∫

S

∂b

∂n
ds =

∫∫
S

gradb · ds. (1.50)

The last formula states that the volume integral of the Laplacian of a scalar field U integrated over
volume D enclosed by the surface S equals to the scalar flux of the gradient of this field through the
surface.

1.3 DIFFERENTIAL FORMS IN FIELD THEORY
1.3.1 CONCEPT OF THE DIFFERENTIAL FORM
The differential forms were originally introduced in differential geometry to study the properties of the
lines and surfaces in multidimensional mathematical spaces. However, it was realized not so long ago
that these forms provide a very elegant and powerful tool to study the physical fields as well. We can
treat the differential forms as another mathematical language which, similar to the standard Gibbsian
vectorial language, can be used to describe the physical fields.

In order to emphasize a similarity between the differential forms and vectors, let us recall some
integral formulas of vector calculus introduced in the previous section.

We have introduced the work, W , of a vector field B along the curve L, as the following line integral
(see Eq. (1.30)):

W =
∫

L

B · dl. (1.51)

We have also introduced a scalar flux of the vector field B(r) through the surface S as a surface
integral of the scalar product of the vector field and the vector element of the surface (see Eq. (1.36)):

FS
B =

∫∫
S

B · ds. (1.52)

We have also formulated Gauss’s and Stokes’s theorems (Eqs. (1.38) and (1.44)):∫∫∫
D

divBdv =
∫∫

S

B · ds, (1.53)

and ∫∫
S

curlB · ds =
∮

L

B · dl. (1.54)
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In all formulas (1.51) through (1.54) we have differential expressions – B · dl, B · ds, and
divBdv – which are integrated over a curve, L, surface, S, or volume, D, respectively. These ex-
pressions are called differential forms.

In particular, a differential expression B · dl, which is integrated over a curve, represents the ele-
mentary work, dW , of the vector field B along an infinitesimally small vector element of curve dl. It
is called a differential 1-form ϕ

(1)

:

ϕ
(1)

= B · dl = dW. (1.55)

A differential expression B · ds, which is integrated over a surface, describes an elementary scalar
flux, dFds

B , of the vector field B through an infinitesimally small vector element of surface ds. It is
called a differential 2-form ψ

(2)

:

ψ
(2)

= B · ds = dFds
B . (1.56)

Finally, a differential expression divBdv, which is integrated over a volume, is equal to an elemen-
tary source, dQ, of the vector field B within an infinitesimally small element of volume dv. We call
this expression a differential 3-form θ

(3)
:

θ
(3)

= qdv = dQ, (1.57)

where

q = divB.

We will find in Chapter 2 that divergence of the vector field B can be treated as a source of this
field. Thus, all three forms represent the scalar values of the work, flux, and source of the vector field,
respectively.

We immediately see from Eq. (1.55) that, for a given vector field B, the work, dW , depends on
the selected vector element of the curve, vector dl. At the same time Eqs. (1.56) and (1.57) show that,
the scalar flux, dFds

B , depends on the selected vector element of surface ds, while the source, dQ, is
a function of the element of volume dv. The infinitesimally small elementary vector dl, according to
the definition, is an oriented (directed) segment of line. The infinitesimally small oriented element of
surface ds can be described as an oriented parallelogram formed by two vectors, da and db, as shown
in Fig. 1.5. The infinitesimally small element of volume dv is usually represented as a parallelepiped
formed by three vectors, da, db, and dc, as shown in Fig. 1.6. Note that we can think of vectors, da,
db, and dc as infinitesimal increments in the directions of vectors a, b, and c, respectively.

According to the rules of vector algebra, we have:

ds = da × db, and dv = (da, db, dc).
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FIGURE 1.5

An infinitesimally small vector element of surface ds is described as an oriented parallelogram formed by two
vectors, da and db.

FIGURE 1.6

An infinitesimally small element of volume dv is represented as a parallelepiped formed by three vectors, da,
db, and dc.

Thus, we conclude, that a 1-form ϕ
(1)

is a function of one vector, dl, a 2-form ψ
(2)

is a function of two

vectors, da and db, and a 3-form θ
(3)

is a function of three vectors, da, db, and dc, respectively:

ϕ
(1)

= ϕ
(1)

(dl) = B · dl, ψ
(2)

= ψ
(2)

(da, db) = B · [da × db] ,

θ
(3)

= θ
(3)

(da, db, dc) = divB(da, db, dc). (1.58)

Another important observation is that all three of these forms are linear functions of their arguments
(vectors), because the cross and the triple scalar products of the vectors are linear algebraic operations.
In other words, the differential forms introduced above are nothing else but linear functions of one (in
the case of the 1-form), two (in the case of the 2-form) and three (in the case of the 3-form) vector
arguments.
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It follows immediately from Eqs. (1.58) that 2-form and 3-form are antisymmetric linear functions:

ψ
(2)

(da, db) = −ψ
(2)

(db, da) ,

θ
(3)

(da, db, dc) = − θ
(3)

(db, da, dc) , θ
(3)

(da, db, dc) = − θ
(3)

(da, dc, db) , etc. (1.59)

For consistency, we can say that the 1-form, ϕ
(1)

, is antisymmetric as well, because it depends on

one vector argument only.
We also introduce a 0-form as a scalar function of the coordinates: ϕ

(0)

= f (r).

1.3.2 EXTERIOR (WEDGE) PRODUCT OF THE LINEAR FORMS
We have found in the previous section that the conventional differential forms of vector calculus (the
expressions that are integrated over a line, surface, or volume) are described by antisymmetric linear
functions of one, two, or three vector arguments. These linear functions (differential forms) represent
new mathematical objects which are very useful in a description of electromagnetic field equations.
We will demonstrate in the following chapters of the book that the differential forms provide the most
natural and elegant mathematical tool for a description of the electromagnetic fields. In order to be
able to apply these functions to electromagnetic theory, we should introduce the mathematical rules of
operation on the differential forms, which define the algebra of the differential forms.

The simplest operation is addition. It is obvious that the addition of two antisymmetric linear forms
is determined as a conventional summation of two functions. This operation satisfies the traditional
commutative and associative laws, and also the distributive laws with respect to multiplication by a
scalar.

The multiplication of the differential forms requires introducing a special algebraic operation, an
exterior product, which we will discuss in detail below.

In the case of vectors, we can use different multiplication operations, e.g., dot and cross products
of the vectors. In principle, it is easy to consider a product, f , of two forms, ϕ and ψ , as a product of
two linear functions of vector arguments. For example, if ϕ = ϕ (dl) and ψ = ψ (da, db), we have

f = f (dl, da, db) = ϕ (dl)ψ (da, db) , (1.60)

where multiplication on the right-hand side of Eq. (1.60) is conducted in the conventional way as a
product of two scalar values, ϕ and ψ . The only problem with this definition is that the product of the
two antisymmetric linear functions, ϕ and ψ , is no longer an antisymmetric function! Indeed, one can
see that

f (dl, da, db) �= −f (da, dl, db) .

In order to keep the result of multiplication within the class of antisymmetric linear functions, we
should apply an antisymmetrization operation to the conventional product (1.60). As a result, we arrive
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at the following multiplication operation, which is called the exterior (or wedge) product, denoted by
symbol ∧, and defined as:

� = ϕ ∧ ψ = {ϕ (dl)ψ (da, db) + ϕ (da)ψ (db, dl) + ϕ (db)ψ (dl, da)

−ϕ (dl)ψ (db, da) − ϕ (da)ψ (dl, db) − ϕ (db)ψ (da, dl)} . (1.61)

It is easy to check that the new linear function, � = �(dl, da, db), is indeed an antisymmetric function.
In the case of the product of two 1-forms, ϕ (da) and χ (db), the exterior product is given by the

formula:

	(da, db) = ϕ (da) ∧ χ (db) = [
ϕ (da)χ (db) − ϕ (db)χ (da)

]
, (1.62)

which is again an antisymmetric function:

	(da, db) = − [
ϕ (db)χ (da) − ϕ (da)χ (db)

] = −	(db, da) . (1.63)

In summary, we can see that addition and exterior multiplication operations of 1-forms satisfy the
following laws:

1) the commutative and associative laws of addition:

ϕ + χ = χ + ϕ and ϕ + (χ + η) = (ϕ + χ) + η; (1.64)

2) the anticommutative law of exterior multiplication:

ϕ ∧ χ = −χ ∧ ϕ; (1.65)

3) the distributive law of multiplication over addition:

ϕ ∧ (χ + η) = ϕ ∧ χ + ϕ ∧ η and (ϕ + χ) ∧ η = ϕ ∧ η + χ ∧ η. (1.66)

It comes immediately from the anticommutative law (1.65) that

ϕ ∧ ϕ = 0. (1.67)

We can see now that the exterior product of two 1-forms generates a 2-form, while the exterior
product of three 1-forms produces a 3-form.

1.3.3 CANONICAL REPRESENTATIONS OF THE DIFFERENTIAL FORMS IN
THREE-DIMENSIONAL EUCLIDEAN SPACE

The important fact of the differential form theory is that any 2-form and any 3-form can be expressed
as the exterior products of two 1-forms and three 1-forms respectively. These representations are called
the canonical representations for the differential forms. The interested reader may find a derivation
of these representations in Appendix A. The following table presents a summary of these canonical
representations for differential forms in three-dimensional Euclidean space E3:

0-forms : ϕ
(0)

= f, (1.68)
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1-forms : ϕ
(1)

=
∑

α=x,y,z

ϕαdα = ϕxdx + ϕydy + ϕzdz = ϕ · dr, (1.69)

2-forms : ψ
(2)

=
∑

α,β=x,y,z

ψαβdα ∧ dβ

= ψyzdy ∧ dz + ψzxdz ∧ dx + ψxydx ∧ dy = ψ · d�, (1.70)

3-forms : θ
(3)

= θdx ∧ dy ∧ dz = θdv. (1.71)

In the last formulas we use the following notations:

ϕ = (
ϕx,ϕy,ϕz

)
, dr = (dx, dy, dz) ,

ψ = ψyzdx + ψzxdy + ψxydz,

d� = dsxdx + dsydy + dszdz,

where dsx , dsy , and dsz are the combinations of the exterior products of differentials,

dsx = dy ∧ dz, dsy = dz ∧ dx, dsz = dx ∧ dy,

and, according to formulas (A.21), (A.24), and (A.27) from Appendix A,

θ = (
axbycz + aybzcx + azbxcy − axbzcy − aybxcz − azbycx

)
.

The canonical representations (1.68)–(1.71) for the differential forms can be written in the compact
form:

ω
(p)

(r) =
∑

α1,...αp=x,y,z

ωα1,...αpdα1 ∧ .... ∧ dαp, p = 0,1,2,3, (1.72)

where ωα1,...αp stands for ϕα, ψαβ , and θ , respectively, and αp denotes one of the variables x, y, or z.
For example,

ωα = ϕα, ωα1,α2 = ψα1α2, ωα1,α2,α3 = θ.

1.3.4 THE EXTERIOR DERIVATIVE
Let us assume that some physical field in three-dimensional Euclidean space is described by the differ-
ential forms. For example, this field can represent a potential of the electric field (which is described by
0-form ϕ

(0)

), or elementary work of the electric field (which is described by 1-form ϕ
(1)

), or an elemen-

tary flux of a magnetic field (which is described by 2-form ψ
(2)

), or an elementary volume charge of an

electric field (which is described by 3-form θ
(3)

). We know that the physical field usually varies in space
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and it is a function of the radius-vector r of the point of observation. Therefore, the corresponding
differential forms vary in space and are the functions of the observation point as well:

ϕ
(0)

= f (r) , ϕ
(1)

= ϕ (r) , ψ
(2)

= ψ (r) , θ
(3)

= θ (r) . (1.73)

Thus, we have arrived at a concept of the differential form fields similar to the vector fields consid-
ered above. Taking into account that these new fields according to Eq. (1.73) depend on the point of
observation, we can consider some method of their differentiation similar to the vector field differenti-
ation introduced above. However, we should be careful in introducing this differential operation. The
main requirement should be that the result of the form’s differentiation should produce the differential
form as well.

The calculus of differential forms is based on a special differential operation called the exterior
derivative (see Appendix B). This operation can be treated as a generalization of conventional vector
differential operations. We will find out in this section, however, that all three different vector differ-
ential operations, (gradient, divergence, and curl), can be represented as a single exterior differential
operator.

0-forms
In the case of the simplest 0-form described by a function f (r), the exterior differential is equivalent
to the full differential of the function:

df = ∂f

∂x
dx + ∂f

∂y
dy + ∂f

∂z
dz. (1.74)

In three-dimensional Euclidean space this differential operation is closely related to the conven-
tional vector differential operators. Indeed, using gradient operation, we can represent Eq. (1.74) as

df = ∂f

∂x
dx + ∂f

∂y
dy + ∂f

∂z
dz = gradf (r) · dr. (1.75)

We can see that in this case the exterior differential operator d can be treated as a counterpart of the
vector del operator ∇. We can introduce a symbolic differential 1-form dE3 as follows:

dE3 = dx
∂

∂x
+ dy

∂

∂y
+ dz

∂

∂z
= dr · ∇. (1.76)

Then Eq. (1.75) can be written as

df = dE3f = dr · ∇f = ∇f · dr.

Therefore, the exterior derivative of the 0-form is equivalent to the gradient of the corresponding
scalar field.
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1-forms
The exterior differential of the 1-form field ϕ(r) is calculated as an exterior product of the differential
operator 1-form dE3 and a given 1-form ϕ:

dϕ = dE3 ∧ ϕ = dE3 ∧ (ϕ · dr)

=
(

∂ϕy

∂x
− ∂ϕx

∂y

)
dx ∧ dy +

(
∂ϕz

∂y
− ∂ϕy

∂z

)
dy ∧ dz +

(
∂ϕx

∂z
− ∂ϕz

∂x

)
dz ∧ dx

= curlϕ · d� = [∇ × ϕ
] · d�, (1.77)

where we took into account representations (1.69) and (1.70) for the differential forms and the property
(1.67) of the wedge product.

According to the canonical representation (1.69), every 1-form can be described by a vector field ϕ.
Therefore, the exterior derivative of the 1-form is equivalent to the curl of the corresponding vector
field.

2-forms
The exterior differential of the 2-form field ψ(r) is obtained by the wedge product of the exterior
differential dE3 and a given 2-form ψ . Taking into account Eq. (1.70), we can calculate this derivative
using the following expression:

dψ = dE3 ∧ ψ = dE3 ∧ (ψ · d�)

= ∂ψyz

∂x
dx ∧ dy ∧ dz + ∂ψzx

∂y
dy ∧ dz ∧ dx + ∂ψxy

∂z
dz ∧ dx ∧ dy

=
(

∂ψyz

∂x
+ ∂ψzx

∂y
+ ∂ψxy

∂z

)
dx ∧ dy ∧ dz = (divψ) dv = (∇ · ψ) dv. (1.78)

According to the canonical representation (1.70), every 2-from can be described by a vector field ψ .
Therefore, the exterior derivative of the 2-form is equivalent to the divergence of the corresponding
vector field.

3-forms
The exterior differential of a 3-form θ

(3)
= θdx ∧ dy ∧ dz can be calculated as an exterior product of

the differential operator dE3 and this 3-form:

dE3 ∧ θ
(3)

= dθ ∧ dx ∧ dy ∧ dz.

The last expression is equal to zero according to the anticommutative law (1.65) and Eq. (1.67):

dE3 ∧ θ
(3)

=
(

∂θ

∂x
dx + ∂θ

∂y
dy + ∂θ

∂z
dz

)
∧ dx ∧ dy ∧ dz = 0. (1.79)
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Thus we can see that, the exterior differential operation in three-dimensional space corresponds to
either the gradient, curl, or divergence of conventional vector calculus:

0-forms : dE3 ϕ
(0)

= dE3f = gradf (r) · dr = ∇f (r) · dr, (1.80)

1-forms : dE3 ϕ
(1)

= dE3 ∧ (ϕ · dr) = curlϕ · d� = [∇ × ϕ
] · d�, (1.81)

2-forms : dE3 ψ
(2)

= dE3 ∧ (ψ · d�) = (divψ) dv = (∇ · ψ) dv, (1.82)

3-forms : dE3 θ
(3)

= dE3 ∧ (θdv) = 0. (1.83)

The beauty of the exterior differentiation operator is that it includes all varieties of vector differen-
tial operations. In addition, this operator allows us to extend naturally the differentiation operation for
multidimensional spaces.
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In this chapter we will discuss the general principles of geophysical field theory and of field genera-
tions. We will find out that there can exist only two types of field excitation – sources and vortices. We
will analyze the general physical meaning of a source or a vortex of a field. The theory of field gener-
ation will help us to develop a classification of vector fields. In the discussion of the basic principles
of the classical theory of stationary scalar and vector fields, I will follow closely the lecture notes of
Dmitriev et al. (2004). I should note also that one of the most comprehensive expositions of classical
field theory was given by Alpin (1966). The interested reader may find additional details about the
foundations of geophysical field theory in the books by Kaufman (1992, 1994a, 1994b).

The electromagnetic field, which is the main subject of this book, is, in general, a nonstationary
field depending both on spatial and time coordinates. That is why we will study carefully the theory of
nonstationary fields as well. I will demonstrate that this theory can be developed in the most elegant
and complete way by using the technique of differential forms introduced in Chapter 1.
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2.1 FIELD GENERATION
2.1.1 HARMONIC FUNCTIONS; LIOUVILLE’S THEOREM
In this section we will study the harmonic functions, which play a crucial role in the field theory. These
functions arise in the theory of gravity, magnetic, and electromagnetic fields. We will give first the
following definitions.

Definition 14. The function U(r) determined in domain D is called harmonic in this domain if it is
twice continuously differentiable in this domain and satisfies Laplace’s equation:

∇2U(r) = 0. (2.1)

Definition 15. The function a(r) determined in the entire space is called regular at infinity if there is
a number R0 and a sphere with the radius R0 such that, for any r = |r| > R0, we have:

|a(r)| ≤ c1

r
, |grad a(r)| ≤ c2

r2
, (2.2)

where c1 and c2 are two positive coefficients.

A simple example of the harmonic function is a product of exponential and a sine functions:

U1(r) = exp(x) cosy.

It is easy to verify that this function satisfies Laplace’s equation:

∇2U1(r) = ∂2

∂x2

[
exp(x) cosy

] + ∂2

∂y2

[
exp(x) cosy

] = exp(x)
[
cosy − cosy

] = 0.

The beauty of the harmonic functions, which justifies their name, has been long recognized by
mathematicians and physicists. These functions possess many wonderful properties, which make them
so useful in mathematics and physics. In this book we will discuss just a small number of the most
important properties of the harmonic functions. We will begin with the following theorem.

Theorem 16. Liouville’s theorem: If the function U(r) is harmonic in the entire space and is a regular
function in infinity, then this function is identically equal to zero: U(r) ≡ 0.

Proof. Let us introduce a Cartesian system of coordinates and draw a sphere S with a radius R from
the origin of the coordinates. We denote by D the volume of the sphere.

We can write the first Green’s formula for this sphere:∫∫∫
D

(
grada · gradb + a∇2b

)
dv =

∫∫
S

a
∂b

∂n
ds =

∫∫
S

a gradb · ds.

Assuming that

a = b = U(r),
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we can write: ∫∫∫
D

(gradU · gradU + U∇2U)dv =
∫∫

S

U gradU · ds.

Taking into account that U(r) is harmonic function, ∇2U ≡ 0, we have:∫∫∫
D

(gradU)2dv =
∫∫

S

U gradU · ds.

Let us estimate the absolute value of the volume integral:∫∫∫
D

(gradU)2dv =
∣∣∣∣
∮

S

U · gradU · ds

∣∣∣∣ ≤
∫∫

S

|u| |gradu|ds. (2.3)

However, we know that the function U(r) is regular in infinity. Therefore:

|u| ≤ c1

r
; |gradu| ≤ c2

r2
.

Substituting the last formula into Eq. (2.3), we have:∫∫∫
D

(gradU)2dv ≤
∫∫

S

c1c2

R3
ds = 4πc1c2

R
→ 0,R → ∞.

It is well known that, if the integral of the nonnegative continuous function is equal to zero, the function
itself is identically equal to zero. Thus, gradU = 0.

From the last formula we have

U = const.

However, according to the regularity at infinity, the following condition takes place:

U → 0 when r → ∞.

Therefore, finally we have:

U = 0.

We can summarize the main statement of Liouville’s theorem as follows: there does not exist any
nonzero harmonic function in the entire space, which is regular at infinity. Therefore, one should con-
sider either the harmonic function in the closed domain of a space, or this function will not attenuate at
infinity. For example, function U1(r) = exp(x) cosy, introduced above, does not go to zero at infinity.

2.1.2 UNIQUENESS OF DETERMINATION OF THE SCALAR FIELD BY ITS GRADIENT
AND THE VECTOR FIELD BY ITS DIVERGENCE AND CURL

In many practical applications, we deal with the problem of finding a field from its vector derivatives.
In this case it is important to understand when this problem has a unique solution. We will discuss
several important uniqueness theorems for the scalar and vector fields which provide an answer to this
question.
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Determination of the scalar field by its gradient
Let us consider a scalar field U(r) determined in the entire three-dimensional space. We assume that
this field is continuously differentiable in the space and its gradient is equal to some vector field Bg(r):

gradU = Bg.

We can formulate the following theorem:

Theorem 17. If a scalar field U(r) is continuously differentiable in the entire space and is regular at
infinity, then the problem of determining this field from its gradient, Bg , has a unique solution.

Proof. Suppose that this theorem is not correct. Then there exist two scalar fields, U1 and U2, with the
same gradient:

gradU1 = gradU2 = Bg. (2.4)

Let us introduce a difference field, U ′, as

U ′ = U1 − U2.

According to Eq. (2.4), the gradient of the difference field is equal to zero:

gradU ′ = 0.

The field with the zero gradient is identically equal to a constant:

U ′ ≡ c = const.

However, according to the regularity at infinity of both solutions, U1 and U2, the difference field must
be regular at infinity as well:

U → 0 when r → ∞.

Therefore, we have no other choice for constant c but zero:

U ′ = U1 − U2 ≡ 0,

which completes the proof of the theorem.

Determination of the vector field by its divergence and curl
We consider now a vector field B(r) determined in the entire three-dimensional space. We assume that
this field is continuously differentiable in the space and its divergence and curl are equal to some scalar
field, q(r), and vector field, j(r), respectively:

divB = q, curlB = j. (2.5)

The problem is to find vector field B(r) if q(r) and j(r) are known. We can formulate the following
uniqueness theorem for this problem.
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Theorem 18. If all scalar components of the vector field B(r) are continuously differentiable in the
entire space and are regular at infinity, then the problem of determining this field from its divergence,
q(r), and its curl, j(r), has a unique solution.

Proof. The proof of this theorem is similar to the previous case of a scalar field. Suppose that this
theorem is not correct. Then there exist two vector fields, B1 and B2, with the same divergence and
with the same curl:

divB1 = divB2 = q; curlB1 = curlB2 = j. (2.6)

Let us introduce the difference field B′:

B′(r) = B1(r) − B2(r).

This field satisfies the equations:

divB′ = 0,

curlB′ = 0.
(2.7)

Therefore the Laplacian of this field, according to formula (1.24), is equal to:

(∇ · ∇)B′ = graddivB′ − curlcurlB′ = 0. (2.8)

From the last equation we see that the scalar components of the field B′(r) in some Cartesian coordinate
system satisfy Liouville’s theorem, because all of them are harmonic functions, and they are regular at
infinity:

∇2Bx(r) = 0, ∇2By(r) = 0, ∇2Bz(r) = 0.

Therefore, based on Liouville’s theorem, we conclude that all scalar components of the difference field
are identically equal to zero in the entire space, and the difference vector field B′ is identically equal to
zero as well:

B′(r) ≡ 0,

which contradicts our original assumption that we have two different solutions.

2.1.3 FIELD GENERATION CONDITIONS
Theorems 17 and 18 introduced in the previous section help us to understand the conditions required
for a vector field generation. Let us note first that we say that the vector field exists if it is not identically
equal to zero in the entire space. According to the two theorems proved above, the necessary conditions
for vector field B(r) to exist are as follows.

a) The divergence of the vector field B(r) is not equal to zero in some domain Q, while the curl of
the vector field B(r) can be identically equal to zero in the entire space:

divB(r) �= 0, r ∈Q,

curlB(r) ≡ 0.
(2.9)
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b) The curl of the vector field B(r) is not equal to zero in some domain Q, while the divergence of
the vector field B(r) can be identically equal to zero in the entire space:

divB(r) ≡ 0,

curlB(r) �= 0, r ∈Q.
(2.10)

c) The divergence of the vector field B(r) is not equal to zero in some domain Q, while the curl of
the vector field B(r) is not equal to zero in some domain P :

divB(r) �= 0, r ∈Q,

curlB(r) �= 0, r ∈P.
(2.11)

Note that domains Q and P may coincide, overlap, or be two completely separated domains.
We will give now a few definitions.

Definition 19. The physical objects which generate a field are called the field generators.

Theorems 17 and 18 and Eqs. (2.9) through (2.11) show that there exist only two types of field
generators: one with nonzero divergence and zero curl, and another one with a nonzero curl and a
divergence of zero.

Definition 20. Source is a type of field generator that produces nonzero divergence of vector field
B(r). The divergence of a vector field is called a volume density of its sources q:

divB(r) = q(r). (2.12)

Definition 21. Vortex is a type of field generator that produces a nonzero curl. The curl of a vector
field is called a volume density of its vortices j:

curlB(r) = j(r). (2.13)

Thus, we come to the important conclusion that any vector field can be generated by the sources
or vortices only. There are no any other types of field generators! Any vector field which has no
sources and/or vortices and is regular at infinity is identically equal to zero. This result was formulated
originally in the geophysical literature by Dmitriev et al. (2004). This rigorous mathematical result can
be applied to any physical field. Therefore, the first question which should be addressed in studying any
physical field is a question about the nature of its sources and vortices. We will examine this question
in application to the electromagnetic field theory in the next chapters of the book.

2.1.4 SOURCES OF THE FIELD AND THEIR PHYSICAL MEANING
We examine now more carefully the physical meaning of the sources and vortices of vector fields. Let
us begin with the sources. We assume that the vector field B (r) is given in the entire three-dimensional
space and that all scalar components of the vector field B (r) are continuously differentiable functions.
Consider a volume D, bounded by a piece-wise smooth surface S (Fig. 2.1). We can integrate both
sides of Eq. (2.12) over this volume:∫∫∫

D

divB(r)dv =
∫∫∫

D

q(r)dv. (2.14)
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FIGURE 2.1

The volume density of the sources of the vector field B is calculated as a limit of the integral over volume D0,
bounded by a closed surface S0, of the divergence of the vector field divided by the volume D0 when the
volume tends to zero: D0 → 0.

Applying a theorem of average value to both parts of the last formula, we can write:∫∫∫
D0

divB(r)dv = divB(r′)
∫∫∫

D0

dv = divB
(
r′)D0 = q

(
r′)D0,

where r′ is some internal point from D0 : r′ ∈ D0.
We can contract now the entire volume D0 into one point r0 located inside the volume (see Fig. 2.1)

and calculate a limit of the integral over volume D0 of the divergence of the vector field divided by the
volume D0 when the volume tends to zero: D0 → 0:

lim
D0→0

[(∫∫∫
D0

divB(r)dv

)
/D0

]
= lim

D0→0

[(
divB(r′)

∫∫∫
D0

dv

)
/D0

]
= q(r0), (2.15)

where we took into account that r′ → r0, when D0 → 0.
We can give an equivalent representation of the source density, q(r0), using Gauss’s theorem (1.38):

q(r0) = lim
D0→0

[(∫∫
S0

B · ds
)

/D0

]
, (2.16)

where S0 is a closed boundary of the volume D0.
Based on formula (2.16), we conclude that the volume density of the source of the vector field B

can be calculated as a limit of the scalar flux of the vector field B through a closed surface S0, bounding
the volume, divided by the volume D0 when the volume tends to zero: D0 → 0.

Note that, according to Eq. (2.12), we have:

divB(r0) = lim
D0→0

[(∫∫
S0

B · ds
)

/D0

]
. (2.17)

Thus, we have arrived at a definition of the divergence of the vector field which is independent (invari-
ant) of the selection of the system of coordinates.
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Definition 22. The divergence of a vector field B is equal to the limit of the scalar flux of the vector
field B through a closed surface S0, divided by the volume D0 bounded by S0, when the volume tends
to zero: D0 → 0.

Therefore, the divergence operator represents a volume derivative of the field.
In order to understand better the physical meaning of a source, we will use a hydrodynamic analogy.

Let us consider some volume filled with a liquid. We will denote by V(r) the vector field of the velocity
of the liquid movement at every given point r. We assume also that the density of the liquid (its mass
contained in the unit of volume) is ρ.

Let us introduce a vector field Bhd (“hydrodynamic” field) as

Bhd(r) = ρV(r). (2.18)

According to Eq. (2.16), the volume density of the sources of the field Bhd introduced by formula
(2.18) can be approximately written as

q(r0) ≈
(∫∫

S0

Bhd · ds
)

/D0, (2.19)

where D0 is a small enough volume.
We can select an arbitrary small element ds of the surface S0 and calculate the mass, dQ, of the

liquid flowing through ds over the time interval �t :

dQ = ρ (V · n) ds�t = Bhd · ds�t, (2.20)

where ds = nds, and n is a unit vector normal to the surface element ds (see Fig. 2.1). The total mass,
Q, of the liquid flowing through the entire surface S0 over the time interval �t is equal to the integral
of dQ over the surface:

Q =
∫∫

S0

dQ =
∫∫

S0

ρ (V · n) ds�t =
∫∫

S0

Bhd · ds�t. (2.21)

Thus, the scalar flux of the vector field Bhd through the surface S0 is equal to the mass of the liquid
flowing through the entire surface S0 per the unit of time:∫∫

S0

Bhd · ds = Q/�t. (2.22)

Substituting the last formula into Eq. (2.19), we finally have:

divBhd (r0) = q(r0) ≈ Q/(�tD0) . (2.23)

We can see from the last equation that the divergence of the “hydrodynamic” vector field determines
the total mass of the liquid that has appeared (if q(r0) > 0), or disappeared (if q(r0) < 0) within the
unit of volume over the unit of time. In other words, the divergence characterizes the volume density
of the sources (if q(r0) > 0) or sinks (if q(r0) < 0) of the “hydrodynamic” vector field Bhd .

Thus, the volume density of the sources is equal to the amount of liquid that has appeared (Q > 0)
or disappeared (Q < 0) in the unit of volume during the unit of time.
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FIGURE 2.2

The volume density of the vortices of the vector field B is calculated as a limit of a scalar flux of the curl of the
vector field over surface S0, bounded by a closed contour C0, divided by the area S0 when the area tends to
zero: S0 → 0.

2.1.5 VORTICES OF THE FIELD AND THEIR PHYSICAL MEANING
In this section we will study the vortices of the vector field. As above, we assume that the vector
field B (r) is given in the entire three-dimensional space and that all scalar components of the vector
field B (r) are continuously differentiable functions. Consider an arbitrary point r0, and draw a unit
vector n0 from this point in an arbitrary direction (Fig. 2.2). We can also draw a circle C0 in a plane
perpendicular to vector n0 with the origin at the point r0. We denote by S0 a round piece of plane
bounded by the circle C0.

We can integrate both sides of Eq. (2.13) over this surface:∫∫
S0

curlB(r) · ds =
∫∫

S0

j (r) · ds, (2.24)

where the vector element of the surface is equal to: ds = n0ds.
Applying a theorem of average value to both parts of the last formula, we can write:∫∫

S0

curlB(r) · ds = [
curlB(r′) · n0

]∫∫
S0

ds

= [
curlB(r′) · n0

]
S0 = [

j
(
r′) · n0

]
S0 = jn0

(
r′)S0, (2.25)

where jn0

(
r′) = j

(
r′) · n0 is the normal component of the density of vortex j, and r′ is some internal

point from S0 : r′ ∈ S0.
We contract now the entire surface S0 into its center point r0 (see Fig. 2.2). Let us calculate the

limit of the surface integral in expression (2.24) divided by the surface area S0 when the area tends to
zero: S0 → 0:

lim
S0→0

[[∫∫
S0

curlB(r) · ds
]

/S0

]
= lim

S0→0

[[(
j
(
r′) · n0

)∫∫
S0

ds

]
/S0

]
= jn0(r0), (2.26)

where we took into account that r′ → r0, when S0 → 0.
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Using Stokes’s theorem (1.44), we can write an equivalent representation of the vortex density,
jn0(r0):

jn0(r0) = lim
DS0→0

[(∮
C0

B · dl
)

/S0

]
, (2.27)

where C0 is a contour boundary of the surface S0.
According to Eqs. (2.13) and (2.27), we have:

curlB(r0) · n0 = lim
DS0→0

[(∮
C0

B · dl
)

/S0

]
. (2.28)

Eq. (2.28) can be treated as a definition of the curl of the vector field B, which is independent
(invariant) of the selection of the coordinate systems.

Definition 23. The curl of a vector field B at a point r0 is equal to the vector j, whose projection on
any direction n0 is determined by a limit of the circulation of the vector field B along the circle C0

(located within the plane perpendicular to vector n0 with the center at the point r0) divided by the area
S0 of a round piece of plane bounded by the circle C0, when the area tends to zero: S0 → 0.

Therefore, the curl operator represents a surface derivative of the field.
In order to understand better the physical meaning of the curl operator and of the vortex of a field,

we will use again a hydrodynamic analogy. We assume that a vector field Bhd is a “hydrodynamic”
field, defined according to formula (2.18), which describes the movement of a liquid within some
volume. Eqs. (2.27) and (2.28) show that the projection of the vortex j of the field Bhd in the direction
n0 can be approximately expressed as a contour integral:

j(r0) · n0 ≈
(∮

C0

Bhd · dl
)

/S0, (2.29)

for a small circle C0.
Let us introduce a small test paddle wheel with the rim coinciding with the small circle C0 and with

the axis of the wheel coinciding with the vector n0 as shown in Fig. 2.3.
The moving liquid presses on the paddles of the wheel and forces it to rotate. The moment of the

force, dM, acting on the paddles located along an element of arc, dl, of the wheel is proportional to the
projection of the vector field Bhd on the vector τ , tangential to the wheel, and is parallel to the wheel
axis, vector n0:

dM = k
(

Bhd · τdl
)

n0, (2.30)

where k is a coefficient depending on the geometry of the paddles, the viscosity of the liquid, and other
hydrodynamic factors.

The total moment of the forces rotating the paddle wheel are given by the following integral:

M =
∮

C0

dM = k

∮
C0

(
Bhd · τdl

)
n0 = k

∮
C0

(
Bhd · dl

)
n0. (2.31)
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FIGURE 2.3

Illustration of the physical meaning of the curl operator and of the vortex of a field, using a hydrodynamic
analogy. The volume density of the vortex is proportional to the total moment of the forces rotating the test
paddle wheel, i.e. the curl operator characterizes the rotation of the vector field.

Taking into account Eq. (2.29), we have:

j(r0) · n0 ≈
(∮

C0

Bhd · dl
)

/S0

and

M = k (j(r0) · n0)n0/S0 = kj(r0)/S0,

or

curlBhd = j(r0) = M (S0/k) . (2.32)

We can see from the last equation that the curl of the “hydrodynamic” vector field determines the
moment of forces rotating the small test paddle wheel submerged in the liquid. In other words, the
volume density of the vortex is proportional to the total moment of the forces rotating the test paddle
wheel, i.e. the curl operator characterizes the rotation of the vector field. This is the reason why the
curl operator is often called rot – the rotational operator.

2.1.6 SOURCE FIELD AND VORTEX FIELD
We have established in the previous sections that any vector field is generated by sources or vortices
only. There are no other types of field generators. Let us consider now the fields which are generated
by sources only, or by vortices only.

Definition 24. We call a vector field Bq a source field if it has no vortices in the entire space:

curlBq ≡ 0. (2.33)

The source field Bq is generated by the sources only. The volume density of the sources, q , is
determined by the divergence of the source field:

q = divBq . (2.34)
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A typical example of the source field is a gravity field g. The volume density of the sources of the
gravity field according to Newton’s law is proportional to the density ρ of masses:

divg = −4πγρ, (2.35)

where γ is the universal gravitational constant. We can see that masses are actually negative sources of
the gravity field, which corresponds to the fact that the masses attract each other.

Another example of the source field is a static electric field D in the homogeneous space. This field
satisfies the equation:

divD = q, (2.36)

where q is a volume density of electric charges. Thus, in this case the charges are the sources of the
electrostatic field.

Definition 25. We call a vector field Bj a vortex field if it has no sources in the entire space:

divBj ≡ 0. (2.37)

The vortex field Bj is generated by the vortices only. The volume density of the vortices, j, is
determined by the curl of the vortex field:

j = curlBj . (2.38)

A typical example of the vortex field is magnetic field B. We shall demonstrate in Chapter 3 that,
according to Ampere’s law, the volume density of the vortices of the magnetic field B is equal to the
volume density of the electric current j :

curlB = j.

Thus, we conclude that the electric current represents a vortex of the magnetic field.

2.2 STATIONARY FIELD EQUATIONS AND METHODS OF THEIR SOLUTIONS
2.2.1 POISSON’S EQUATIONS FOR SCALAR AND VECTOR FIELDS
Scalar field equations
We have proved in the previous section uniqueness Theorem 17, according to which a scalar field
U (r) is uniquely determined by its gradient if it is continuously differentiable in the entire space and
is regular at infinity.

Thus, the following equation,

gradU = Bg, (2.39)

can be treated as an equation of the scalar field U (r), if the vector field Bg (r) is known.
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Let us calculate a divergence of the vector field Bg :

divBg = divgradU = q,

or

∇2U = q. (2.40)

Eq. (2.40) is called a scalar Poisson’s equation. It is easy to show that this equation has a unique
solution. Indeed, assuming that we have two different solutions that are regular at infinity, U1 and U2,
we immediately conclude that their difference, U ′ = U1 − U2, satisfies to Laplace’s equation:

∇2U ′ = q,

and U ′ is regular at infinity. Therefore, according to Liouville’s Theorem 16, U ′ is identically equal to
zero in the entire space and

U1 ≡ U2.

Thus, every scalar field satisfies Poisson’s equation (2.40), with the right-hand part equal to the
volume density of the gradient of a scalar field. Usually, we can assume that the sources, q , of the
gradient of a scalar field U are known. The goal is to solve Eq. (2.40) with respect to the scalar field U .

Vector field equations
Consider an arbitrary vector field B, whose scalar components are continuously differentiable in the
entire space and regular at infinity. We have proved in the previous sections that this field is uniquely
determined by its sources and vortices. The field is related to the volume densities of its sources, q , and
vortices, j, by a system of equations:

divB = q,

curlB = j.
(2.41)

We can write a corresponding vector Poisson’s equation for a vector field as well. Indeed, according to
vector formula (1.24), we have:

(∇ · ∇)B = graddivB − curlcurlB = gradq − curlj. (2.42)

Thus, we arrive at the vector Poisson’s equation:

∇2B = p, where p = gradq − curlj. (2.43)

We can see that the right-hand side of Eq. (2.43) is formed by a combination of the gradient of the
source density and a curl of the vortex density. This combination is called a generalized density of the
vector field generators, p.

In many practical situations we assume that the sources, q , and vortices, j, of the vector field
B are known. The goal is to find this field. In other words, we have to solve the vector Poisson’s
equation (2.43).

We will introduce below a technique for solving the Poisson’s equations.
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2.2.2 POINT SOURCE; DIRAC SINGULAR FUNCTION
In modern physics we consider both continuous and discrete distributions of the sources and vortices of
the vector field (e.g., electric charges and currents). We have introduced above the notions of the volume
density of these sources and vortices for continuous distributions only. It is convenient to retain these
notions for discrete distributions as well. In order to apply the concept of volume density to the point
sources, one can use the idea of the δ-function, introduced by Dirac in 1939. In this section we will
describe a mathematical concept of a singular function, which provides a useful tool for a solution of
the field equations. Let us consider some electric charge Q0 distributed along the x axis. The amount
of charge distributed along the x axis from the left end to the point x is equal to Q(x). We introduce
the density of charge distribution as:

q(x) = lim
�x→0

Q(x + �x/2) − Q(x − �x/2)

�x
= dQ

dx
.

Let us consider a case when all of the charge is concentrated in one point x′:

Q0(x) =
{

0, x < x′
Q0, x ≥ x′ .

Then the density q(x) satisfies the following conditions:

q(x) = 0, x �= x′, (2.44)

q(x′) = lim
�x→0

Q(x′ + �x/2) − Q(x′ − �x/2)

�x
→ ∞, (2.45)

∫ +∞

−∞
Q(x)dx = Q0. (2.46)

We can introduce a Dirac singular delta-function, δ(x − x′), under the condition that this function
represents the density of a point unit charge. In this case, density q(x) is equal to

q(x) = Q0δ(x − x′).

Let us determine the basic properties of the Dirac singular delta-function. First of all, according to
formulae (2.44) and (2.45), this function is equal to zero everywhere except at the point x′, and it is
equal to infinity at this point:

δ(x − x′) =
{

0, x �= x′
∞, x = x′ . (2.47)

Second, according to formula (2.46), the integral of this function over the entire axis x is equal to
one: ∫ +∞

−∞
δ(x − x′)dx = 1. (2.48)
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We consider now the following convolution-type integral of a product of any continuous function,
f (x), and a delta-function:

∫ b

a

f (x)δ(x − x′)dx, when x′ ∈ (a, b).

Direct calculations show that:

∫ b

a

f (x)δ(x − x′)dx =
∫ x′+ε

x′−ε

f (x)δ(x − x′)dx

= f (x′ + αε)

∫ x′+ε

x′−ε

δ(x − x′)dx = f (x′ + αε) → f (x′), when ε → 0, (2.49)

where |ε| < 1.
Thus we have: ∫ b

a

f (x)δ(x − x′)dx =
{

f (x′), x′ ∈ (a, b)

0, x′ /∈ (a, b)
. (2.50)

Thus, we have proved that the convolution of any continuous function with the delta function results
in the value of the original function at the corresponding singular point, x′, of the delta function.

In a similar way, one can introduce a Dirac singular function in 3D case, δ(r − r′). The main
property of this function is that a volume convolution of δ(r − r′) with a continuous function, f (r), is
equal to the value of this function at the corresponding singular point, r′, of the delta function:

∫∫∫
D

f (r)δ(r − r′) =
{

f (r′), r′ ∈ D

0, r′ /∈ D
. (2.51)

The Dirac singular functions represent an example of the generalized functions, which are studied
in the corresponding advanced mathematical courses, where the interested reader can find more details
about their properties. In the framework of this text we will use only one major property of these
functions, expressed by Eqs. (2.50) and (2.51). This property serves as a basis for introduction of the
Green’s function, which is the subject of the next section.

2.2.3 FUNDAMENTAL GREEN’S FUNCTION FOR THE LAPLACE EQUATION
The Green’s function for the Laplace equation has a very simple physical meaning. It is introduced as a
solution of a scalar Poisson’s equation for a point source. We will give the following rigorous definition
of the Green’s function.

Definition 26. The function G(r − r′) is called a fundamental Green’s function for Laplace’s equation
if it

(i) satisfies the following Poisson’s equation:

∇2G(r − r′) = −δ(r − r′); (2.52)
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(ii) has a spherical symmetry with respect to the point r′:

G(r − r′) = G(
∣∣r − r′∣∣);

(iii) goes to zero at infinity:

G(r − r′) → 0,
∣∣r − r′∣∣ → ∞.

Let us find the Green’s function. We write Eq. (2.52) in a spherical system of coordinates, r , ϕ, θ ,
with the origin at a singular point r′:

1

r2

∂

∂r
(r2 ∂G

∂r
) + 1

r2 sin θ

∂

∂θ
(sin θ

∂G

∂θ
) + 1

r2 sin2 θ

∂2G

∂ϕ2
= −δ(r). (2.53)

Due to the spherical symmetry of the Green’s function (condition (ii)), all angular derivatives in
Eq. (2.52) are equal to zero, and we have:

1

r2

∂

∂r
(r2 ∂G

∂r
) = 0. (2.54)

The general solution of Eq. (2.54) can be written as:

G = −c1/r + c2, (2.55)

where the constant c2 should be equal to zero because of condition (iii) at infinity:

c2 = 0

The unknown constant c1 can be found from condition (i) – that the Green’s function is a scalar field
generated by a unit point source. Indeed, integrating Poisson’s equation (2.52) over a ball DR of a
radius R with the center in the origin of coordinates, we find:∫∫∫

DR

∇2Gdv = −
∫∫∫

DR

δ(r − r′)dv = −1. (2.56)

At the same time, using Gauss’s theorem and Eq. (2.55), we find:∫∫∫
DR

∇2Gdv =
∫∫

SR

∂G

∂r
ds = 4πc1. (2.57)

From Eqs. (2.56) and (2.57), we have at once:

c1 = −1/4π,

and

G(r − r′) = 1

4π |r − r′| . (2.58)
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Solution of the scalar field equations
The Green’s function can be effectively used for solving the equations of the scalar and vector fields.
We will begin with the scalar field equation:

∇2u(r) = q(r), (2.59)

where function q(r), describing the sources of the scalar field, is defined in some local domain V and
is identically equal to zero everywhere outside this domain. In other words, we assume that the sources
of the scalar field are concentrated within some local domain of the space. We also assume that the
function u(r) is regular at infinity. Our goal is to find an expression for the scalar field u(r) generated
by the known source q(r). To do so, we select an arbitrary point r′ and around it draw a sphere, CR ,
with a radius great enough that the volume V falls within the ball OR bounded by the sphere CR ; that
is, V ∈ OR . We now write the expression for the Green’s theorem (1.49) within the volume OR :∫∫∫

OR

(a∇2b − b∇2a)dv =
∫∫

CR

(
a

∂b

∂n
− b

∂a

∂n

)
ds. (2.60)

Let us assume in the last equation that:

a = u(r), and b = G(r − r′).

Taking into account Eqs. (2.52) and (2.59) and the main property of the delta-function (2.51), we find:

u(r′) = −
∫∫∫

V

G(r − r′)q(r)dv −
∫∫

CR

(
u(r)

∂G(r − r′)
∂n

− G(r − r′)∂u(r)
∂n

)
ds. (2.61)

In the derivation of the last formula we take into account that the volume integral is taken over domain
V only, because the source function, q(r), is identically equal to zero everywhere outside this domain.

According to expression (2.58) for the Green’s function and the condition that u(r) is regular at
infinity, the kernel of the surface integral decreases as 1/r3 as |r| → ∞. Consequently, if the radius,
R, is expanded without limit, the surface integral along CR will tend to zero. Hence, we find

u(r′) = − 1

4π

∫∫∫
V

q(r)

|r − r′|dv. (2.62)

The last formula provides a solution of the scalar field Eq. (2.59).

Solution of the vector field equations
One can solve the vector Poisson’s equation (2.43) using the same ideas as we have applied for the solu-
tion of the scalar equation. We assume that all scalar components of the vector field B(r) are described
by the functions, regular at infinity, and the sources and the vortices of this field are concentrated within
some local domain of the space, V . Repeating a derivation, similar to one conducted above for a scalar
field, we can obtain a vector analogue of the scalar equation (2.62):

B(r′) = − 1

4π

∫∫∫
V

p(r)

|r − r′|dv, (2.63)
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where

p = gradq − curlj. (2.64)

Substituting Eq. (2.64) into (2.63), we finally arrive at the integral representation for the vector field in
the form of the volume integral of the densities of its sources and vortices:

B(r′) = − 1

4π

∫∫∫
V

gradq(r)
|r − r′| dv + 1

4π

∫∫∫
V

curlj(r)
|r − r′| dv. (2.65)

Thus, we conclude that any stationary vector field can be uniquely determined by its sources and/or
vortices.

2.3 SCALAR AND VECTOR POTENTIALS OF THE STATIONARY FIELD
2.3.1 SCALAR POTENTIAL OF THE SOURCE FIELD
Let us consider the source field Bq , which is generated by the sources only. This field satisfies the
equations

divBq = q,

curlBq = 0.

We assume as usual that the sources are concentrated within some local domain of the space, V .
Therefore, the corresponding integral representation (2.65) for the source field takes the form:

Bq(r′) = − 1

4π

∫∫∫
V

gradq(r)
|r − r′| dv = − 1

4π

∫∫∫
OR

gradq(r)
|r − r′| dv, (2.66)

where OR is an arbitrary large ball with the center at the point r′, which contains the entire volume V .
The integrand in expression (2.66) can be represented in equivalent form as:

gradq(r)
|r − r′| = grad

(
q(r)

|r − r′|
)

+ grad ′
(

q(r)
|r − r′|

)
, (2.67)

where “prime” at the symbol of the gradient denotes the differentiation with respect to variable r′.
Substituting expression (2.67) into (2.66), and using the second vector form of Gauss’s theo-

rem (1.41), we find:

Bq(r′) = − 1

4π

∫∫
CR

q(r)
|r − r′|ds − grad ′

{
1

4π

∫∫∫
OR

q(r)
|r − r′|dv

}
.

The surface integral over sphere CR vanishes because q(r) = 0 outside domain V . Thus, finally we
have:

Bq(r′) = −grad ′
{

1

4π

∫∫∫
V

q(r)
|r − r′|dv

}
. (2.68)
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Thus, we have found that the source field Bq can be expressed as the gradient of some scalar field U :

Bq(r′) = grad ′U(r′),

where

U(r′) = − 1

4π

∫∫∫
V

q(r)
|r − r′|dv. (2.69)

This scalar field U(r) is called a scalar potential of the source field Bq(r). Thus, we have proved
that any source field can be expressed using a corresponding scalar potential.

2.3.2 VECTOR POTENTIAL OF THE VORTEX FIELD
We consider now the vortex field Bj , which is generated by the vortices only. This field satisfies the
equations:

divBj = 0,

curlBj = j.

We also assume that all the vortices are concentrated within the local domain V . In this case, integral
representation (2.65) for the vortex field takes the form:

Bj (r′) = 1

4π

∫∫∫
V

curlj(r)
|r − r′| dv = 1

4π

∫∫∫
OR

curlj(r)
|r − r′| dv. (2.70)

According to the rules of vector calculus (1.27), the following equation holds:

curl(gP) = gradg × P + g curlP. (2.71)

Assuming in the last formula that

g = 1
|r − r′| and P = j(r),

we can write the expression under the integral sign in formula (2.70) in equivalent form as:

curlj(r)
|r − r′| = curl

(
j(r)

|r − r′|
)

+ curl′
(

j(r)
|r − r′|

)
. (2.72)

In the derivation of Eq. (2.72) we take into account that

gradg × P = −grad ′g × P = curl′(gP),

and

curl′P = curl′j(r) = 0.

The last equation holds because the curl operator curl′ differentiates with respect to the radius-vector
r′, while vector field j(r) is independent of r′.



46 CHAPTER 2 FOUNDATIONS OF FIELD THEORY

We substitute expression (2.72) into (2.70), and take into account the third vector form of Gauss’s
theorem (1.43). As a result, we find:

Bj (r′) = − 1

4π

∫∫
CR

j(r) × ds
|r − r′| + curl′

{
1

4π

∫∫∫
OR

j(r)
|r − r′|dv

}
.

The surface integral over sphere CR vanishes because j(r) = 0 outside domain V . Thus, finally we
have:

Bj (r′) = curl′
{

1

4π

∫∫∫
OR

j(r)
|r − r′|dv

}
. (2.73)

We have found that the vortex field Bj is expressed as the curl of some vector field A:

Bj (r′) = curl′A(r′),

where

A(r′) = 1

4π

∫∫∫
OR

j(r)
|r − r′|dv. (2.74)

The vector field A(r) is called a vector potential of the vortex field Bj (r). The fundamental result
is that any vortex field can be expressed using a corresponding vector potential.

2.3.3 HELMHOLTZ THEOREM AND CLASSIFICATION OF THE VECTOR FIELDS
Based on the results developed in the previous sections, we can formulate the following theorem.

Theorem 27. Helmholtz theorem: Any vector field in three-dimensional space can be represented
using the corresponding scalar and vector potentials, U and A, as:

B = gradU + curlA. (2.75)

The Helmholtz theorem also shows that any vector field can be decomposed into a sum of a source
field, Bq , and a vortex field, Bj :

B = Bq + Bj . (2.76)

This is a very important result, which is widely used in electromagnetic theory.
In summary, we can give the following classification of the vector fields.
There exist two major types of vector fields: the source field and the vortex field.
The source field, Bq , has no vortices in the entire 3D space; it is generated by the sources only. The

volume density of the sources is equal to the divergence of the source field:

divBq = q.

The vortex field, Bj , has no sources in the entire 3D space; it is generated by the vortices only. The
volume density of the vortices is equal to the curl of the vortex field:

curlBj = j.
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Definition 28. The field B�, which has no sources and vortices in some domain D, is called a Lapla-
cian field.

According to the vector identity (1.24), the Laplacian field satisfies to the Laplace equation in
domain D:

(∇ · ∇)B� = graddivB� − curlcurlB� = 0. (2.77)

Based on Liouville’s theorem, we can state that, if some field is Laplacian in the entire 3D space,
and all its scalar components are regular at infinity, then this field is identical to zero.

Finally, the Helmholtz theorem allows us to formulate the following statement.

Theorem 29. Principle of fields superposition: If the source, q , and vortex, j, of a vector field B are
the linear combinations of some “elementary” sources and vortices, qi and jk:

q =
I∑

i=1

qi, j =
K∑

k=1

jk, (2.78)

then field B itself is a linear combination of the source fields Bqi
and vortex fields Bjk

, generated by
every “elementary” source and vortex separately:

B =
I∑

i=1

Bqi
+

K∑
k=1

Bjk
. (2.79)

Proof. According to Eqs. (2.65) and (2.78), we can write:

B(r′) = − 1

4π

∫∫∫
V

grad
[∑I

i=1 qi(r)
]

|r − r′| dv + 1

4π

∫∫∫
V

curl
[∑K

k=1 jk(r)
]

|r − r′| dv. (2.80)

Taking the summation signs outside of the integrals, we have:

B(r′) =
I∑

i=1

[−1

4π

∫∫∫
V

gradqi(r)
|r − r′| dv

]
+

K∑
k=1

[
1

4π

∫∫∫
V

curljk(r)
|r − r′| dv

]

=
I∑

i=1

Bqi
+

K∑
k=1

Bjk
, (2.81)

where

Bqi
= −1

4π

∫∫∫
V

gradqi(r)
|r − r′| dv

and

Bjk
= 1

4π

∫∫∫
V

curljk(r)
|r − r′| dv.

Formula (2.81) completes the proof of the superposition principle.
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2.4 NONSTATIONARY FIELDS AND DIFFERENTIAL FORMS
2.4.1 NONSTATIONARY VECTOR FIELDS AND DIFFERENTIAL FORMS IN

FOUR-DIMENSIONAL SPACE E4

The most effective way of presenting the theory of nonstationary (time-dependent) fields is based on the
theory of differential forms. We introduce the four-dimensional Euclidean space E4 (see Appendix A),
which has three conventional spatial coordinates, x1 = x, x2 = y, and x3 = z, and the fourth coordi-
nate, x4, equal to time: x4 = t .

Any scalar, U , or vector, A, functions of the space coordinates (x1, x2, x3) and time coordinate t

can be treated as the functions defined in the four-dimensional space E4. We can still apply to these
functions the scalar and vector Poisson’s equations (2.40) and (2.43), and the divergence and curl
equations (2.41):

∇2U = q, ∇2A = pA, (2.82)

divA = qA, curlB = jA (2.83)

where

pA = gradqA − curljA.

However, now all scalar and vector functions in Eqs. (2.82) and (2.83) depend on spatial radius-vector
r = (x1, x2, x3) and time coordinate t .

We can also introduce vector fields H (r, t), D (r, t), and j (r, t), which all are nonstationary (time-
dependent) vector functions in three-dimensional space, and a scalar function q (r, t). The remarkable
fact is that any pair of nonstationary fields, H (r, t) and D (r, t), satisfies a set of differential equations
which have exactly the same structure as the Maxwell’s equation of electromagnetic theory! We will
derive these equations using the differential form theory.

In Appendix A we have developed a general theory of the differential forms in four-dimensional
Minkowskian space M4. Using a similar technique, one can show that, using the vector and scalar fields
A, H, D, j, and q , we can define differential forms of five different orders in the four-dimensional space
E4. These forms can be expressed using the three-dimensional vector notations as:

0-forms : �
(0)

= U, (2.84)

1-forms : �
(1)

= α = A · dr − Udt, (2.85)

2-forms : �
(2)

= ψ = D · d� − (H · dr) ∧ dt, (2.86)

3-forms : �
(3)

= γ = qdv − (j · d�) ∧ dt, (2.87)

4-forms : �
(4)

= θ = qdv ∧ dt. (2.88)

Let us describe first the physical meaning of all of these forms. The 0-form �
(0)

= U represents a

scalar field, U , in the four-dimensional Euclidean space E4. The 1-form α = A · dr − Udt is called a
four-potential. It can be treated as a sum of elementary work, dWA, of the vector field A along a vector
element dr and a time differential of a scalar field U .



2.4 NONSTATIONARY FIELDS AND DIFFERENTIAL FORMS 49

The 2-form ψ = D · d� − (H · dr) ∧ dt is nothing else but a combined scalar flux, dF d�
D , of the

vector field D through a vector element of surface d� and a time differential of work, dWH, of the
vector field H along a vector element dr.

The 3-form γ = qdv − (j · d�) ∧ dt is called a four-current. It represents a combined elementary
source, q , within an element of volume dv and a time differential of a scalar flux, dFd�

j , of the vector
field j through a vector element of surface d�. Finally, the 4-form θ = qdv ∧ dt is a time differential
of an elementary source, q , within an element of volume dv.

As shown in Appendix A for Minkowskian space M4, any p-form in four dimensional space E4
can be split into two terms which are called its spatial, �s , and temporal, �τ , components:

�
(p)

= �s + �t ∧ dt.

Note that the time coordinate and the spatial coordinates are mutually orthogonal in E4. Therefore,
any differential form equation in the space E4, e.g.,

�
(p)

= 0,

can be split into separate equations for the spatial and temporal components:

�s = 0, and �τ = 0.

2.4.2 DIFFERENTIAL FORM EQUATIONS
In this section we will summarize the basic differential equations for the differential forms in the
four-dimensional space E4.

Exterior derivative of a scalar field and a generalized source 1-form
We begin with the exterior derivative of the 0-form:

d �
(0)

= dU = gradU · dr + ∂

∂t
Udt = g

(1)
. (2.89)

According to Eq. (2.85), the 1-form g
(1)

can be written as:

g
(1)

= g1s + g1τ dt = g1 · dr + g1τ dt. (2.90)

Splitting Eq. (2.89) into its spatial and temporal parts, we find:

g1s= g1 · dr = gradU · dr and g1τ = ∂

∂t
U. (2.91)

The 1-form g
(1)

is called a generalized source form of the 0-form field �
(0)

. Its spatial component is

equal to the work of the gradient of a scalar field U along a vector element dr, while its temporal
component is equal to the time derivative of the scalar field U .
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Exterior derivative of a four-potential and a generalized source 2-form
It is demonstrated in Appendix B that the exterior derivative of the four-potential 1-form α is given by
the following expression:

d �
(1)

= d ∧ α = curlA · d� −
(

gradU + ∂A
∂t

)
· dr ∧ dt = g

(2)
, (2.92)

where g
(2)

is a generalized source 2-form:

g
(2)

= g2s + g2τ dt = jA · d� −
(

gradU + ∂A
∂t

)
· dr ∧ dt, (2.93)

and jA = curlA.
Splitting Eq. (2.93) into its spatial and temporal equations, we find:

g2s = jA · d� and g2τ = −
(

gradU + ∂A
∂t

)
· dr. (2.94)

Exterior derivative of a 2-form and a four-current
Similarly, we can find the exterior derivative of the 2-form:

d �
(2)

= d ∧ ψ = (divD) dv +
(

∂

∂t
D − curlH

)
· d� ∧ dt = g

(3)
, (2.95)

where g
(3)

is a generalized source 3-form equal to the four-current γ ψ :

g
(3)

= g3s + g3τ dt = qψdv − (
jψ · d�

) ∧ dt = γ ψ, (2.96)

and

jψ = curlH − ∂

∂t
D and qψ = divD. (2.97)

From Eqs. (2.96) and (2.97) we find the spatial and temporal components of the generalized source
3-form (four-current γ ψ ):

g3s = (divD) dv, g3τ =
(

∂

∂t
D − curlH

)
· d�. (2.98)

Exterior derivatives of a 3-form and of a 4-form
Finally, the exterior derivative of a 3-form is equal to:

d �
(3)

= d ∧ γ = −
[
divj + ∂

∂t
q

]
dv ∧ dt = g

(4)
. (2.99)
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The generalized source 4-form g
(4)

, according to Eq. (2.88), can be written as:

g
(4)

= g3τ dt = qγ dv ∧ dt, (2.100)

where

qγ = −divj − ∂

∂t
q.

The exterior derivative of the 4-form θ in a four-dimensional space is always equal to zero (see
Appendix B):

d ∧ θ = 0.

We can summarize all these results as:

0-forms : dU = gradU · dr + ∂

∂t
Udt, (2.101)

1-forms : d ∧ α = curlA · d� −
(

gradU + ∂A
∂t

)
· dr ∧ dt, (2.102)

2-forms : d ∧ ψ = (divD) dv +
(

∂

∂t
D − curlH

)
· d� ∧ dt, (2.103)

3-forms : d ∧ γ = −
[
divj + ∂

∂τ
q

]
dv ∧ dt, (2.104)

4-forms : d ∧ θ = 0. (2.105)

2.4.3 AMPERE-TYPE DIFFERENTIAL FORMS AND A CONTINUITY EQUATION
According to Eqs. (2.95) and (2.96), we have the following differential equation for any 2-form ψ =
D · d� − (H · dr) ∧ dτ :

d ∧ ψ = γ ψ, (2.106)

where the corresponding four-current 3-form γ ψ is equal to:

γ ψ = qψdv − (
jψ · d�

) ∧ dt, (2.107)

and

jψ = curlH − ∂

∂t
D and qψ = divD. (2.108)

Note that, according to the basic property of the exterior derivative operator, the double application
of the external differential is identically equal to zero. Therefore, the four-current γ ψ satisfies the
equation:

d ∧ γ ψ = d ∧ (d ∧ ψ) = 0. (2.109)
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The last equation can be written, according to formula (2.99), as:

divjψ + ∂

∂t
qψ = 0. (2.110)

We will see in the next chapters of the book that Eqs. (2.108) represents exactly the Maxwell’s
equations if vector fields D and H are treated as the electric and magnetic fields, respectively. Corre-
spondingly, Eq. (2.110) represents a conservation law for the four-current and is called the continuity
equation because it has the form of the continuity equation of the electromagnetic theory.

Eq. (2.106) is called a fundamental differential equation for 2-forms, because any 2-form in the
four-dimensional space E4 must satisfy to this equation. We will demonstrate in Chapter 3 that
Eqs. (2.108) are nothing else but the first and fourth Maxwell’s equations for electric field D and
magnetic field H, which describe Ampere’s law of electromagnetism with the Maxwell’s displacement
current ∂D/∂t . Thus, Maxwell’s equations appear naturally from the general theory of differential
forms.

The 2-form ψ , which satisfies the fundamental equation (2.106), is called an Ampere-type differen-
tial form. We should note, however, that actually every 2-form in the four-dimensional space E4 is an
Ampere-type form. Its spatial component, ψs , is called an electric displacement 2-form D, while its
temporal component, ψs , is called a magnetic 1-form H :

D = ψs = D · d�, H = ψτ = H · dr. (2.111)

Thus, the Ampere-type differential form can be written as:

ψ = D − H ∧ dt. (2.112)

2.4.4 FARADAY-TYPE DIFFERENTIAL FORMS AND THE FOUR-POTENTIAL
Let us consider now a special class of 2-forms, which satisfies Eq. (2.106) with a zero right-hand part:

d ∧ φ = 0. (2.113)

In other words, we assume now that the corresponding four-current is equal to zero, γ φ = 0, and a
2-form φ is an exact form (see Appendix B).

In this case, according to de Rham’s theorem (see Appendix B) there exists an 1-form (four-
potential) α,

α = A · dr − Udt,

such that

φ (r) = d ∧ α (r) . (2.114)

Eq. (2.114) can be written in an equivalent way as:

φ = B · d� + (E · dr) ∧ dt = d ∧ α (r)

= curlA · d� −
(

gradU + ∂A
∂t

)
· dr ∧ dt, (2.115)
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where B and E are some conventional nonstationary (time-dependent) vector functions in three-
dimensional space. These functions, according to formulas (2.113) and (2.97), satisfy the following
equations:

curlE = −∂B
∂t

and divB = 0. (2.116)

We will demonstrate in Chapter 3 that Eqs. (2.116) are nothing else but the second and the third
Maxwell’s equations for electric field E and magnetic field B, which describe the Faraday law of
electromagnetic induction and the fact of absence of the magnetic charges. That is why the 2-form
φ, which satisfies Eq. (2.113) is called a Faraday-type differential form. Its spatial component, φs , is
called a magnetic induction 2-form B , while its temporal component, φτ , is called an electric 1-form E:

B = φs = B · d�, E = φτ = E · dr. (2.117)

Thus, the Faraday-type differential form can be written as:

ψ = B + E ∧ dt. (2.118)

Eq. (2.115) shows that every Faraday-type form can be expressed by the corresponding four-
potential α. Splitting Eq. (2.115) into its spatial and temporal equations, we find that:

B = B · d� = curlA · d�, E = E · dr = −
(

gradU + ∂A
∂t

)
· dr. (2.119)

Finally we arrive at the conventional representation for the vector fields B and E by the vector A
and scalar U potentials:

B = curlA and E = −
(

gradU + ∂A
∂t

)
. (2.120)

2.4.5 NONSTATIONARY VECTOR FIELD EQUATIONS
Let us summarize the major results, we have obtained in this section. We have started our analysis
with the arbitrary vector fields H (r, t) and D (r, t). We then introduced a corresponding Ampere-type
differential form as:

ψ = D · d� − (H · dr) ∧ dt = D − H ∧ dt, (2.121)

where D = D · d�, H = H · dr.
We have also established that there exist a vector field jψ (r, t) and a scalar field qψ (r, t), which

are determined by the original fields H (r, t) and D (r, t) according to formulae (2.108) and (2.106),
which we will reproduce here for convenience:

jψ = curlH − ∂

∂t
D and qψ = divD, (2.122)

d ∧ ψ = (divD) dv +
(

∂

∂t
D − curlH

)
· d� ∧ dt = γ ψ. (2.123)
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These fields, jψ (r, t) and qψ (r, t), can be combined together in the corresponding four-current 3-form
γ ψ equal to:

γ ψ = qψdv − (
jψ · d�

) ∧ dt. (2.124)

According to Eq. (2.95), we conclude that Ampere-type differential 2-form ψ and four-current
3-form γ ψ are related to each other through a simple differential equation:

d ∧ ψ = γ ψ. (2.125)

Finally, expression (2.125) shows that 3-form γ ψ is exact; therefore, its differential is equal to zero:

d ∧ γ ψ = 0,

which results in the continuity Eq. (2.110).
Thus, we have expressed the major differential equations for the nonstationary vector fields in a

very simple and elegant form (2.125). The simplicity and symmetry of this equation indicates that the
differential forms provide a natural representation for the vector fields in four-dimensional space E4.
Note that these forms are introduced as a linear combination of the flux of the vector field D through
a vector element of the surface, D = D · d�, and a time differential of the work of the vector field H
along a vector element of a line, H = H · dr.

This fact indicates that the flux and the work of the vector fields should play an extremely important
role in the electromagnetic field theory. We will find in the next chapter that the electric and/or magnetic
flux and work indeed represent the major characteristics of the electromagnetic field.
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The fundamental theory for the behavior of electromagnetic fields became firmly established in the
19th century. I will not present here the details of the discovery of the basic laws of electricity and
magnetism. Nor will I describe the special contributions of such great scientists as Volt, Coulomb,
Oersted, Ohm, Gauss, Ampere, Faraday, Maxwell, and many others, who built the foundations of
electromagnetic theory. Instead, I will refer interested readers to books on the history of physics, where
many wonderful stories can be found (e.g., Whittaker, 1960a, 1960b). However, the reader can find
some biographical data, related to Ohm, Ampere, Faraday, and Maxwell, in Introduction.

Based on these fundamental discoveries, we know without a doubt that current flow is accompanied
by a predictable magnetic field, that when a magnetic field varies with time, a predictable electric field
is generated, and that electric flux (current) and magnetic flux are conserved. In the second half of the
19th century, the principal physical laws characterizing the behavior and interaction of the electric and
magnetic fields were unified in the comprehensive theory of electromagnetic fields by James Maxwell
in his Treatise on Electromagnetism, first published in 1873. Formulation of this theory represents
one of the most important events in physics since Newton’s time. In fact, Maxwell was the first to
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introduce the mathematical equations and physical laws which govern the electromagnetic field. Any
effort to use electromagnetic fields to explore the earth must be firmly based on these physical laws
and their mathematical consequences.

The fundamental system of electromagnetic field equations, the Maxwell’s equations, was devel-
oped by generalization of the basic laws of electromagnetism established in the first half of the 19th
century. In the framework of the classical theory, the EM field is described by electric and magnetic
vector fields, and Maxwell’s equations represent a system of differential equations with respect to these
vector fields.

During the last decades, an alternative approach was developed to the formulation of Maxwell’s
equations. This approach is based on the algebraic theory of differential forms, formulated in the pre-
vious chapters, and results in a very compact and symmetric system of differential form equations.

The differential forms were originally introduced in differential geometry to study the properties of
the lines and surfaces in multidimensional mathematical spaces. However, it was realized not so long
ago that these forms provide a very elegant and powerful tool to study physical fields as well. We can
treat the differential forms as another mathematical language which, similar to the vectorial language,
can be used to describe physical fields. In fact, it was shown in Chapter 2 that, in a four-dimensional
space-time continuum, the differential forms can be treated as linear combinations of the differentials
of the flux, the work, and/or the source of vector fields. Therefore, the Maxwell’s equations for the
differential forms contain the differentials of the flux and work of electric and magnetic fields. This
property of differential forms indicates that it is more suitable to consider the electric and/or magnetic
flux and work as major characteristics of the EM field, instead of using the conventional vectorial
representations. This approach seems to be quite reasonable from the geophysical point of view as
well, because in geophysical experiments we, as a rule, measure the flux and the work (or voltage) of
electric and magnetic fields.

In this chapter, I present a parallel development of electromagnetic theory based on the traditional
Gibbsian vector formalism (using grad, div, and curl), and using the methods of differential forms.
I believe that this new approach to the formulation and understanding of the basic properties of the
laws of electromagnetism will stimulate the future development of electromagnetic geophysics. This
approach also has tremendous advantages in computational electromagnetics, which is one of the main
components of modern geophysical methods.

Moreover, a remarkable fact, demonstrated in Chapter 2, is that, based on the fundamental differen-
tial equations for the forms in a four-dimensional space, any pair of the arbitrary vector fields H (r, t)
and D (r, t) satisfies a system of differential equations, which is similar to the classical Maxwell’s equa-
tions for electromagnetic fields! In other words, we know now that if a 2-form in the four-dimensional
space-time E4 is comprised by two arbitrary vector fields, H (r, t) and D (r, t), then these fields must
automatically satisfy a system of Maxwell’s equations.

Thus, Maxwell’s equations appear naturally from the basic equations of the field theory for the
differential forms. There do not exist any other equations for a pair of nonstationary vector fields but
equations of the Maxwell’s type. The basic laws of electromagnetism are actually imprinted in the
fundamental differential relationships between vector fields and differential forms.

In this chapter, I will also develop the basic aspects of electromagnetic theory which are common
to the many techniques of electrical exploration that will be discussed later in the book. In so doing,
we restrict our examination of electromagnetic theory to cases which are appropriate for those fields as
they interact with the earth. Because of the strong attenuation experienced by electromagnetic waves as
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they penetrate a conductive material, we restrict our interest to such fields only in the quasi-stationary
and stationary regimes; that is, for cases in which the electromagnetic field components vary only
slowly with time, or not at all. We have excluded from detailed consideration the cases in which elec-
tromagnetic fields vary relatively rapidly in time; in such cases, radiative transport of energy becomes
important. If the medium through which the waves are moving is conductive, the energy is attenuated
rapidly and is of little use in geophysical exploration. If the medium is an insulator, the electromag-
netic waves can travel for considerable distances; the theory for electromagnetic radiation is covered
thoroughly in many texts on radio waves and radar.

3.1 MAXWELL’S EQUATIONS AND BOUNDARY CONDITIONS
3.1.1 BASIC EQUATIONS IN THE THEORY OF ELECTROMAGNETIC FIELDS
The theory for electrical prospecting has been developed from the laws governing the behavior of
electromagnetic fields in an inhomogeneous conducting earth. Maxwell’s equations, which are a math-
ematical formulation of the laws describing the behavior of electromagnetic fields, are the basis of this
theory. In fact, Maxwell’s efforts to develop a general mathematical framework for electromagnetic
phenomena were motivated by the Faraday’s concept of the field. Maxwell was able to put into math-
ematical form the Faraday’s representation of the electric and magnetic fields as the lines of forth. In
the original mathematical expressions, which Maxwell had developed by 1864, he was dealing with
twenty equations with twenty variables. In his great Treatise on Electricity and Magnetism published
in 1873 he represented his equations in more mathematically concise way. However, these equations
were still written without the use of the vector differential operators, which were introduced in the field
theory later.

The classical form of Maxwell’s equations consists of the two vector equations and two scalar
equations shown below:

∇ × H = j + ∂D/∂t = c, (3.1)
∇ × E = −∂B/∂t, (3.2)

∇ · B = 0, (3.3)
∇ · D = q. (3.4)

Here, H and B are the vector magnetic and induction fields, respectively (see Appendices C and D
for conventions about naming the various electromagnetic field components); E and D are the vector
electric and displacement fields, respectively; q is the electrical charge density; j is the conduction cur-
rent density; and c is the total current density (the sum of conduction and displacement currents). The
pairs of fields, E and D, H and B, are related by the following expressions, known as the constitutive
equations:

D = εE, (3.5)
B = μH, (3.6)

where ε and μ are the dielectric constant (permittivity) and the magnetic permeability, respectively.
Maxwell’s equations were introduced by generalization of the basic laws of electromagnetism es-

tablished in the first half of the 19th century and by describing these laws in the terms of the field
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theory envisioned by Faraday. It is interesting to note that in fact all these equations can be derived
directly from the basic differential equations of the field theory, formulated in Chapter 2. Indeed, let us
introduce two electromagnetic differential 2-forms, M and F , according to the formulae:

M = D·d� − (H · dr) ∧ dt = D − H ∧ dt, (3.7)

F = B·d� + (E·dr) ∧ dt = B + E ∧ dt, (3.8)

where D = D·d�, H = H · dr,B = B·d�, and E = E·dr.
Following Misner et al. (1973) and Deschamps (1981) we will call these forms Maxwell’s field,

M , and forth field, F , respectively. Thus, we can see that the forth field is a linear combination of
the magnetic induction flux, B , and a time differential of the electric voltage (work), E ∧ dt , while
the Maxwell’s field is a linear combination of electric displacement flux, D, and a time differential of
the work of the magnetic field, H ∧ dt . These physical entities, magnetic induction flux and electric
displacement flux, electric voltage and magnetic work, represent the fundamental properties of what
we call electromagnetic field.

Using the basic properties of differential 2-forms, discussed in Chapter 2, we can write the follow-
ing differential equations for the Maxwell’s field, M , and forth field, F , respectively:

d ∧ M = γ e, (3.9)

d ∧ F = γ m, (3.10)

where the corresponding electric, γ e, and magnetic, γ m, four-currents are equal to:

γ e = qdv − (j·d�) ∧ dt, (3.11)

γ m = qmdv − (
jm ·d�

) ∧ dt. (3.12)

Here, the functions qm and jm are the magnetic charge density and the magnetic current density, re-
spectively.

According to formulae (2.122) and (2.123), from the differential equation (3.9) for Maxwell’s field
M we obtain immediately Maxwell’s first and the fourth Eqs. (3.1) and (3.4):

curlH = j+ ∂

∂t
D (3.13)

and

divD =q, (3.14)

where Eq. (3.13) is a mathematical form of Ampere’s law.
Taking into account that the exterior differential of the four-current γ e, according to (3.9), is equal

to zero,

d ∧ γ e = d ∧ d ∧ M = 0,

and considering formula (2.99), we arrive at the continuity equation for electric current density j and
the charge density q:

∇ · j = −∂q

∂t
. (3.15)
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In a similar way, from the differential equation (3.10) for the forth field F we obtain immediately
a generalization of Maxwell’s second and third Eqs. (3.2) and (3.3), which allows the existence of the
magnetic charges:

curlE = −jm− ∂

∂t
B (3.16)

and

divB =qm. (3.17)

Note that the magnetic four-current γ m satisfies the same differential equation as the electric four-
current:

d ∧ γ m = d ∧ d ∧ F = 0.

Therefore, the magnetic charges and current, in general cases, are related by the continuity equation
as well:

∇ · jm = −∂qm

∂t
. (3.18)

Introducing the magnetic charges makes Maxwell’s equation symmetrical. However, in the real
world we do not observe the magnetic charges, which results in the Faraday-type equation for the forth
field:

d ∧ F = 0. (3.19)

This equation, written in vectorial notations, brings us to Maxwell’s original second and third Eqs.
(3.2) and (3.3):

curlE = − ∂

∂t
B (3.20)

and

divB = 0. (3.21)

In fact, we will demonstrate in the next section that Eqs. (3.19) and (3.20) represent a mathematical
form of Faraday’s law for electromagnetic induction. Thus, the whole system of Maxwell’s equations
automatically appears from the general theory of nonstationary fields. This remarkable fact demon-
strates the power of mathematical theory. We can see now that the basic laws of electromagnetism are
actually hidden in the fundamental differential relationships between the vector fields and differential
forms.

In summary, we can represent now the full system of Maxwell’s equations in a very compact and
elegant form as:

d ∧ M = γ e, (3.22)

d ∧ F = 0, (3.23)

where

M = D·d� − (H · dr) ∧ dt = D − H ∧ dt, (3.24)
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and

F = B·d� + (E·dr) ∧ dt = B + E ∧ dt. (3.25)

It was demonstrated in Chapter 2 that any Faraday-type form can be expressed by the correspond-
ing four potential α. Taking into account that the forth field F is a Faraday-type form, we can use
Eq. (2.119), according to which:

B = B ·d� =curlA ·d�, E= E ·dr = −
(

gradU + ∂A
∂t

)
·dr. (3.26)

From the last formula we obtain a classical representation of the magnetic and electric fields using
electromagnetic potentials, A and U :

B = curlA and E = −
(

gradU + ∂A
∂t

)
. (3.27)

Another important feature of the differential form of Maxwell’s equations (3.22) and (3.23) is that
they describe the relationships between the elementary fluxes and the work of the different EM field
components, while the original Maxwell’s equations (3.1)–(3.4) deal with the vectors of EM fields
themselves. Thus, the new mathematical form of Maxwell’s equations emphasizes the importance of
the fluxes and the work of the EM field. This form also emphasizes an importance of Faraday’s vision
of the field as a web of lines of force, filling and crossing the space.

We will see in the following sections of this chapter and in the following chapters of the book, that,
indeed, the flux of the field through a given surface and the work of the field along a given path represent
the most important physical entities which are studied and measured in the geophysical experiment.
That is why the new form of Maxwell’s equations (3.22) and (3.23) appears to be extremely well suited
for description of geophysical EM phenomena. The interested reader can find more details about the
applications of the differential forms to electromagnetic problems in the monograph by Lindell (2004).

3.1.2 PHYSICAL INTERPRETATION OF MAXWELL’S EQUATIONS
Let us examine the physical significance of each of the four equations listed above. The second vec-
tor equation (3.2) represents the electromagnetic induction law discovered by Faraday. Indeed, let us
consider an arbitrary smooth surface, S, bounded by a curve, L, and find the flux of the vector curl E
across this surface (Fig. 3.1):

∫∫
S

∇ × E · nds = −
∫∫

S

∂B
∂t

· nds = − ∂

∂t

∫∫
S

B · nds, (3.28)

where n is a unit vector outwardly normal to the surface S.
Applying Stoke’s theorem, the surface integral on the left in Eq. (3.28) can be transformed to:

∫∫
S

∇ × E · nds =
∮

L

E · τ d�. (3.29)
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FIGURE 3.1

Calculation of the flux of the vectors curlE or curlH over the surface S.

Substituting this relationship into Eq. (3.28), we have∮
L

E · τd� = − ∂

∂t

∫∫
S

B · nds, (3.30)

where τ is a unit vector tangent to the line L. Note that, in the last equation the term on the left is the
work of electric field E, and the term on the right is the flux of magnetic field B.

We will examine the particular case in which S is bounded by a conducting filament L (for example,
L is a thin wire). The line integral of the electric field E along the path L is the electromotive force
(EMF) observed in that circuit: ∮

L

E · τd� = EMF. (3.31)

Also, ∫∫
S

B · nds = �, (3.32)

where � is the magnetic flux permeating the circuit.
Substituting these last two definitions into Eq. (3.30), we find that the EMF observed in a closed

circuit is equal to (with the negative sign) the time-rate of change of the magnetic flux permeating the
circuit:

EMF = −∂�/∂t. (3.33)

That is, we have derived Faraday’s law for electromagnetic induction. This law was experimentally
established by Faraday in 1831.

Returning to Maxwell’s first equation (3.1), we should note that, this equation was designed orig-
inally to reflect the link between the electric current and the magnetic field, discovered by Oersted in
1820 and later formulated in the form of Ampere’s law. According to this law the curl of the magnetic
field should be equal to the electric current density. However, Maxwell found that it was not enough
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FIGURE 3.2

Illustration of the concept of displacement currents introduced by Maxwell.

to consider the conduction currents only in this term in order to satisfy the entire system of four equa-
tions. To avoid this difficulty he generalized the expression for the current density by adding to the
conduction current caused by the movement of electric charge another term, proportional to the rate of
the time variation of electric displacement field D. Indeed, let us calculate the flux of the vector curl H
over the surface S (see Fig. 3.1):∫∫

S

∇ × H · nds =
∫∫

S

j · nds +
∫∫

S

∂D
∂t

· nds

=
∫∫

S

c · nds. (3.34)

According to Stoke’s theorem, the left-hand term in this equation is the circulation of the vector H
along the circuit L. Moreover, the right-hand term is the vector flux of total current density over the
surface S; that is, the total current I total through the circuit L is:∮

L

H · τd� = I total . (3.35)

This last equation represents a mathematical expression of Ampere’s law: the circulation of the
magnetic field H around any closed circuit is equal to the total current through this circuit.

In accord with Eq. (3.34):

I total =
∫∫

S

j · nds +
∫∫

S

∂D
∂t

· nds. (3.36)

The first term in this equation is the magnitude of the conduction current, I, through the circuit, L,
while the second term is the magnitude of the displacement current, I dis . The concept of displacement
currents was first introduced by Maxwell. This concept permits us to consider electrical circuits that
include capacitors through which alternating current can flow (Fig. 3.2). Capacitors do not comprise
circuit breaks for the flow of alternating current. Let us encircle the filament L and compute the cir-
culation of the magnetic field vector H along this path. From Ampere’s law, this value will equal the
flow of electrical current either through the surface S1, which cuts the current-carrying conductor, or
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through the surface S2, passing through the capacitor:∮
L

H · τdl =
∫∫

S1

c · nds =
∫∫

S2

c · nds. (3.37)

An ordinary conduction current flows through the surface S1, which intersects the conducting fila-
ment. At the same time, this current does not flow through S2 but, in view of the fact that the circuit
is continuous for the flow of alternating current (in accord with Eq. (3.37)), there is a displacement
current flowing between the plates of the capacitor in order to provide continuity for the conduction
current:

jdis = ∂D/∂t.

Thus, the total current density, c, is the combination of conduction currents and displacement cur-
rents:

c = j + jdis . (3.38)

Maxwell’s first equation (3.34) indicates that both displacement currents and conduction currents
contribute in the same way to the magnetic field. We note that, while conduction currents result from
the flow of charges, and displacement is the rate of change of the field D, both of these processes
contribute a magnetic field.

The conception of displacement current reflects the scientific genius of Maxwell. The concept led
to the discovery of radio waves and the modern development of broadcast technology. According to
Eq. (3.2), a time-varying magnetic field gives rise to an associated electric field, while according to
Eq. (3.1) that same electric field gives rise to a magnetic field. The two, the electric and magnetic
fields, continuously interact, reinforcing each other, and, as a consequence, they can propagate to great
distances in space. This is the basis for our understanding of electromagnetic waves and related phe-
nomena in contemporary electrodynamics.

On the basis of the first two of Maxwell’s equations (Eqs. (3.1) and (3.2)), we accept that the
magnetic field H arises from conduction and displacement currents, while the electric field E arises
from a time varying induction field, B.

The fourth of the Maxwellian equations reflects the fact that electric charges are the source of the
electric displacement field, D. That is, this relationship is the mathematical expression of Coulomb’s
law, in accord with which the electric field, E, created by electrical charge in a homogeneous isotropic
medium with a dielectric constant ε, is linearly proportional to the size of the charge Q and inversely
proportional to distance r2 and 4πε:

E = (Q/4πεr2)dr , (3.39)

where dr is a unit vector directed along the radius vector. This law was established by Coulomb in 1789
by measuring the attractions and repulsions of electric charges by means of a torsion balance which he
invented.

Finally, the third Maxwellian equation is Gauss’s law of nonexistence of magnetic charges. It is an
expression of the experimentally observed fact that in the real world there is no such thing as magnetic
charge. The magnetic induction field, B, is purely a vortex field. Its source is electrical current.



66 CHAPTER 3 ELECTROMAGNETIC FIELD EQUATIONS

Let us now examine the physical meaning of the equation for continuity of current (3.15). For this,
we integrate Eq. (3.15) over some volume D, bounded by the surface S, and make use of Gauss’s
theorem: ∫∫

S

j · ds = −
∫∫∫

D

∂q

∂t
dv. (3.40)

The scalar flux of the vector current density across a surface S is called the electric current:

I =
∫∫

S

j · ds. (3.41)

Also, the right-hand part of Eq. (3.40) represents the change in electric charge Q within the volume
D per unit time:

−
∫∫∫

D

∂q

∂t
dv = −∂Q/∂t. (3.42)

Substituting these two expressions in Eq. (3.40), we have

I = −∂Q/∂t. (3.43)

This last equation is the mathematical expression of the condition of conservation of charge: charge
is neither created nor destroyed. If current flows out of a closed surface, the quantity of charge within
the surface decreases in an amount per unit time which exactly balances the outward flow of current.
Apparent exceptions to this law of conservation might be considered, such as the photoelectric effect
in which charge can be created. However, in such a case, there will be equal quantities of positive and
negative charge, so that the total charge remains constant.

In addition, it has been observed experimentally that current density in an extended medium (par-
ticularly for earth materials) is linearly proportional to the electric field vector E. This is often known
as Ohm’s law in differential form:

j = σE, (3.44)

where σ is the electrical conductivity of the medium. Often, we speak of the inverse of the conductivity,
which is the electrical resistivity, represented by the character ρ = 1/σ .

Ohm’s law as it is generally used in electrical technology is written as

U = IR, (3.45)

where U is the drop in voltage (electromotive force) along a conductor of uniform cross section, I is
current and R is resistance, calculated as

R = ρ�/S. (3.46)

Here, � and S are the length and cross-sectional area normal to the direction of current flow, respec-
tively, and ρ is the electrical resistivity. This law was discovered experimentally by Ohm in 1827 and
later on was stated by Faraday in 1832 based on his representation of electric field in a form of lines of
force.
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In the particular case in which we place a cylindrical conductor in a uniform electric field E directed
along the axis of the conductor and integrate Eq. (3.44) over the volume of the conductor, V ,∫∫∫

V

j dv =
∫∫∫

V

σE dv, (3.47)

where j and E are the magnitudes of the vectors j and E respectively. Considering that E, and conse-
quently j , are constant within the conductor, Eq. (3.47) can be written as

jS� = σES�.

The product of j and S is the current in the conductor:

jS = I, (3.48)

while the product of E and � is the voltage drop along the conductor:

E� = U. (3.49)

Substituting Eq. (3.49) and (3.48) into (3.47), and considering (3.46), we confirm Ohm’s law
(Eq. (3.45)).

It should be noted that in Eqs. (3.1) to (3.4), we have not taken the origin of the fields into account.
In this respect, currents and charges arise not only by the action of electrical forces, but also as a result
of mechanical forces, chemical forces, and others. Those parts of the currents and charges that arise
because of other than electromagnetic forces are termed extrinsic.

In order to include extrinsic currents and charges in Maxwell’s equations, we write them as:

∇ × H = j + je + ∂D/∂t, (3.50)

∇ × E = −∂B/∂t, (3.51)

∇ · B = 0, (3.52)

∇ · D = q + qe, (3.53)

where je and qe are the densities of extrinsic currents and charges, respectively. These also must satisfy
a condition of conservation:

∇ · je = −∂qe/∂t. (3.54)

It should be noted that Eqs. (3.52) and (3.53) follow from Eqs. (3.50) and (3.51) with the continuity
equations, (3.15) and (3.54).

Naturally, we must recognize that Maxwell’s equations as written here in differential form are
valid only in a medium in which the properties ε, μ, and σ vary slowly enough in space that the
fields E, D, B, and H can be differentiated with respect to space coordinates. If the properties do vary
discontinuously, Maxwell’s equations must be augmented with appropriate boundary conditions.
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FIGURE 3.3

Formulation of the boundary conditions for electromagnetic field: the surface S separating medium (i) from
medium (i + 1) is replaced with a very thin transitional layer with a thickness �� in which the parameters ε, μ,
and σ vary rapidly but continuously.

3.1.3 BOUNDARY CONDITIONS FOR THE VECTOR FIELD
At a boundary between different regions in the earth, the properties ε, μ, and σ probably change
abruptly. Referring to Eqs. (3.5) and (3.6), we see that this results in a discontinuous change in several
of the fields. Therefore, in solving problems in electromagnetic induction in the earth, it is necessary
to have boundary conditions – conditions that relate the field strengths at points immediately adjacent
to each other on either side of a boundary across which the properties of the medium change abruptly
– in addition to Maxwell’s equations.

Boundary conditions are specific to each problem to be solved. However, we can formulate bound-
ary conditions for an important and commonly met case, in which a surface S separates two media
identified by the indices (i) and (i + 1). On either side of this surface, the properties of the two media
are constant, or vary spatially so slowly that within some small region about any arbitrary point the
properties can be considered to be constant. We designate as n the unit vector normal to a point on the
surface S directed from medium (i) to medium (i + 1), as shown in Fig. 3.3. We also assume that there
are no extrinsic currents or charges on the surface. We accept the condition of conjugate vectors for
the electromagnetic field on the surface S. In so doing, we replace the surface S separating medium (i)

from medium (i + 1) with a very thin transitional layer with a thickness �� in which the parameters ε,
μ, and σ vary rapidly but continuously, as in Fig. 3.3B. In such a layer, Maxwell’s equations are still
valid.
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Using Maxwell’s equations, we determine the relationship between field components at the inner
and outer edges of the transitional layer and then take a limit as �� → 0. So doing, we find the condition
for continuity.

In the transitional layer, we form a vertical cylinder V of a small cross section �S (Fig. 3.3A) and
examine the flux of the vector field B across the surface of the cylinder �. From Gauss’s theorem, and
on the strength of Eq. (3.3), this flux is:∫∫

�

B · n�dS =
∫∫∫

V

∇ · BdV = 0, (3.55)

where V is the volume of the cylinder and n� is the unit vector normal to the surface �.
Inasmuch as �S is small, we can assume that B is constant over the cylinder. Now, Eq. (3.55) can

be written as an approximation:

(B · ni )�S + (B · ni+1)�S + (the portion on the side surface) = 0, (3.56)

where ni+1 and ni are the outward-pointing normals to the upper and lower ends of the cylinder,
respectively (Fig. 3.3A).

Let us designate the normal components of the induction field B at the surface S, but measured in
medium (i) or medium (i + 1) with the symbols B

(i)
n and B

(i+1)
n respectively. When we reduce the

thickness of the surface layer, or as �� → 0, we see from Fig. 3.3A that ni+1 → n and ni → −n, so
that B · ni+1 → B

(i+1)
n and B · ni → −B

(i)
n . Consequently, on taking the limit in Eq. (3.56) as �� → 0

and assuming that the effect of the side surface of the cylinder tends to zero as the height of the cylinder
goes to zero, we obtain:

B(i+1)
n �S − B(i)

n �S = 0. (3.57)

Dividing by �S, we get the final equation showing that the normal component of the magnetic field
vector is continuous across the boundaries:

B(i)
n = B(i+1)

n . (3.58)

Let us consider the vector for the density of the total current, c. In accord with Eq. (3.1),

∇ · (∇ × H) = ∇ · c = 0,

meaning that c, like B, is purely a vortex field. Following the same logic, we can show that the normal
component of the total current is continuous across the interface:

c(i)
n = c(i+1)

n . (3.59)

Let us examine the displacement field D. We calculate the vector flux of D on the surface of the
cylinder V in Fig. 3.3A from Maxwell’s fourth equation (3.4) using Gauss’s theorem:∫∫

�

D · n�dS =
∫∫∫

V

∇ · DdV =
∫∫∫

V

q dV = Q, (3.60)

where Q is the total charge within the cylinder, given by Q = q���S.
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FIGURE 3.4

The behavior of the tangential components of the electromagnetic field in the transitional layer with a thickness
�� in which the parameters ε, μ, and σ vary rapidly but continuously.

In the limit, as �� → 0, as previously, the left-hand expression in (3.60) is

lim
��→0

∫∫
�

D · n�dS = D(i+1)
n �S − D(i)

n �S.

As the point approaches the end of the cylinder, the total charge Q appears as an infinitely large
charge density, q . In this limiting case, the product q�� can be interpreted to be a surface charge
density:

lim
��→0
q→∞

q�� = η.

The surface charge density, η, is defined as the charge per unit surface area, η = Q/�S.
Thus, in going to the limit �� → 0 in Eq. (3.60), we have

D(i+1)
n �S − D(i)

n �S = Q�S/�S = η�S.

Hence,

D(i+1)
n − D(i)

n = η. (3.61)

The presence of a charge on the surface S creates a discontinuity in the normal component of the
vector D!

We now examine the behavior of the tangential components of the electromagnetic field. In so
doing, we make use of a right-angle cylinder with a circumference lying in a plane defining the normal
n on the surface S and normal to the direction τ of the tangential component of the field H, as shown
in Fig. 3.4.

In accord with Maxwell’s first equation,

∇ × H = c.
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We designate the part of the plane within the circumference L as P , and the positive unit vector
normal to P as no. Let us examine the flux of the vector c through the plane P :∫∫

P

c · nodS =
∫∫

P

∇ × H · nodS.

From Stoke’s theorem, we have: ∫∫
P

c · nodS =
∫

L

H · τLd�. (3.62)

If we assume that the diameter of the path L is sufficiently small, �h � 1, we can assume that
H is constant over the upper and lower faces of the domain bounded by L. Then the line integral in
Eq. (3.62) is approximately:∫

L

H · τLd� = H · τ i�h + H · τ i+1�h + (a fraction contributed by the side lines).

We will designate the tangential components of the field H on S determined in the media (i) or
(i + 1) as H

(i)
τ or H

(i+1)
τ , respectively. It is obvious (Fig. 3.4) that, as �� → 0,

H · τ i+1 → H(i+1)
τ ,

H · τ i → −H(i)
τ ,

and that the contribution of the side lines approaches zero.
Hence, ∫

L

H · τLd� −→��→0 H(i+1)
τ �h − H(i)

τ �h. (3.63)

Moreover, in view of the small area within L, we can assume that �c is constant along L, so that∫∫
P

c · nodS = c · n0���h,

=
(

σE + ∂D
∂t

)
· n0���h. (3.64)

Because the vectors E and ∂D/∂t are always bounded, then for any finite value of σ , the right-hand
part of Eq. (3.64) tends to zero uniformly as �� → 0. Comparing Eq. (3.62) with (3.63), we see:

H(i+1)
τ �h − H(i)

τ �h = 0.

Consequently

H(i+1)
τ = H(i)

τ ,

if σi and σi+1 are finite.
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In the same way, using Maxwell’s second equation, we find that

E(i)
τ = E(i+1)

τ .

We have now developed the following boundary conditions for a vector electromagnetic field.

• For the normal components of the field:

B(i+1)
n − B(i)

n = 0, (3.65)

D(i+1)
n − D(i)

n = η, (3.66)

where η is the surface charge density on the boundary S, defined as the amount of electrical charge
per unit area of the surface. The normal component of magnetic induction B is continuous across the
boundary separating the two media, but the electric displacement vector D is discontinuous, with the
size of the discontinuity being the electrical charge density.

• For the tangential components of the field at a boundary between media with finite conductivities

H(i+1)
τ − H(i)

τ = 0, (3.67)

E(i+1)
τ − E(i)

τ = 0. (3.68)

Both the tangential component of the electric field E and the tangential component of the magnetic
field H are continuous across a boundary separating any two finitely conducting media.

Using these expressions, Eqs. (3.65) through (3.68), with Eqs. (3.5), (3.6), and (3.44), we have
a complete representation for the boundary conditions for tangential and normal components of the
vectors H, B, D, and E.

3.1.4 THE FIELD IN A HOMOGENEOUS MEDIUM
Let us examine a simplified set of Maxwell’s equations valid for a medium which is both homogeneous
and isotropic; that is, we require the properties ε, μ, and σ to be constant in time and space. Then:

∇ × H = σE + ε∂E/∂t, (3.69)

∇ × E = −μ∂H/∂t, (3.70)

∇ · H = 0, (3.71)

∇ · E = 0. (3.72)

In the last of these four equations, the electric charge density, q , is zero because, as is usually
shown in an elementary course on electromagnetic field theory, no charge can collect in a homogeneous
conducting medium. There are no free charges in such a medium.

For many of the useful problems in electrical prospecting, it is desirable to separate the variables
in Maxwell’s equations, that is, to write equations for the electric and magnetic fields separately. To
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accomplish this, we first perform the curl operation on both sides of Eq. (3.70), and then by substitution
in Eq. (3.69), we obtain

∇ × ∇ × E + με∂2E/∂t2 + μσ∂E/∂t = 0. (3.73)

Similarly, by performing the curl operation of Eq. (3.69) and substituting it into (3.70), we obtain

∇ × ∇ × H + με∂2H/∂t2 + μσ∂H/∂t = 0. (3.74)

Knowing the vector identity

∇ × ∇ × A = ∇ (∇ · A) − ∇2A,

where the symbol ∇2 indicates the vector Laplacian operator, and considering the divergence condition
in Eq. (3.72), we can write the relationship in Eq. (3.73) as

∇2E − με∂2E/∂t2 − μσ∂E/∂t = 0. (3.75)

Similarly, from Eq. (3.74), we have

∇2H − με∂2H/∂t2 − μσ∂H/∂t = 0. (3.76)

Eqs. (3.75) and (3.76), which completely describe the electric and magnetic fields in a homogeneous
medium, are called the telegraphers’ equations.

3.2 TIME-HARMONIC ELECTROMAGNETIC FIELD
In the solution of many of the problems that arise in electrical prospecting, we will consider fields
which vary in time as a harmonic function (cisoidal, either a cosinusoidal or sinusoidal function of
time, or a combination of the two) at some specific though arbitrary angular frequency, ω. Such a field
is called a monochromatic field.

We note that, with few exceptions, any field which is a more arbitrary function of time can be
synthesized using a sum of cisoidal functions because, as is well known, any reasonably well behaved
function of time can be replaced with a Fourier series or a Fourier integral of its spectral components.
So, to simplify the mathematical analysis of many problems encountered in electrical exploration, we
can consider behavior at one frequency at a time; that is, a monochromatic field.

Let us consider, for example, a magnetic field H with three components lying along the direction
vectors dx,dy , and dz in a Cartesian coordinate system varying cosinusoidally with time:

H(t) = Hx cos(ωt − φx)dx + Hy cos(ωt − φy)dy + Hz cos(ωt − φz)dz, (3.77)

where ω is the frequency measured in radians per second, and Hx , Hy , Hz and φx , φy , φz are the
amplitudes and phases of the corresponding magnetic field components.

We rewrite Eq. (3.77) through the use of Euler’s formula,

e−i(ωt−φ) = cos(ωt − φ) − i sin(ωt − φ), (3.78)
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with

cos(ωt − φ) = Re e−i(ωt−φ), (3.79)

where Re is the operator which takes the real part of a complex number. With Eq. (3.79), Eq. (3.77)
can be written as

H(t) = HxRe e−i(ωt−φx )dx + HyRe e−i(ωt−φy)dy + HxRe e−i(ωt−φz)dz

= Re
{
[Hxe

iφx dx + Hye
iφy dy + Hze

iφzdz]e−iωt
}

. (3.80)

We will call the quantity

Ĥ = Hxe
iφx dx + Hye

iφy dy + Hze
iφzdz

the complex vector field, noting that the complex vector is not a vector in the usual sense because the
coefficients of the unit directions vectors are complex numbers. Then, we rewrite Eq. (3.80) as

H = Re(Ĥe−iωt ). (3.81)

In the same way, we define the complex vector magnetic induction field, the complex electric field,
the complex displacement field, and the complex charge density, q̂:

B̂ = Bxe
iψx dx + Bye

iψy dy + Bze
iψzdz,

Ê = Exe
iαx dx + Eye

iαy dy + Eze
iαzdz,

D̂ = Dxe
iβx dx + Dye

iβy dy + Dze
iβzdz,

q̂ = qeiθ ,

where Bx(y,z), ψx(y,z), Ex(y,z), αx(y,z), Dx(y,z), βx(y,z), q , and θ are the amplitudes and phases of the
corresponding vectors B, E, and D, and the scalar q . Also

B = Re(B̂e−iωt ),

D = Re(D̂e−iωt ),

E = Re(Êe−iωt ),

q = Re(q̂e−iωt ). (3.82)

Substituting Eqs. (3.81) and (3.82) into Maxwell’s equations, (3.1) through (3.4), and considering
the linearity of the operations curl, div, ∂ /∂t , and Re, we have

Re(∇ × Ĥe−iωt ) = Re(σ Êe−iωt ) + Re(D̂
∂

∂t
e−iωt ),

Re(∇ × Êe−iωt ) = −Re(B̂
∂

∂t
e−iωt ),

Re(∇ · B̂ e−iωt ) = 0,

Re(∇ · D̂ e−iωt ) = Re(q̂e−iωt ). (3.83)
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In carrying out the indicated differentiation in the system of Eqs. (3.83), we note that the only term
which is a function of time is the exponential term, which differentiates as:

∂

∂t

(
e−iωt

)
= −iωe−iωt .

Carrying out the differentiation and implying the operation Re without writing it, we have:

∇ × Ĥe−iωt = σ Êe−iωt − iωεÊe−iωt ,

∇ × Êe−iωt = iωμĤe−iωt ,

∇ · (μĤ)e−iωt = 0,

∇ · (εÊ)e−iωt = q̂e−iωt . (3.84)

The system of Eqs. (3.83) is a subset of Eq. (3.84), and so, if the complex vectors Ĥ, Ê, B̂, and D̂
satisfy system (3.84), then the real vectors H, B, E, and D automatically satisfy Maxwell’s equations.
Dividing each of the set of Eqs. (4.203) by the factor e−iωt , we finally arrive at Maxwell’s equations in
frequency domain:

∇ × Ĥ = σ Ê − iωεÊ,

∇ × Ê = iωμĤ,

∇ · (μĤ) = 0,

∇ · (εÊ) = q̂. (3.85)

From here on, we will delete the brevet sign over H, E, and q for simplicity in notation and refer
to the complex vector field simply as a vector field. In so doing, we must remember that in exam-
ining fields which satisfy equations containing complex parameters, such as is the case with iωμ in
Eq. (3.85), we have not only a real vector field but also an imaginary vector field. In order to obtain
physically meaningful results, we must remember that these are complex vectors with the multiplier
e−iωt and carry along the real part for the results obtained using Eqs. (3.81)–(3.82).

Finally, we must point out that the boundary conditions for complex vector fields are exactly the
same as the boundary conditions for real fields.

3.3 ELECTROMAGNETIC ENERGY AND POYNTING’S THEOREM
In this section we investigate the basic theorems characterizing the distribution of the energy of the
electromagnetic field. We consider an electromagnetic field generated by the sources (extraneous cur-
rents je), concentrated within some domain Q and propagated in a medium with a given distribution
of electromagnetic parameters ε, μ, and σ . For the sake of simplicity, domain Q is considered to
be local (bounded). This means that there is a sphere, CR , with its center at the origin of the Carte-
sian coordinate system and of a radius R (Fig. 3.5), big enough that domain Q belongs completely
to the ball OR bounded by the sphere CR : Q ⊂ OR . Let us surround the domain Q by another



76 CHAPTER 3 ELECTROMAGNETIC FIELD EQUATIONS

FIGURE 3.5

Derivation of Poynting’s theorem, the energy inequality, and Lorentz lemma.

domain, V1, which completely contains the domain Q (Fig. 3.5). It is evident that the change of
field energy within the volume V1 must be associated with a flow of energy through the surface
S1 of V1 from or toward the sources. A relation between the rate of change of the energy stored
in the electromagnetic field and the energy flow is given by Poynting’s theorem (Stratton, 1941;
Kong, 2000).

3.3.1 RADIATION CONDITIONS
Before considering Poynting’s theorems, we should analyze the field behavior on the sphere CR when
its radius R tends to infinity. Based on physical intuition, one should expect that the field generated by
an arbitrary source, located within the bounded domain Q of space, can be approximated accurately
enough by a spherical wave at a large distance from the source and should comprise only a divergent
(or so-called “outgoing”) electromagnetic wave. The transverse field in this spherically divergent wave
should decay like 1/r at large distances r = |r| from the origin of the coordinates, so that the product
of the field f (r) and the distance r is bounded,

rf (r) is bounded, (3.86)

where f stands for any component of electromagnetic field transverse to the radius-vector r. Another
property of the divergent spherical wave is that it behaves locally like a plane wave traveling to in-
finity, with each field component transverse to r behaving as exp (ikr). The last requirement can be
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mathematically expressed by the following formula (Felsen and Marcuvitz, 1994):

lim
r→∞ r

[
∂

∂r
f (r) − i

ω

c
f (r)

]
= 0. (3.87)

These conditions, introduced by Sommerfeld (1912, 1952), are called “Sommerfeld radiation con-
ditions.” We will see below that radiation conditions ensure the obvious physical requirement that
the energy of the electromagnetic field travels away from the source domain, i.e. the electromagnetic
sources radiate energy outwards from these sources.

3.3.2 POYNTING’S THEOREM IN THE TIME DOMAIN
Poynting’s theorem can be derived based on the first two Maxwell’s equations (3.50) and (3.51):

∇ × H = σE + je + ∂D
∂t

, (3.88)

∇ × E = −∂B
∂t

. (3.89)

Note that the dot product E · je has the dimensions of energy per unit volume per unit time. Scalar
multiplying the first Maxwell’s equation (3.88) by E, we find

E · ∇ × H = σE · E + E · je + E · ∂D
∂t

. (3.90)

In a similar way we can obtain from the second Maxwell’s equation (3.89) an expression containing
the terms which have dimensions of energy per unit volume per unit time, by scalar multiplication of
each term of this equation by H:

H · ∇ × E = −H · ∂B
∂t

. (3.91)

Subtracting Eq. (3.90) from (3.91) and using the vector identity

H · ∇ × E − E · ∇ × H = ∇ · (E × H) , (3.92)

we obtain

∇ · (E × H) = −
[

E · je + σE · E + E · ∂D
∂t

+ H · ∂B
∂t

]
. (3.93)

Expression (3.93) represents a differential form of Poynting’s theorem.
The energy flow of the electromagnetic field can be calculated using the Poynting vector P, intro-

duced by the following formula:

P = E × H. (3.94)

The Poynting vector P may be interpreted as the intensity of EM energy flow at a given point, that
is the energy per second crossing a unit area whose normal is oriented in the direction of the vector
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E × H. Integrating expression (3.93) over domain V1 and applying the Gauss formula, we obtain an
integral form of Poynting’s theorem:

Ft =
∫∫

S1

(E × H) · n1ds =
∫∫

S1

P · n1ds

= −
{∫∫∫

V1

E · jedv +
∫∫∫

V1

σE · Edv +
∫∫∫

V1

[
E · ∂D

∂t
+ H · ∂B

∂t

]
dv

}
, (3.95)

where Ft is the total energy flow of the electromagnetic field through the surface S1 of the domain
V1, and n1 is a unit vector of normal to the surface S1, directed outwards from the domain V1. The
first term on the right-hand side of Eq. (3.95) represents the power introduced through the extraneous
currents je. The second term represents the power dissipated in Joule heat within the domain V1. The
third term represents the rate of decrease of electric and magnetic energy stored in the volume V1.

Poynting’s theorem states that the diminishing of electromagnetic energy stored within the volume
V1 (the third term on the right-hand side of Eq. (3.95)) is partly accounted for by the energy flow Ft

outside domain V1, by the energy loss accounted for by the Joule heat, and is partly compensated by
the power introduced through the extraneous currents.

In linear isotropic media the last formula takes the form

Ft =
∫∫

S1

P · n1ds

= −
{∫∫∫

V1

E · jedv +
∫∫∫

V1

σ |E|2 dv+1

2

∂

∂t

∫∫∫
V1

[
ε |E|2 + μ |H|2

]
dv

}
. (3.96)

3.3.3 ENERGY INEQUALITY IN THE TIME DOMAIN
An important property of the energy flow Ft out of domain V1, containing sources je, is that its inte-
gral over a time period,

∫ t

−∞ Ftdt , is always nonnegative independently of the type of the extraneous
sources. To prove this we introduce a domain OR\V1 formed by the ball OR without domain V1
(Fig. 3.5). We can apply now Poynting’s theorem (3.96) to the volume OR\V1, taking into account that
extraneous currents je = 0 in OR\V1:

−
∫∫

S1

P · n1ds +
∫∫

CR

P · nRds

= −
{∫∫∫

OR\V1

σ |E|2 dv+1

2

∂

∂t

∫∫∫
OR\V1

[
ε |E|2 + μ |H|2

]
dv

}
, (3.97)

where nR is a unit vector of a normal to the surface CR , directed outside domain OR , and we have
changed the sign of the integral over S1, because now the outer normal to OR\V1 is directed opposite
to the vector n1. Setting R → ∞ in (3.97) and taking into account that, according to the radiation
conditions (Harrington, 1961; Kong, 2000), the surface integral over CR tends to zero at infinity,∫∫

CR

P · nRds → 0 for R → ∞,
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we arrive at the following formula:

−
∫∫

S1

P · n1ds

= −
{∫∫∫

CV1

σ |E|2 dv+1

2

∂

∂t

∫∫∫
CV1

[
ε |E|2 + μ |H|2

]
dv

}
, (3.98)

where domain CV1 is a complement of the domain V1 to the entire space.
From the last formula we conclude that

Ft =
∫∫

S1

P · n1ds

=
∫∫∫

CV1

σ |E|2 dv+1

2

∂

∂t

∫∫∫
CV1

[
ε |E|2 + μ |H|2

]
dv. (3.99)

Now we integrate both sides of Eq. (3.99) over a time period:∫ t

−∞
Ftdt =

∫ t

−∞

∫∫
S1

P · n1dsdt

=
∫ t

−∞

∫∫∫
CV1

σ |E|2 dvdt+1

2

∫∫∫
CV1

[
ε |E|2 + μ |H|2

]
dv. (3.100)

Taking into account that all integrals on the right-hand side of expression (3.100) are nonnegative, we
arrive at the important energy inequality, ∫ t

−∞
Ftdt ≥ 0, (3.101)

and ∫ t

−∞
Ftdt = 0,

if and only if E = 0, and H = 0 in CV1, which may happen, as we will see below, only if there is no
source in the entire space je ≡ 0.

Formula (3.101) has a clear physical interpretation: the total energy radiated out of the domain with
sources of electromagnetic field, over the time period from the initial field generation until any time t ,
is always nonnegative. Thus, the electromagnetic sources continuously radiate energy outside these
sources!

Substituting expression (3.96) for Ft in (3.101), we finally obtain:∫ t

−∞

∫∫∫
V1

σ |E|2 dvdt+1

2

∫∫∫
V1

[
ε |E|2 + μ |H|2

]
dv

≤ −
∫ t

−∞

∫∫∫
V1

E · jedvdt. (3.102)
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The last inequality means that the energy introduced through the extraneous currents je always exceeds
the sum of the energy dissipated in Joule heat within the domain V1 and the electric and magnetic
energy stored in the volume V1. In other words, there is always a net radiation of electromagnetic
energy from any source.

If je ≡ 0, then ∫ t

−∞

∫∫∫
V1

σ |E|2 dvdt+1

2

∫∫∫
V1

[
ε |E|2 + μ |H|2

]
dv = 0.

An obvious result follows immediately from this equation, namely that in this case the electromag-
netic field is equal to zero as well:

E ≡ 0, H ≡ 0.

3.3.4 POYNTING’S THEOREM IN THE FREQUENCY DOMAIN
In the frequency domain equations (3.88) and (3.89) take the form

∇ × H = σE + je−iωεE =σ̃E + je, (3.103)

∇ × E = iωμH, (3.104)

where σ̃ = σ − iωε is a complex electric conductivity.
The energy flow of the electromagnetic field in this case can be calculated using the complex Poynt-

ing vector P (Stratton, 1941), introduced by the following formula:

P = 1

2
E × H∗, (3.105)

where asterisk “∗”, as usual, indicates a complex conjugate value.
The real part of the complex Poynting vector P may also be interpreted as the intensity of EM

energy flow at a given point, that is the energy per second crossing a unit area whose normal is oriented
in the direction of the vector E × H∗.

For example, the total energy flow of electromagnetic field through the surface S1 of the domain V1,
containing domain Q (Fig. 3.5), is equal to

Fω = Re
∫∫

S1

P · n1ds = 1

2
Re

∫∫
S1

(
E × H∗) ·n1ds, (3.106)

where n1 is a unit vector normal to the surface S1, directed outwards from the domain V1.
In view of the Gauss formula, expression (3.106) can be cast in the form

Fω = Re
∫∫∫

V1

∇ · Pdv = 1

2
Re

∫∫∫
V1

∇ · (E × H∗)dv. (3.107)

We can obtain Poynting’s theorem by taking the scalar product of the second equation for the total
field (3.104) with H∗ and the complex conjugate of the first Eq. (3.103) with E, and subtracting one
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from the other:

2∇ · P = ∇ · (E × H∗) = H∗ · ∇ × E − E · ∇ × H∗

= −σ̃ ∗ |E|2 − E · je∗ + iωμ |H|2 . (3.108)

Substituting Eq. (3.108) into (3.107), we obtain

Fω = 1

2
Re

∫∫
S1

(
E × H∗) · n1ds = −1

2

∫∫∫
V1

{
σ |E|2 + Re

(
E · je∗

)}
dv. (3.109)

This is Poynting’s theorem in the frequency domain (Stratton, 1941). It says that the energy flow
outside the domain V1 is formed by the balance between the energy dissipated in heat per unit volume
per second, and the energy introduced through the extraneous currents je .

We can prove, also, that in the frequency domain the energy flow Fω is always nonnegative.
Following the technique outlined above for the time domain case, we apply Poynting’s theorem to

the volume OR\V1, taking into account that extraneous currents je = 0 in OR\V1:

− 1

2

∫∫∫
OR\V1

{
σ |E|2

}
dv

= −1

2
Re

∫∫
S1

(
E × H∗) · n1ds + 1

2
Re

∫∫
CR

(
E × H∗) · nRds. (3.110)

Setting R → ∞ in (3.110) and noting that, according to the radiation conditions, the integral over
CR goes to zero (Harrington, 1961), we find

1

2
Re

∫∫
S1

(
E × H∗) · n1ds = 1

2

∫∫∫
CV1

σ |E|2 dv > 0, (3.111)

and
1

2
Re

∫∫
S1

(
E × H∗) · n1ds = 1

2

∫∫∫
CV1

σ |E|2 dv = 0,

if and only if σ ≡ 0.
In other words, we have found that the total energy flow Fω of the electromagnetic field through

the surface S1 of the domain V1 containing the extraneous sources of the field, is always positive, and
is equal to zero if and only if the conductivity of the medium is zero (the case of a lossless medium):

Fω ≥ 0, and Fω = 0, if and only if σ ≡ 0. (3.112)

Substituting Eq. (3.109) into (3.111), we find∫∫∫
V1

{
σ |E|2 + Re

(
E∗ · je

)}
dv ≤ 0,

or ∫∫∫
V1

σ |E|2 dv ≤ −
∫∫∫

V1

Re
(
E∗ · je

)
dv, (3.113)
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for any lossy medium (σ = 0). Energy inequality (3.112) means that we have steadily positive energy
flow out of a domain containing a source within a lossy medium.

3.4 ELECTROMAGNETIC GREEN’S TENSORS
3.4.1 GREEN’S TENSORS IN THE FREQUENCY DOMAIN
The electromagnetic Green’s tensors ĜE , ĜH are introduced as the fields of an elementary electric
source (Zhdanov, 1988; Felsen and Marcuvitz, 1994). They satisfy Maxwell’s equations

∇ × ĜH = σ̃ ĜE + Îδ
(
r − r′) ,

∇ × ĜE = iωμĜH , (3.114)

where ĜH

(
r | r′) and ĜE

(
r | r′) are the magnetic and electric Green’s tensors, Î is the identity tensor,

and δ(r) is three-dimensional Dirac delta-function δ(r) = δ(x)δ(y)δ(z), satisfying the condition

∫∫∫
V

f (r)δ(r′ − r)dv =
{

f (r′), r′ ∈ V,

0, r′ /∈ V ,
(3.115)

where V = V + S is domain V with its boundary S.
Eqs. (3.114) suggest that, in a homogeneous domain, ĜE and ĜH satisfy the Helmholtz equations

∇2ĜE+k̃2ĜE = −iωμ̂Iδ
(
r − r′) , (3.116)

∇2ĜH +k̃2ĜH = −∇ × Îδ
(
r − r′) . (3.117)

The importance of Green’s functions in electromagnetic theory is dictated by the following con-
siderations. According to the basic property of the δ-function (3.115), any source, je(r′), can be
represented as a sum of elementary current sources:

je(r′) =
∫∫∫

V∞
je(r) · Îδ(r′−r)dv, (3.118)

where the volume integral is calculated over the entire infinite space V∞ and Î is the identity tensor.
Eq. (3.118) indicates that the density of the distribution of elementary current is described by the tensor
expression Îδ(r′−r).

Taking into account the linear character of Maxwell’s equations and using the superposition prin-
ciple, we find that the sum of electromagnetic fields produced by elementary currents must be equal
to the field generated by the original current source je(r′). In other words, the electromagnetic field
{E,H} generated by the source described as a linear combination of some other elementary sources is
equal to the linear combination (with the same coefficients) of the fields

{
ĜE, ĜH

}
generated by the

individual elementary current sources. Therefore, we can conclude that with the knowledge of elec-
tromagnetic Green’s tensors ĜE and ĜH one can also find the solution of Maxwell’s equations for
an arbitrary allocation of extraneous electric currents je(r), as the convolution of the corresponding
Green’s functions with the function je(r), i.e.,
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E
(
rj

) =
∫∫∫

V∞
ĜE

(
rj | r

) · je (r) dv = GE

(
je

)
,

H
(
rj

) =
∫∫∫

V∞
ĜH

(
rj | r

) · je (r) dv = GH

(
je

)
, (3.119)

where GE and GH are the electric and magnetic Green’s operators, and rj is the position of the obser-
vation point.

3.4.2 GREEN’S TENSORS IN THE TIME DOMAIN
The time domain electromagnetic Green’s tensors ĜE , ĜH are introduced, as in frequency domain, as
the fields of an elementary electric source (Felsen and Marcuvitz, 1994). They follow the Maxwell’s
equations

∇ × ĜH = σ ĜE + ε∂ĜE/∂t + Îδ
(
r − r′) δ

(
t − t ′

)
,

∇ × ĜE = −μ∂ĜH /∂t, (3.120)

where ĜH = ĜH

(
r, t | r′, t ′

)
and ĜE = ĜE

(
r, t | r′, t ′

)
are the magnetic and electric Green’s tensors

in the time domain.1

They are causal:

ĜE

(
r, t | r′,t ′

) ≡ 0, ĜH

(
r, t | r′, t ′

) ≡ 0, t ≤ t ′.

Eq. (3.120) suggests that in a homogeneous domain ĜE also satisfies the equation

∇ × ∇ × ĜE + με
∂2ĜE

∂t2
+μσ

∂ĜE

∂t
= −μ Îδ

(
r − r′) δ′ (t − t ′

)
, (3.121)

where the prime superscript over the delta function denotes its time derivative.
The EM Green’s tensors exhibit symmetry and can be shown, using the Lorentz lemma, to satisfy

the following reciprocity relations (Felsen and Marcuvitz, 1994):

ĜE

(
r, t | r′,t ′

) = ˜̂GE

(
r′,−t ′ | r,−t

)
,

ĜH

(
r, t | r′,t ′

) = ˜̂GH

(
r′,−t ′ | r,−t

)
,

(3.122)

where a tilde denotes the operation of transposition. I will present a proof of these relationships in the
next section.

The last conditions show that by replacing source and receiver (i.e. the points r′ and r) and by
going simultaneously to the reverse time −t , (therefore, by retaining the causality, because the condi-
tion t < t ′ in ordinary time implies the condition −t > −t ′ in reverse time), we obtain the equivalent
electromagnetic field, described by the Green’s tensors ĜE

(
r′, t ′ | r, t

)
and ĜH

(
r′, t ′ | r, t

)
.

1Note that we use the same symbols for Green’s tensors in the time and frequency domains to simplify the notations. One can
easily recognize the corresponding tensor by checking for arguments t or ω in the corresponding equations.
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Following Morse and Feshbach (1953) and Felsen and Marcuvitz (1994), we can also introduce the
adjoint Green’s tensors:

Ĝ+
E

(
r, t | r′, t ′

) = ˜̂GE

(
r′, t ′ | r, t

)
,

Ĝ+
H

(
r, t | r′, t ′

) = ˜̂GH

(
r′, t ′ | r, t

)
.

(3.123)

They satisfy the equations, obtained from (3.120) by reversing the sign of all space-time coordi-
nates:

∇ × Ĝ+
H = −σ Ĝ+

E + ∂Ĝ+
E/∂t − Îδ

(
r − r′) δ

(
t − t ′

)
,

∇ × Ĝ+
E = −μ∂Ĝ+

H /∂t,
(3.124)

and Eq. (3.121) takes the form

∇ × ∇ × Ĝ+
E+με

∂2Ĝ+
E

∂t2
− μσ

∂Ĝ+
E

∂t
= μ Îδ

(
r − r′) δ′ (t − t ′

)
. (3.125)

The adjoint Green’s tensors are anticausal:

Ĝ+
E

(
r, t | r′, t ′

) ≡ 0, Ĝ+
H

(
r, t | r′, t ′

) ≡ 0, t ≥ t ′.

Electromagnetic Green’s tensors represent an important tool in the solution of the forward and
inverse electromagnetic problems and in migration imaging.

3.5 RECIPROCITY RELATIONS
Green’s electromagnetic tensors for an isotropic medium satisfy the reciprocity relations which reflect
the symmetry of the electromagnetic field in an inhomogeneous medium. The traditional way of deriv-
ing these relations is based on the Lorentz lemma (Zhdanov, 1988; Felsen and Marcuvitz, 1994), which
is formulated for the case of electromagnetic fields excited by electric (je) and magnetic (jm) sources
in an inhomogeneous isotropic medium.

3.5.1 LORENTZ LEMMA
We assume that two sets of sources,

{
jea, jma

}
and

{
jeb, jmb

}
, are located within a domain Q and that

both generate electromagnetic fields of the same frequency ω. We denote by {Ea,Ha} and
{
Eb,Hb

}
the fields produced by a-type and b-type sources, respectively. These fields satisfy the corresponding
Maxwell’s equations:
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∇ × Ha = σ̃Ea+jea, (3.126)

∇ × Ea = iωμHa−jma , (3.127)

∇ × Hb = σ̃Eb+jeb, (3.128)

∇ × Eb = iωμHb−jmb . (3.129)

Calculating the dot products of Eq. (3.126) with Eb , Eq. (3.129) with Ha , Eq. (3.127) with Hb, and
Eq. (3.128) with Ea , we obtain the expression

∇ ·
{[

Eb × Ha
]
−

[
Ea × Hb

]}
= Ea · jeb + Hb · jma − Eb · jea − Ha · jmb . (3.130)

Integrating (3.130) over a ball OR , containing domain Q (see Fig. 3.5) and applying the Gauss theorem,
we find ∫∫

CR

{[
Eb × Ha

]
−

[
Ea × Hb

]}
· nRds

=
∫∫∫

OR

[
Ea · jeb + Hb · jma − Eb · jea − Ha · jmb

]
dv.

Now let the radius R of the ball OR tend to infinity. The surface integral over a sphere CR vanishes due
to radiation conditions (3.86) and (3.87), and we arrive at a mathematical formulation of the Lorentz
lemma: ∫∫∫

V∞

[
Ea · jeb + Hb · jma − Eb · jea − Ha · jmb

]
dv = 0, (3.131)

where V∞, as usual, denotes the entire infinite space.
We can derive another formulations of Lorentz lemma by considering the complex conjugate

electromagnetic field
{
Eb∗,Hb∗} produced by b-type source. In this case expression (3.130) for the

divergence of the difference of the corresponding cross products of the electric and magnetic fields
takes the form:

∇ ·
{[

Eb∗ × Ha
]
−

[
Ea × Hb∗]} = Ea · je∗b + Hb∗ · jma − Eb∗ · jea − Ha · jm∗

b

+ (
σ̃ ∗ − σ̃

)
Eb∗ · Ea − 2iωμHa · Hb∗. (3.132)

Integrating Eq. (3.132) over a ball OR , containing domain Q (see Fig. 3.5) and applying the Gauss
theorem, we find for R → ∞:∫∫∫

V∞

[
Ea · je∗b + Hb∗ · jma − Eb∗ · jea − Ha · jm∗

b

]
dv

= −
∫∫∫

V∞

[(
σ̃ ∗ − σ̃

)
Eb∗ · Ea − 2iωμHa · Hb

]
dv. (3.133)

In a similar way, based on the Maxwell’s equations (3.126) through (3.129), we can derive an ex-
pression for the divergence of the sum of the corresponding cross products of the electric and magnetic
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fields:

∇ ·
{[

Eb∗ × Ha
]
+

[
Ea × Hb∗]}

= −Ea · je∗b − Hb∗ · jma − Eb∗ · jea − Ha · jm∗
b − (

σ̃ ∗ + σ̃
)

Eb∗ · Ea. (3.134)

Integrating Eq. (3.134) over a ball OR , containing domain Q and applying the Gauss theorem, we
obtain for R → ∞: ∫∫∫

V∞

[
Ea · je∗b + Hb∗ · jma + Eb∗ · jea + Ha · jm∗

b

]
dv

= −
∫∫∫

V∞

[(
σ̃ ∗ + σ̃

)
Eb∗ · Ea

]
dv. (3.135)

Eqs. (3.133) and (3.135) represent the modified formulations of Lorentz lemma. The Lorentz lemma
and its different formulations provide a basis for a reciprocity theorem, which relates two independent
sets of electromagnetic fields and sources in one and the same medium.

3.5.2 RECIPROCITY RELATIONS FOR THE GREEN’S TENSORS AND
ELECTROMAGNETIC FIELDS

We now can use the Lorentz lemma to derive the reciprocity relations for the Green’s electromagnetic
tensor. Let us assume that the electric dipoles with moments a and b are located at points with the
radius-vectors r′ and r′′,

jea = aδ
(
r − r′) , jeb = bδ

(
r − r′′) , (3.136)

and that there are no magnetic-type sources,

jma = 0, jmb = 0. (3.137)

According to formulae (3.119), we can write

Ea (r) = ĜE

(
r | r′) · a, Eb (r) = ĜE

(
r | r′′) · b,

Ha (r) = ĜH

(
r | r′) · a, and Hb (r) = ĜH

(
r | r′′) · b. (3.138)

Substituting expressions (3.136) through (3.138) into the Lorentz lemma (3.131), we find∫∫∫
V∞

{[
ĜE

(
r | r′) · a

] · bδ
(
r − r′′) − [

ĜE

(
r | r′′) · b

] · aδ
(
r − r′)}dv = 0.

Taking into account the basic property of the delta-function, we obtain from this formula

b· [ĜE

(
r′′ | r′) · a

]= a· [ĜE

(
r′ | r′′) · b

]
.

The last formula directly implies that

ĜE

(
r′′ | r′) = ˜̂GE

(
r′ | r′′) , (3.139)

where the large tilde denotes the operation of transposition.
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Reciprocity relation (3.139) shows that the electric field component excited at r′′ in the direction of
b by an electric current element a at r′ is identical with the electric field component excited at r′ in the
direction of a by an electric current element b at r′′.

In conclusion, we consider the reciprocity relations between the magnetic and electric fields gener-
ated by the electric and magnetic currents, respectively. We now assume that the electric dipole with
moment a is located at a point with the radius-vectors r′, and the magnetic dipole with moment b is
located at a point with the radius-vector r′′ respectively,

jea = aδ
(
r − r′) , jmb = bδ

(
r − r′′) , (3.140)

while the sources jma and jeb are equal to zero:

jma = 0, jeb = 0. (3.141)

Substituting expressions (3.140) and (3.141) into the Lorentz lemma (3.131), we find∫∫∫
V∞

[
−Eb · jea − Ha · jmb

]
dv

= −
∫∫∫

V∞

[
Eb (r) · aδ

(
r − r′) + Ha (r) · bδ

(
r − r′′)]dv = 0.

Taking into account the basic property of the delta-function, we obtain from this formula

Ha
(
r′′) · b = −Eb

(
r′) · a. (3.142)

Reciprocity relation (3.142) shows that the magnetic field component excited at r′′ in the direction
of b by an electric current element a at r′ is equal to the electric field component (multiplied by the
minus sign) excited at r′ in the direction of a by a magnetic current element b at r′′.

3.5.3 ELECTROMAGNETIC GREEN’S TENSOR REPRESENTATION THEOREMS
The electromagnetic Green’s tensor representation theorems provide the fundamental integral equa-
tions for Green’s tensors in the arbitrary inhomogeneous media. They can be used for modeling,
analytical continuation, and migration of electromagnetic fields. A general form of the Green’s func-
tion representation theorems for arbitrary wavefields can be found in Wapenaar (2007). We present
here a derivation of these theorems based on Lorentz lemma.

We consider arbitrary domain V1, bounded by a closed surface S1, containing domain Q (see
Fig. 3.5). We assume also that the sources of electromagnetic field,

{
jea, jma

}
and

{
jeb, jmb

}
, are con-

centrated within domain Q only. Integrating Eq. (3.132) over domain V1, containing domain Q, and
applying the Gauss theorem, we find:∫∫

S1

{[
Eb∗ × Ha

]
−

[
Ea × Hb∗]} · ds

=
∫∫∫

Q

[
Ea · je∗b + Hb∗ · jma − Eb∗ · jea − Ha · jm∗

b

]
dv
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+
∫∫∫

V1

[(
σ̃ ∗ − σ̃

)
Eb∗ · Ea − 2iωμHa · Hb∗]dv. (3.143)

In a similar way, integrating Eq. (3.134) over a domain V1, containing domain Q, we can write:∫∫
S1

{[
Eb∗ × Ha

]
+

[
Ea × Hb∗]} · ds

= −
∫∫∫

Q

[
Ea · je∗b + Hb∗ · jma + Eb∗ · jea + Ha · jm∗

b

]
dv

−
∫∫∫

V1

[(
σ̃ ∗ + σ̃

)
Eb∗ · Ea

]
dv. (3.144)

We assume again that electromagnetic fields {Ea,Ha} and
{
Eb,Hb

}
are generated by the electric

dipoles with moments a and b located at points with the radius-vectors r′ and r′′, and that there are
no magnetic-type sources (see Eqs. (3.136) and (3.137)). We also assume that a and b are real vectors
(Im a =0 and Im b =0).

Substituting expressions (3.136) through (3.138) into the volume integral over domain Q in
Eq. (3.143) and taking into account the basic property of the delta-function, we find:∫∫∫

Q

[
Ea · je∗b + Hb∗ · jma − Eb∗ · jea − Ha · jm∗

b

]
dv

=
∫∫∫

Q

[
Ea · je∗b − Eb∗ · jea

]
dv

= b· [ĜE

(
r′′ | r′) · a

] − a· [Ĝ∗
E

(
r′ | r′′) · b

]
. (3.145)

According to the reciprocity theorem for the Green’s tensors, we have

b· [ĜE

(
r′′ | r′) · a

]= a· [ĜE

(
r′ | r′′) · b

]
. (3.146)

Therefore, Eq. (3.145) can be written as:∫∫∫
Q

[
Ea · je∗b − Eb∗ · jea

]
dv

= b· [ĜE

(
r′′ | r′) · a

] − b· [Ĝ∗
E

(
r′′ | r′) · a

]
= 2ib· [Im ĜE

(
r′′ | r′) · a

]
. (3.147)

We can derive a similar expression for the volume integral over domain Q in Eq. (3.144):∫∫∫
Q

[
Ea · je∗b + Hb∗ · jma + Eb∗ · jea + Ha · jm∗

b

]
dv

=
∫∫∫

Q

[
Ea · je∗b + Eb∗ · jea

]
dv

= b· [ĜE

(
r′′ | r′) · a

] + a· [Ĝ∗
E

(
r′ | r′′) · b

]
= 2b· [Re ĜE

(
r′′ | r′) · a

]
. (3.148)
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Substituting formulas (3.147) and (3.148) into Eqs. (3.143) and (3.144), respectively, we obtain the
following integral representations for the imaginary and real parts of the Green’s tensor ĜE :

b· [Im ĜE

(
r′′ | r′) · a

]
= −1

2
i

∫∫
S1

{[
Eb∗ × Ha

]
−

[
Ea × Hb∗]} · ds

+ 1

2
i

∫∫∫
V1

[(
σ̃ ∗ − σ̃

)
Eb∗ · Ea − 2iωμHa · Hb∗]dv, (3.149)

b· [Re ĜE

(
r′′ | r′) · a

]
= −1

2

∫∫
S1

{[
Eb∗ × Ha

]
+

[
Ea × Hb∗]} · ds

− 1

2

∫∫∫
V1

[(
σ̃ ∗ + σ̃

)
Eb∗ · Ea

]
dv. (3.150)

In order to obtain the integral representation for the Green’s tensor ĜE , we multiply Eq. (3.149) by
imaginary unit, i, and sum the left-hand and the right-hand parts of this equation with the corresponding
parts of Eq. (3.150):

b· [ĜE

(
r′′ | r′) · a

]
= −

∫∫
S1

[
Ea × Hb∗] · ds −

∫∫∫
V1

[
σ̃ ∗Eb∗ · Ea − iωμHa · Hb∗]dv. (3.151)

Note that the last formula can be obtained directly from the Poynting’s theorem.
Eqs. (3.149), (3.150), and (3.151) provide mathematical formulations of electromagnetic Green’s

tensor representation theorems. Note that, according to Eqs. (3.138), the fields {Ea,Ha} and
{
Eb,Hb

}
represent the Green’s tensors themselves. Therefore, formulas (3.149), (3.150), and (3.151) describe
the integral relationships between the different Green’s tensors.

REFERENCES AND RECOMMENDED READING TO CHAPTER 3
Alpin, L. M., 1966, Theory of the field: Nedra, Moscow, 384 pp.
Deschamps, G. A., 1981, Electromagnetics and differential forms: Proceedings IEEE, 69 (6),
676-696.
Felsen, L., and N. Marcuvitz, 1994, Radiation and scattering of waves, IEEE Press, New York,
888 pp.
Harrington, R. F., 1961, Time harmonic electromagnetic fields: McGraw-Hill Book Co., New York,
480 pp.
Kaufman, A. A., 1992, Geophysical field theory and method, Part A, Gravitational, electric and
magnetic fields: Academic Press, New York, 581 pp.
Kaufman, A. A., and G. V. Keller, 1985, Inductive mining prospecting, Part I: Theory: Elsevier,
Amsterdam, 620 pp.
Kong, J. A., 1975, Theory of electromagnetic waves: John Wiley & Sons, New York, 348 pp.



90 CHAPTER 3 ELECTROMAGNETIC FIELD EQUATIONS

Kong, J. A., 2000, Electromagnetic wave theory: EMW Publishing, Cambridge, Massachusetts,
USA, 1007 pp.
Lindell, I. V., 2004, Differential forms in electromagnetics: IEEE Press, John Wiley & Sons, 253 pp.
Maxwell, J. C., 1954, A treatise on electricity and magnetism: Dover Publ., New York, (unabridged
and unaltered republication of the third edition of 1891), 506 pp.
Misner, C. W., K. S., Thorne, and J. A., Wheeler, 1973, Gravitation: Freeman, San Francisco,
1279 pp.
Morse, P. M., and H. Feshbach, 1953, Methods of theoretical physics, McGraw Hill Book Co., New
York, 1978 pp.
Novozhilov, U. V., and U. A. Yappa, 1981, Electrodynamics: Mir Publishers, Moscow, 352 pp.
Schey, H. M., 1973, Div, grad, curl, and all that: An informal text on vector calculus: W. W. Norton
& Co., New York, 163 pp.
Sommerfeld, A., 1912, Die Greensche Function der Schwingungsgleichung. Jahresher: D. D. Math.
Vereinigung, 21, 309 pp.
Sommerfeld, A., 1952, Electrodynamics, lectures on theoretical physics, Vol. III: Academic Press,
New York, 371 pp.
Slater, J. C., and N. H. Frank, 1947, Electromagnetism: McGraw-Hill, New York, 240 pp.
Stratton, J., 1941, Electromagnetic theory: McGraw-Hill, New York, 615 pp.
Tamm, I. E., 1979, Fundamentals of the theory of electricity: Mir Publishers, Moscow, 684 pp.
Tralli, N., 1963, Classical electromagnetic theory: McGraw-Hill, New York, 308 pp.
Wapenaar, K., 2007, General representations for wavefield modeling and inversion in geophysics:
Geophysics, 72 (5), SM5-SM17.
Whittaker, E., 1960a, A history of the theories of aether and electricity: Vol. I: The classical theories,
Harper and Brothers, New York, 434 pp.
Whittaker, E., 1960b, A history of the theories of aether and electricity: Vol. II: The modern theories,
Harper and Brothers, New York, 319 pp.
Zhdanov, M. S., 1988, Integral transforms in geophysics: Springer-Verlag, Berlin, Heidelberg, New
York, London, Paris, Tokyo, 367 pp.
Zhdanov, M. S., and G. Keller, 1994, The geoelectrical methods in geophysical exploration: Else-
vier, Amsterdam, London, New York, Tokyo, 873 pp.
Zhdanov, M. S., 2002, Geophysical inverse theory and regularization problems: Elsevier, Amster-
dam, New York, Tokyo, 628 pp.



4
CHAPTER

MODELS OF ELECTROMAGNETIC
INDUCTION IN THE EARTH

CONTENTS

4.1 Models of Electromagnetic Fields ................................................................................. 91
4.2 Static Electromagnetic Fields ...................................................................................... 93

4.2.1 Electrostatic Fields and Electrostatic Potentials ................................................ 93
4.2.2 Boundary Conditions for Electrostatic Potential ................................................. 95
4.2.3 Calculation of the Electrostatic Field of a Specified Charge Distribution .................... 97
4.2.4 Analogy Between Constant Current Fields and Electrostatic Fields .......................... 98
4.2.5 Direct Current Flow, Associated Magnetic Field, and the Biot-Savart Law .................. 101
4.2.6 Point and Dipole Sources on a Uniform Earth ................................................... 103
4.2.7 DC Potential in an Anisotropic Earth .............................................................. 109

4.3 Electromagnetic Field Diffusion in Conductive Media .......................................................... 112
4.3.1 Monochromatic Quasi-Static EM Fields .......................................................... 113
4.3.2 Plane Electromagnetic Waves in a Homogeneous Medium .................................... 115
4.3.3 Electromagnetic Potentials ......................................................................... 121
4.3.4 Quasi-Stationary Field of a Dipole Source in a Homogeneous Medium ...................... 122
4.3.5 Spherical Electromagnetic Waves.................................................................. 126

4.4 Electromagnetic Waves ............................................................................................. 129
References and Recommended Reading to Chapter 4................................................................ 131

In constructing the theory for electromagnetic methods in geophysical exploration, simplified models
of electromagnetic field behavior are widely used. Principal among these are the wave, quasi-stationary
and static models. Let us now examine the features of each of these models of fields. Note that in this
and following sections of the book we will use the traditional notations, grad, div, curl, for vector
differential operators to emphasize the physical meaning of the corresponding equations.

4.1 MODELS OF ELECTROMAGNETIC FIELDS
The wave equation model is useful in studying the propagation of fields in insulating media. When
σ = 0, the telegraphers’ equations (3.75) and (3.76) can be written as follows:

∇2E − με∂2E/∂t2 = 0, (4.1)

∇2H − με∂2H/∂t2 = 0. (4.2)
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These equations are called wave equations. They describe the nature of electromagnetic wave prop-
agation in nonconducting media.

In many of the applications of electrical prospecting we use electromagnetic fields which vary
relatively slowly in time. In such cases, we can neglect the terms involving the second derivatives with
respect to time in comparison with those involving the first derivative when we use the telegraphers’
equations (3.75) and (3.76):

∇2E − μσ∂E/∂t = 0, (4.3)

∇2H − μσ∂H/∂t = 0. (4.4)

These two equations are often referred to as diffusion equations because they have the same form
as Fick’s equation, which describes the diffusion of chemical species. Thus, we describe the propaga-
tion of electromagnetic fields into conductive media as electromagnetic diffusion, or quasi-stationary
(quasi-static) behavior.

We obtain the equation of the quasi-stationary model of the field that we use in practice by ne-
glecting the effect of displacement currents in Maxwell’s equations (that is, we drop the term ∂D/∂t),
but we retain the term representing electromagnetic induction (the term ∂B/∂t in Maxwell’s second
equation):

curl H = σE, (4.5)

curl E = −∂B/∂t, (4.6)

div B = 0, (4.7)

div E = − 1

σ
E · grad σ. (4.8)

We should note that Eq. (4.8) follows from the validity of Eq. (4.5).
A static field is one which is essentially independent of time. For such a field, we set all derivatives

with respect to time to zero:

curl H = j, curl E = 0,

div B = 0, div D = q. (4.9)

Equations corresponding to (3.75) and (3.76) for a homogeneous medium can be written as:

∇2E = 0, ∇2B = 0. (4.10)

So, static electric and magnetic fields in homogeneous media and in the absence of external currents
will satisfy Laplace’s equation. The models for electromagnetic field behavior enumerated above are
the fundamental theoretical basis for electromagnetic prospecting. In the sections which follow, we
will examine in more detail the two models for electromagnetic field behavior which are most suitable
for use in electromagnetic exploration. These are the static and quasi-stationary models.
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4.2 STATIC ELECTROMAGNETIC FIELDS
In this text, we recognize three main groups of electromagnetic exploration methods; natural-field elec-
tromagnetic methods, controlled-source electromagnetic methods, and direct-current (DC) methods.
The DC methods include vertical electric sounding (VES), resistivity profiling, resistivity mapping,
and usually, the induced polarization (IP) method. The theory for the DC methods is developed under
the assumption that constant currents are used, though in fact, we need only assume that the rate of
variation of the currents is slow enough that our measurements will be the same as those obtained with
true direct current in the limit. Rewriting the equations for static electromagnetic fields (Eq. (4.9)) and
considering Eqs. (3.5), (3.6) and (3.44), we have

curl H = j, curl E = 0, div B = 0, div D = q,

D = εE, j = σE, B = μH. (4.11)

In comparing these equations with the complete system of Maxwell’s equations (Eqs. (3.1) through
(3.4)), we note that the mutual relationships between the electric and magnetic fields that is so striking
in the full form is less obvious in these more restrictive equations for static behavior. The electric
field creates conduction currents (sometimes also called galvanic currents) which are accompanied by
a magnetic field, but the magnetic field now has no appreciable effect on the electric field. If there
are no conduction currents (as when the medium is nonconducting), system (4.11) separates into two
simultaneous but independent sets of equations, one representing the equations for electrostatic fields
and the other, for magnetostatic fields.

4.2.1 ELECTROSTATIC FIELDS AND ELECTROSTATIC POTENTIALS
In electrostatics, we study the fields accompanying an immobile charge distribution. If the charge does
not move, there is no current and no magnetic field. In such a situation, we need use only the following
equations from the set (4.11):

curl E = 0, (4.12)

div D = q, (4.13)

D = εE. (4.14)

Eq. (4.12) permits us to define a scalar potential function as:

E = −grad Ue, (4.15)

where Ue is the electrostatic potential.
We note that the choice of a negative sign in Eq. (4.15) is completely arbitrary, but is done to satisfy

the convention that the electric field vector E should point in the direction of decreasing potential.
We define now the electrostatic potential from the field itself. Consider two points in space,

A and B , connected by some smooth curve LAB described by a unit positive tangent vector, τ . The
voltage drop along this curve is computed from the electric field E by integration along the curve:

UAB =
∫

LAB

E · d/�, (4.16)
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where ∫
LAB

E · d/� = −
∫

LAB

grad Ue · τd�

= −
∫

LAB

∂Ue

∂τ
d� = −

∫
LAB

dUe = Ue(A) − Ue(B). (4.17)

The voltage drop between two points in an electrostatic field is independent of the path along
which the electric field is integrated but depends only on the locations of the end points. In particular,
the integrated electric field along any closed path is zero:∮

L

EAB · d/� = 0.

We note that the voltage drop in a field E along a path AB is numerically equal (with a negative
sign) to the work done against an external force, W , in carrying a unit positive electric charge from
point A to point B:

WAB = −
∫

LAB

E · d/� = Ue(B) − Ue(A). (4.18)

Eqs. (4.15) and (4.18) allow us to move back and forth between the use of the electric field vector, E,
and the electrostatic potential, Ue , in describing the electrostatic field. Inasmuch as both descriptions
are equivalent, we usually choose to deal with the scalar potential, which provides a simpler description
than does the electric field vector.

We must note that the electrostatic potential, Ue , in Eq. (4.17) is not unique, inasmuch as the
addition of any constant, Uo, to the potential, Ue, has no effect on these equations:

grad(Ue + Uo) = gradUe + gradUo = gradUe.

The obvious solution to this ambiguity is to establish the requirement that the potential infinitely
far from any charge be zero. This condition is quite acceptable from a physical point of view because
we expect field effects of a charge to be confined to a finite region around the charge and to tend to
zero as distance from the charge tends to become infinite.

In Eq. (4.18), let the point A tend to move to infinity and apply the condition Ue(∞) → 0:

W∞B = −
∫

L∞B

E · d � � = Ue(B). (4.19)

This provides a physical concept of electric potential. The potential at any point B is numerically
the work done in carrying a unit charge from infinity to the designated point, working against the force
of the electric field.

A surface over which the potential, Ue, has a constant value is called an equipotential surface. At
every place on this surface, the field vector, E, is directed normal to the surface. The equation for an
equipotential surface is

Ue(x, y, z) = const. (4.20)
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Differentiating Eq. (4.20), we get

dUe = (∂Ue/∂x)dx + (∂Ue/∂y)dy + (∂Ue/∂z)dz = 0. (4.21)

The differentials dx, dy, dz are the components of the radius vector, dr, defining the path along
which we wish to determine the change in the function Ue , but because dUe = 0, this vector lies on
the equipotential surface. Moreover, the derivatives ∂Ue/∂x, ∂Ue/∂y, and ∂Ue/∂z are components of
the gradient vector:

grad Ue = −E,

and it follows from Eq. (4.21) that

dUe = −(E · dr) = 0.

Thus, the vectors E and dr are orthogonal.
The group of curves which pass orthogonally through a series of equipotential surfaces describe the

flux of the electric field, E.
Substituting Eq. (4.15) in Eq. (4.14), we find an expression for the displacement field D in terms of

the electrostatic potential:

D = −ε grad Ue. (4.22)

Hence, in view of Eq. (4.13), it follows that Ue satisfies the equation

div(ε grad Ue) = ε∇2Ue + grad ε · grad Ue = −q. (4.23)

If the medium is homogeneous, that is, if ε = constant , the electrostatic potential is the solution of
Poisson’s equation:

∇2Ue = −q/ε. (4.24)

In portions of the medium free of charge, this equation becomes Laplace’s equation:

∇2Ue = 0. (4.25)

The fundamental problem in electrostatics consists of determining the scalar potential, Ue , which
satisfies Poisson’s equation throughout space, which tends to zero at infinity, and which obeys nec-
essary boundary conditions at any boundaries which may exist. These boundary conditions will be
established in the next section.

4.2.2 BOUNDARY CONDITIONS FOR ELECTROSTATIC POTENTIAL
The general form of the boundary conditions for vector electromagnetic fields has already been estab-
lished. These conditions remain valid for electrostatic fields.
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Let a surface S be the boundary separating medium (i) from medium (i +1), and n be a unit normal
vector to S, directed from medium (i) to medium (i + 1). In accord with Eqs. (3.68) and (3.66), we
have:

E(i+1)
τ = E(i)

τ , D(i+1)
n − D(i)

n = η, (4.26)

where η is the surface density of charge on S, the indices τ and n indicate tangential and normal
components of the vector field on the surface, S.

We designate the derivatives of the potential in the normal and tangential directions as ∂Ue/∂n and
∂Ue/∂τ , respectively. Then, on the basis of Eq. (4.15), the boundary conditions (4.26) can be written
for electrostatic potential as follows:(

∂Ue

∂τ

)(i+1)

=
(

∂Ue

∂τ

)(i)

,

ε(i+1)

(
∂Ue

∂n

)(i+1)

− εi

(
∂Ue

∂n

)(i)

= −η. (4.27)

The potential must be continuous across the boundary S so that the work done in carrying a unit
positive charge across the discontinuity will be zero. Therefore

U(i+1) = U(i). (4.28)

The first equation in (4.27) follows from (4.28), and so, to have two independent boundary condi-
tions, we make the following choices:

Ue,(i+1) = Ue,(i),

and

ε(i+1)(∂Ue/∂n)(i+1) − εi(∂Ue/∂n)(i) = −η. (4.29)

Regions filled with conductive materials play an important role in electrostatic problems. Within
such regions, charges move freely, giving rise to conduction currents with a density j = σE, in accord
with Eq. (3.44). It is clear that electric charge within the conductive region will give rise to an elec-
trostatic voltage, or, there will be no current flow only if the electrostatic field within the conductor is
zero and if the tangential component of the electric field is zero at every point on the surface of the
conductive region. It is further required that the electrostatic potential Ue inside the conductor be con-
stant, and that the surface of the conductive region be an equipotential surface. Therefore, the boundary
conditions (4.26) at the surface of a conductive region can be written as:

E(i+1)
τ = 0, D(i+1)

n = η, (4.30)

and for the electrostatic potential as:

Ue,(i+1) = constant,

ε(i+1)(∂Ue/∂n)(i+1) = −η, (4.31)

where the conductive region is indicated by the index (i).
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4.2.3 CALCULATION OF THE ELECTROSTATIC FIELD OF A SPECIFIED CHARGE
DISTRIBUTION

We now examine the solution of Poisson’s equation (Eq. (4.24)) for a simple case in which the charge
is distributed in some volume V of a homogeneous and isotropic medium characterized by a constant
dielectric permeability, ε.

For simplicity, we will assume that a point charge, Q, is located at the origin. In accord with
Eq. (3.39), the radial component of the electric field, Er , at a radial distance, r , from the charge will be

Er(r) = Q/4πεr2. (4.32)

We will calculate the potential at a point B defined by the radius vector r′ using Eq. (4.17):

Ue(B) = Ue(r′) = −
∫ r ′

∞
Q

4πεr2
dr

= Q

4πε

∫ r ′

∞
d

(
1

r

)
= Q

4πεr ′ . (4.33)

We see that the equipotential surfaces for the field about a point charge are a set of concentric
spheres. The vector flux lines for the field E are a family of straight lines radiating from the origin.

It can easily be shown that, if the point charge Q were located at some point defined by the radius
vector r rather than at the origin, the electrostatic potential at the point r′ would be

Ue(r′) = Q/(4πε|r − r′|). (4.34)

Now consider a charge uniformly distributed through some volume V . We subdivide the volume
into elementary subvolumes dv and designate the amount of charge in each as dQ. The ratio

dQ/dv = q(r) (4.35)

is the definition of the volumetric electric charge density distributed through V .
The contribution to the total potential at some observation point defined by r′ from a single ele-

mentary volume dv will be designated as dUe(r). If the elementary volumes are reasonably small, we
can use Eq. (4.34), treating the charge distributed over the elementary volume as though it were a point
charge located at the center of the volume element:

dUe(r′) = dQ/(4πε|r − r′|). (4.36)

Integrating Eq. (4.36) over the entire volume V and taking Eq. (4.35) into account, we obtain an
expression for the electrostatic potential due to the charge distributed uniformly through the volume:

Ue(r′) = 1

4πε

∫∫∫
V

q(r)
|r − r′|dv. (4.37)

This equation is the solution to Poisson’s equation, (4.24).
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4.2.4 ANALOGY BETWEEN CONSTANT CURRENT FIELDS AND ELECTROSTATIC
FIELDS

We now show that in regions containing neither free charges nor extrinsic currents, an analogy exists
between direct current fields and electrostatic fields – the electrostatic analogy.

We can write equations specifically for constant current using Eq. (4.12), expressing the continuity
condition (3.15) for the condition ∂q/∂t = 0:

curl E = 0, div j = 0, j = σE. (4.38)

Recall that in the case of electrostatic fields, the equivalent equations for q = 0 are:

curl E = 0, div D = 0, D = εE. (4.39)

It is most important to realize that the two sets of equations are the same; only the symbology dif-
fers. These two sets of equations represent an analogy between the two situations, the flow of constant
current in one case, and the flow of electric flux in the other case, when we consider that j trades roles
with D as σ trades roles with ε:

j ⇐⇒ D, and σ ⇐⇒ ε. (4.40)

This analogy permits us to use the solution of a problem in electrostatics for the solution of a
corresponding problem in direct current flow. As an example, we can readily determine the electric
field from the DC potential:

E = −grad U, (4.41)

where U is an electric potential, which, in analogy to the electrostatic potential Ue, satisfies the Laplace
equation as in (4.25):

∇2U = 0. (4.42)

In analogy with Eq. (4.19), the DC electric potential is obtained from the electric field E as

U(B) = −
∫

L∞,B

E · d/�. (4.43)

At a boundary separating two conductive regions with different conductivities, σi and σi+1, the
following boundary conditions for the DC electric potential hold:

U(i+1) = U(i),

and

σi+1

(
∂U

∂n

)(i+1)

= σi

(
∂U

∂n

)(i)

. (4.44)
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FIGURE 4.1

A scheme of the current distribution of a point source in an isotropic and homogeneous medium with constant
conductivity, σ .

These boundary conditions have been obtained from Eq. (4.29) by substituting σ for ε (remember-
ing that the analogy is valid only for the case in which there is no electric charge; that is, η = 0).

As a simple example, let us consider the problem of current distribution in an isotropic and ho-
mogeneous medium with constant conductivity, σ . We place the origin at the point source of current
and draw a spherical surface, Sr , with a radius r , as shown in Fig. 4.1. The current flux, j, must flow
through this surface uniformly, so:∫∫

Sr

j · ds =
∫∫

Sr

jrds = I. (4.45)

We expect the current flow from the point source to be completely symmetric in view of the unifor-
mity of the medium (Fig. 4.1); we also expect jr to be constant over this surface. Therefore, jr can be
factored from beneath the integral signs:

jr

∫∫
Sr

ds = jr4πr2 = I,

or

jr = I/4πr2. (4.46)

From Ohm’s law in differential form (Eq. (3.44)), we have

Er = I/4πσr2. (4.47)
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This equation permits us to find the DC electric potential at some point B located at the tip of a
radius vector r′ due to a point source of current. To do so, we substitute Eq. (4.47) in Eq. (4.43) and
integrate along a radial L∞B :

UB = U(r′) = −
∫ r ′

∞
Erdr = −

∫ r ′

∞
I

4πσr2
dr = I/4πσr ′. (4.48)

Let us examine a problem in which current is supplied to a medium with conductivity σ using a
metal electrode of arbitrary shape, the electrode having a conductivity σ0 which is far greater than
that of the conductive medium with which it is in contact (σ0 	 σ). This is a problem of importance
in a wide variety of electrical field techniques which require electrode contacts to drive current into
the earth. In the absence of surface charges, and in accord with Eqs. (3.66) and (3.68), the boundary
conditions for the vector D are:

D(1)
n = D(0)

n ,

D(1)
τ /D(0)

τ = ε(1)/ε(0), (4.49)

where the index (1) refers to the medium in which the electrode is embedded and the index (0) indi-
cates the material of the electrode. On the basis of the boundary conditions which have already been
established for the tangential and normal components of current density at the surface of the electrode
in Eq. (4.40), we can use the following conditions:

j (1)
n = j (0)

n ,

and

j (1)
τ /j (0)

τ 
 1 or j (1)
τ ≈ 0. (4.50)

The current flow out of the electrode is equal to the current flow into the medium; there is no
tangential current flow along the surface of the electrode. This set of boundary conditions (Eq. (4.50))
is analogous to the boundary conditions for the electrostatic case at the boundary between a conductor
and a dielectric material if we swap the surface charge density on the conductor, η, for the current
density, j

(1)
n , flowing from the electrode. Also, the total charge on the conductor Q = ∫∫

S
η ds in the

electrostatic case swaps for the total current emitted by the electrode in the DC case:

I =
∫∫

S

j (0)
n ds.

To summarize, for electrodes of general shape (in the DC case) or conductive bodies (in the elec-
trostatic case), we have established the following analogy:

Current flow in conductive media Electric flux in insulating media
j, current density � D, electric field
σ , electrical conductivity � ε, dielectric permittivity
I , total current from electrode � Q, total charge

This analogy is of immense value in that many electrostatic problems have already been solved,
and the results can be transferred to the DC case with no real effort.
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4.2.5 DIRECT CURRENT FLOW, ASSOCIATED MAGNETIC FIELD, AND THE
BIOT-SAVART LAW

The relationship of magnetic field strength to the flux of direct current is specified by the following
equations from set (4.11):

curl H = j, (4.51)

div B = 0, (4.52)

B = μH. (4.53)

In addition, it is necessary to require conservation of the current:

div j = 0. (4.54)

Eq. (4.52) ensures that the magnetic field accompanying current flow is also conserved, so that we
can write

B = curlAμ, (4.55)

which is a definition of Aμ, the magnetic vector potential.
If the medium is both uniform and isotropic in magnetic properties (that is, if the magnetic perme-

ability, μ, is both scalar and constant), by substituting Eq. (4.55) into Eq. (4.51), we have

curl curl Aμ = μj. (4.56)

It was demonstrated in Chapter 2 that for unique determination of a vector field, it is necessary
to know either its curl or its divergence (that is, either its vorticity or its sources). In Eq. (4.55), we
have specified the vorticity of the field Aμ, but we have said nothing about its sources. The vector
potential Aμ can be specified more completely by considering its divergence. We can impose additional
conditions on Aμ without reducing the generality of the potential, a process known as adopting a gauge
for vector potential. In dealing with the theory for static magnetic fields, we most commonly use the
Coulomb Gauge:

div Aμ = 0.

Using the vector identity

curl curl F = grad div F − ∇2F, (4.57)

which is valid for any vector, including the vector F = Aμ, Eq. (4.56) can be written as

∇2Aμ = −μj. (4.58)

This last equation carries the name Poisson’s vector equation. In regions with no current flow, such
as insulators, the magnetic vector potential satisfies Laplace’s vector equation,

∇2Aμ = 0. (4.59)



102 CHAPTER 4 MODELS OF ELECTROMAGNETIC INDUCTION IN THE EARTH

The fundamental problem met in analysis of static magnetic fields is that of determining the
magnetic field from a specified distribution of electric currents. It is attacked by solving Poisson’s
vector equation, (Eq. (4.58)), for the magnetic potential and by substituting the vector potential Aμ in
Eq. (4.55). In solving this problem, we make use of Cartesian orthonormal basis vectors {dx , dy , dz}
as before and expand the vectors Aμ and j on these basis vectors:

Aμ = Aμ
x dx + Aμ

y dy + Aμ
z dz,

j = jxdx + jydy + jzdz. (4.60)

Substituting Eq. (4.60) into Eq. (4.58), we obtain the following system of scalar Poisson’s equa-
tions:

∇2Aμ
α = −μjα, (4.61)

where the subscript α indicates one of the indices x, y, z.
But we have already solved Poisson’s scalar equation. We have previously derived Eq. (4.37) in this

chapter, giving the solution to Poisson’s equation (4.24) for the scalar electrostatic potential. Compar-
ing Eq. (4.24) with Eq. (4.61), we see that the latter differs from the former only in that Ue ⇐⇒ A

μ
α ,

q ⇐⇒ jα , and ε ⇐⇒ 1/μ. Making these interchanges in Eq. (4.37), we find

Aμ
α (r′) = μ

4π

∫∫∫
V

jα(r)
|r − r′|dv,α = x, y, z; (4.62)

where V is the volume within which electric currents are flowing. Substituting Eq. (4.62) into
Eq. (4.60), we obtain the final result:

Aμ(r′) = μ

4π

∫∫∫
V

j(r)
|r − r′|dv. (4.63)

This equation also provides a solution for Poisson’s equation, Eq. (4.58). Now, we use Eq. (4.55)
to find the magnetic fields of the currents,

B(r) = μ

4π
curl′

∫∫∫
V

j(r)
|r − r′|dv, (4.64)

where the prime (′) on the curl operator indicates that the differentiation is carried out with respect to
the variable r′. Moreover, the integration indicated in Eq. (4.64) is to be carried out over the variable r,
and so, the operator curl′ can be factored into the integral signs:

B(r) = μ

4π

∫∫∫
V

curl′
[

j(r)
|r − r′|

]
dv. (4.65)

Using the following vector identity:

curl UF = grad U × F + U curl F, (4.66)
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and defining variables as U = 1/|r − r′| and F = j(r), we find:

curl′
[

j(r)
|r − r′|

]
= grad ′

[
1

|r − r′|
]

× j(r) + curl′j(r)
|r − r′| . (4.67)

But the current density j(r) is a function of the variable r, while the differentiation is carried out
with respect to the variable r′, and so, curl′j(r) = 0, and

curl′
[

j(r)
|r − r′|

]
= (r − r′) × j(r)

|r − r′|3 ,

and so,

B(r) = μ

4π

∫∫∫
V

(r − r′) × j(r)
|r − r′|3 dV. (4.68)

Eq. (4.68) is the general form of the Biot-Savart law. Suppose we wish to use Eq. (4.68) to com-
pute the magnetic field H(r) for a linear current flowing with constant density jo = joτ along a thin
cylindrical structure (a wire) lying on the line L (here τ is a unit tangent vector to L). Then:

H(r′) = 1

μ
B(r′) = 1

4π

∫

s

jods

∫
L

(r − r′) × r
| r − r′ |3 d�

= I0

4π

∫
L

(r − r′) × dl
|r − r′|3 , (4.69)

where I0 is the current flowing in the cylindrical conductor with a cross section S, I0 = ∫∫
S
j0ds, and

dl = τd� is an oriented flow element. The physical law expressed by Eq. (4.69) states that any element
of linear current flow, I0dl contributes an element of magnetic field strength dH(r′), given by

dH(r′) = 1

4π

(r − r′) × I0dl
| r − r′ |3 . (4.70)

This is precisely the result obtained experimentally in 1820 by Biot and Savart!

4.2.6 POINT AND DIPOLE SOURCES ON A UNIFORM EARTH
The very first step in understanding the use of DC electrical methods is that of determining the electric
field around a single pole source of current on the surface of a completely uniform earth characterized
by a resistivity ρ (see Fig. 4.2).

Let us name the current electrode A (conventional nomenclature uses the letter A to designate a
current injection electrode, while the current return electrode is designated B). The current driven into
the electrode A flows entirely in the lower half-space, inasmuch as the conductivity in the upper half-
space (the atmosphere) is zero. The total current into electrode A spreads uniformly into the uniform
earth. As a consequence, the current density vector, j, at each point in the lower half-space describes a
set of current flow lines which spread radially along straight paths into the earth.
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FIGURE 4.2

Geometric behavior of current flow from a point source on the surface of a uniform earth. The current flows
with radial symmetry as shown by the solid arrows. Surfaces of equal voltage are hemispheres as shown by the
dotted lines.

Next, let us consider a hemispherical surface, S, with radius, r , centered on the electrode A. It is
clear that the total current, I , emitted from the electrode A passes through this surface, and that, for
the uniform earth, the current density is uniform over this surface. Consequently, the current density at
any point M on the hemispherical surface will be:

j = I/2πr2. (4.71)

Using Ohm’s law, the amplitude of the electric field, E, at the observation point M can be expressed
as:

E = ρj = Iρ/2πr2.

The vector E is directed along a radius vector connecting the points A and M . Designating the vector
from A to M as r, the electric field can be written as:

E = (Iρ/2πr2)r/r, (4.72)

where r/r is a radially directed unit vector.
Let us use a Cartesian coordinate system initially, with the coordinates x, y, z centered at the

point A, and with the z axis taken as positive downwards (a convention particularly appropriate when
we wish to look downwards into the earth), and with the x, y axes lying in the plane of the earth’s
surface. The observation point, M , is designated by the coordinates M(x,y, z). The scalar length of
the vector r will be:

r = (x2 + y2 + z2)1/2.

The components of the vector E projected onto the Cartesian coordinate directions are:

Ex = Iρ

2πr2

x

r
,
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Ey = Iρ

2πr2

y

r
,

Ez = Iρ

2πr2

z

r
. (4.73)

We should note that in these expressions the vertical component of the electric field at the earth’s
surface is always zero. Physically, this means that no current will cross the earth’s surface to flow in
the upper half-space, the air. In looking at these equations, it can readily be determined that the electric
field is the derivative (with a minus sign) of the function:

U = Iρ/2πr. (4.74)

This formula states a fact which we will use extensively in the future, that the potential is inversely
proportional to the distance from the source if the earth is uniform.

It is worthwhile to compare this last formula for electric potential with one developed earlier for
a full space occupied by material with a uniform and isotropic resistivity, ρ (Eq. (4.48)). The two
formulas differ only by the factor 2. If, in Eq. (4.74), we use a current I/2 rather than the current I, the
two expressions are the same.

The physical explanation is straightforward. In the full space, the current I has twice the volume to
spread through in comparison with the half-space; and so the current density will be only half as great.

The mathematical concept of a point electrode, or source of current, as used above is an idealization.
In reality, the electric field is generated by current flowing between two electrode contacts, A and B ,
fed by batteries or some form of mechanical current generator. The electrodes driven into the earth
often have the form of a metal stake, rod, or pin. The fact that current is provided to the earth by
other than a point source is almost always ignored in developing the theory for DC electrical methods.
This assumption is rationalized by pointing out that if the separation between electrodes A and B

is very large compared to the dimensions of the electrodes themselves, the inaccuracy introduced by
considering the electrodes to behave as point sources is quite negligible. Only in very small-scale
electrical surveys, such as might be used in exploring archaeological sites at depths of a fraction of a
meter, will this assumption come into question.

It should be clearly understood that a single-pole current source is a mathematical abstraction, and
cannot be achieved in practice. Provision must be made for all current that flows into the ground to
be returned in some way to the energy source. This is done most simply by providing a current return
electrode, B , in contact with the earth. At least two electrode contacts are thus needed to carry out a DC
electrical survey, though more than two can be used so long as all the current supplied to the ground is
accounted for by return paths through other electrodes.

The use of two electrodes, A and B , to supply and recover current to the ground, at first appears
to complicate the pattern of current flow in the ground. In place of the simple radial pattern of current
flow lines as shown in Fig. 4.2, the flow pattern becomes curvilinear, beginning on one point electrode,
A, and ending on the other current electrode, B (Fig. 4.3). The flow lines appear to be circular (for
the uniform half-space under consideration), but in fact, each current flow filament is a segment of a
hypercircle.

What is the distribution of electric potential or electric field in a uniform isotropic half-space when
two current electrodes are used? Consider two current electrodes separated by a distance � on the
surface of that half-space, with a current I flowing into electrode A and a current −I flowing out of
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FIGURE 4.3

Flow of current between two source electrodes implanted in the surface of a uniform half-space. Each of the
solid lines separates regions within which one-tenth of the total current flows. The dashed lines are lines of
equal voltage.

electrode B . Let us place the origin of a Cartesian coordinate system at the point A. Again, the positive
z direction is downwards, and the x, y axes lie in the plane of the earth’s surface. However, in this
case, we can further specify that the x direction is along the line connecting electrodes A and B . Let
us consider an observation point M(x,y, z) located within the earth. Point M lies at a distance r1 from
the point A and at a distance r2 from point B . If we assume the earth to be a linear medium (which
our knowledge of physical properties suggests is true), electric currents will satisfy the principle of
superposition: the potential for two independent current sources will be the exact sum of the individual
potentials created by the two sources acting separately. In accord with this assumption of linearity of
the medium, the electric potential at the point P is

U(M) = UA(M) + UB(M), (4.75)

where UA(M) is the electric potential created at the point M by current from the source A, and UB(M)

is the electric potential created at the point M by the current from source B .

UA(M) = Iρ/2πr1,

UB(M) = −Iρ/2πr2. (4.76)

The total potential at point M is the simple sum of these two contributions:

U(M) = Iρ

2π

(
1

r1
− 1

r2

)
. (4.77)

Often, electric potentials are described with plots of equipotential lines or surfaces. An equipotential
line or surface is defined as the locus of all points at which the potential is a constant:

Iρ

2π

(
1

r1
− 1

r2

)
= constant.
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One important equipotential surface is that at which the electric potential is zero, which for a uni-
form earth and two source electrodes that provide equal currents of opposite sign to the medium, occurs
when r1 equals r2. The zero equipotential surface is a vertical plane perpendicular to the x axis and
situated halfway between the points A and B .

In an isotropic medium, the electric current vector is normal to any equipotential surface. On the
zero equipotential plane, the electric current is parallel to the x axis. Therefore, at points on this plane,
current density vectors are collinear with the x axis, and have but a single nonzero component jx : j =
(jx,0,0) and, from Ohm’s law,

jx = Ex/ρ,

which is a simple scalar equation.
In accord with an equation developed earlier (Eq. (4.41)), we can write

Ex = −∂U/∂x

and

jx = − 1

ρ

∂U

∂x
. (4.78)

Substituting the equation for electric potential (Eq. (4.77)) into this last expression, we have

jx = − I

2π

∂

∂x

(
1

r1
− 1

r2

)
. (4.79)

The two distances, r1 and r2, are

r1 = (x2 + y2 + z2)1/2; r2 = [(x − L)2 + y2 + z2]1/2,

where L is a distance between two source electrodes, A and B .
Substituting these distances in Eq. (4.79) and differentiating with respect to x, we have:

jx = I

2π

{
x

(x2 + y2 + x2)3/2
+ (x − L)

[(x − L)2 + y2 + z2]3/2

}
. (4.80)

In particular, at points on the equipotential plane P (with x = L/2), the current density is:

jx = IL

2π(L2/4 + y2 + z2)3/2
. (4.81)

We can analyze the current density along a vertical profile at the midpoint between electrodes A and B

by setting y = 0 in this last expression

jx(z) = IL

2π(L2/4 + z2)3/2
. (4.82)
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FIGURE 4.4

Plots of the normalized current density, jx(z)/jx(0), versus depth for various separations, L.

The ratio of the current density at some depth, z, to that at the surface, z = 0, is:

jx(z)

jx(0)
= 1

[1 + (2z/L)2]3/2
. (4.83)

The results of such an analysis are shown graphically in Fig. 4.4 with profiles of the normalized
current density jx(z)/jx(0) for various separations, L. An important feature of these curves to be noted
is that for larger values of L, the amount of current density at a given depth increases. In particular,
these calculations have shown that in the case of a uniform half-space, half of the total current flows
above the depth z = L/2 = AB/2, and half flows below this depth. Because of this, the quantity AB/2
has become widely accepted as a measure of the distance of penetration of the current. We will use this
measure extensively in further considerations of the DC methods.

We will next examine cases in which the depth of the observation point M is large compared to the
separation L between the current electrodes A and B . In electrical exploration, such a closely spaced
pair of current sources is termed a current dipole. In discussing current dipole sources, we make use
of the vector from point A to point B , represented by the notation dl, and define the distance from the
dipole pair to the measurement point M in terms of a single radius vector, �r , from the electrode A. In
this new notation, the quantities r1 and r2 used previously become:

r1 = |r| = r, r2 = |r + dl|. (4.84)

Substituting Eq. (4.84) into Eq. (4.77), we obtain an expression for the electric potential generated by
a current dipole source:

UD(M) = UD(r) = Iρ

2π

(
1

|r| − 1

| r + dl |
)

= Iρ

2π

[(
1

|r| − 1

| r + dl |
)

/d�

]
d�. (4.85)
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If the length d� is sufficiently small in comparison with the distance r , the term in parentheses can be
taken to be approximately the derivative of 1/r with respect to d�:[(

1

|r| − 1

| r + dl |
)

/d�

]
≈ −∂(1/r)

∂�
. (4.86)

Replacing the term in brackets in Eq. (4.85) by the derivative, we have:

UD(r) = −∂(Iρ/2πr)

∂�
d� = −∂U(r)

∂�
d� = −grad U(r) · dl, (4.87)

where U(�r) is the expression for the electric potential due to a single pole source of current. Thus, the
potential for a dipole source is merely the derivative of the potential for a single-pole source taken in
the direction of the dipole axis.

Consider the gradient of the single-pole potential:

grad U(r) = − Iρ

2π

r
r3

.

The dipole potential can be written as:

UD(r) = Iρ

2πr2
[(r/r) · dl] = ρ

2πr2
[(r/r) · p], (4.88)

where the product Idl is the measure of the strength of the dipole source, and which is called the
current dipole moment, measured in units of ampere-meters:

p = Idl. (4.89)

Finally, we find the expression for the electric field due to a current dipole source at the surface of
a homogeneous isotropic medium by substituting Eq. (4.88) into Eq. (4.41):

ED(r) = −grad UD(r) = −grad
( ρ

2πr3

)
(r · p) − ρ

2πr3
grad (r · p)

= 3ρ

2πr3

r
r

[r
r

· p
]
− ρ

2πr3
p. (4.90)

4.2.7 DC POTENTIAL IN AN ANISOTROPIC EARTH
In Chapter 10, we shall see that an earth which is stratified on a fine scale can be considered to be
anisotropic. If we analyze the behavior of DC potential in a uniform anisotropic earth, we find that the
anisotropy has an important effect which must be recognized when the electrical geophysical method
is used. Consider that a current I is driven into a homogeneous but anisotropic earth through a point
electrode, A, at the origin of a Cartesian coordinate system. The earth is characterized by two values of
resistivity, ρ�, for horizontal current flow and ρtr for vertical current flow. At any point in the medium,
the current density vector has the components:

jx = Ex

ρ�

= − 1

ρ�

∂U

∂x
,
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jy = Ey

ρ�

= − 1

ρ�

∂U

∂y
,

jz = Ez

ρtr

= − 1

ρtr

∂U

∂z
. (4.91)

The usual requirement that the divergence of the current density vector is zero except at the elec-
trode A, must be met:

div j = ∂jx

∂x
+ ∂jy

∂y
+ ∂jz

∂z
= 1

ρ�

(
∂2U

∂x2
+ ∂2U

∂y2

)
+ 1

ρtr

∂2U

∂z2
= 0. (4.92)

This equation can be converted into the form of Laplace’s equation by a transformation of variables
which corresponds physically to stretching the anisotropic space into an isotropic space:

ξ = √
ρ�x,

η = √
ρ�y,

ζ = √
ρtrz. (4.93)

Once we have substituted the transformed coordinates for x, y, z, Eq. (4.92) takes the form of
Laplace’s equation when it is expressed in terms of spherical coordinates with R2 = ξ2 + η2 + ζ 2.
Inasmuch as the problem is symmetrical with respect to the two angular coordinates, the full form of
Laplace’s equation simplifies to

∂

∂R

(
R2 ∂U

∂R

)
= 0. (4.94)

Integrating once with respect to R, we have:

R2 ∂U

∂R
= C, (4.95)

where C is a constant of integration. Dividing both sides of this equation by R2, we have a form which
can be integrated again, yielding an expression for the potential, U :

U = −C

R
+ D.

The constant, D, can be evaluated by requiring that the potential at a great distance from the source
be zero; therefore, D must also be zero. The constant, C, is evaluated by considering the total current
flowing from the source electrode, A. The components of the current density vector are:

jx = − 1

ρ�

∂U

∂x
= −Cx

ρ
3/2
� (x2 + y2 + λ2z2)3/2

,

jy = − 1

ρ�

∂U

∂y
= −Cy

ρ
3/2
� (x2 + y2 + λ2z2)3/2

,
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jz = − 1

ρtr

∂U

∂z
= −Cz

ρ
3/2
� (x2 + y2 + λ2z2)3/2

, (4.96)

where λ2 = ρtr/ρ�. This is the definition of the coefficient of anisotropy used in Chapter 10. We now
see that the definition of this coefficient as the square root of the ratio of resistivities in the principal
directions in the medium is theoretically convenient. The magnitude of the current density vector is:

|j| = (j2
x + j2

y + j2
z )1/2 = | C | (x2 + y2 + z2)1/2

ρ
3/2
� (x2 + y2 + λ2z2)3/2

. (4.97)

The spherical and Cartesian coordinates are related as follows:

x2 + y2 = R2 sin 2θ, z2 = R2 cos 2θ.

The magnitude of the current density vector in spherical coordinates is

|j| = | C |
ρ

3/2
� R2[1 + (λ2 − 1) cos 2θ ]3/2

. (4.98)

Consider a hemisphere of radius R1 drawn around the current electrode, A. The current is every-
where normal to the surface of this hemisphere, so the total current can be found by integrating the
magnitude of the current density vector over the surface of the hemisphere:

I =
∫∫

S

|j|dS =
∫ 2π

0

∫ π/2

0
|j|R2 sin θ dθ dψ

=
∫ 2π

0

∫ π/2

0

| C | sin θ

ρ
3/2
� [1 + (λ2 − 1) cos 2θ ]3/2

dθ dψ. (4.99)

The integration with respect to ψ is straightforward:

I = 2π

∫ π/2

0

| C | sin θ

ρ
3/2
� [1 + (λ2 − 1) cos 2θ ]3/2

dθ. (4.100)

This integral is a tabulated form for α = cos θ :

I = 2π

∫ 1

0

| C |
ρ

3/2
�

[1 + (λ2 − 1)α2]−3/2dα = 2π | C |
ρ

3/2
� λ

. (4.101)

Solving this last expression for C and considering that, according to Eq. (4.97) C < 0, we can now
write the expression for potential as

U = Iλρ
3/2
�

2πρ
1/2
� (x2 + y2 + λ2z2)1/2

. (4.102)
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In an anisotropic medium, the potential, U , is inversely proportional to the distance from the current
source, but the constant of proportionality is a function of the angle θ . The equation for an equipotential
surface is:

x2 + y2 + λ2z2 =
(

2πU

Iλρ�

)−2

= constant. (4.103)

The equipotential surfaces described by this equation are ellipsoids of revolution.
If the potential were to be measured on the surface of the half-space at a distance, a, from the

current source, it will be found that

U = Iλρ�

2πa
. (4.104)

Let us now normalize this potential observed over an anisotropic earth by dividing it by the potential
that would have been measured over a homogeneous isotropic half-space with the resistivity ρ�:

U/Un = 2πa
U

Iρ�

= λ. (4.105)

The potential over a uniform anisotropic half-space is larger than the potential over a uniform isotropic
half-space by the factor, λ!

Consider that we drill a hole and measure the potential at a depth a from the source electrode on
the z axis. The measured potential will be:

U = Iρ�

2πa
, (4.106)

and the normalized potential is

U/Un = 2πa
U

Iρ�

= 1. (4.107)

The potential is proportional to the longitudinal resistivity of an anisotropic medium when the
electrode pair is placed transversely to the bedding, but is proportional to the quantity, λ when the
electrode pair is oriented longitudinally with respect to the axes of anisotropy. This phenomenon is
known as the paradox of anisotropy. It is of great importance in the interpretation of DC electrical
sounding surveys.

4.3 ELECTROMAGNETIC FIELD DIFFUSION IN CONDUCTIVE MEDIA
We obtain the form of the quasi-stationary equation that we use in practice by neglecting the effect of
displacement currents in Maxwell’s equations (that is, we drop the term ∂D/∂t), but we retain the term
representing electromagnetic induction (the term ∂B/∂t in Maxwell’s second equation):

curl H = σE, (4.108)
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curl E = −∂B/∂t, (4.109)

div B = 0, (4.110)

div E = − 1

σ
E · grad σ. (4.111)

In many of the applications of electrical prospecting we use electromagnetic fields which vary
relatively slowly in time. In such cases, we can neglect the terms involving the second derivatives with
respect to time in comparison with those involving the first derivative when we use the telegraphers’
equations (3.75) and (3.76). As a result, we arrive at diffusion equations:

∇2E − μσ∂E/∂t = 0, (4.112)

∇2H − μσ∂H/∂t = 0. (4.113)

Thus, we describe the propagation of electromagnetic fields into conductive media as electromag-
netic diffusion, or quasi-stationary behavior.

The quasi-stationary model of electromagnetic field behavior is characteristic of the majority of
techniques used in geoelectric exploration; it occurs under conditions in which the components of the
electromagnetic fields vary slowly enough that the second derivatives with respect to time in the field
equations (Eqs. (3.1)–(3.15)) can be ignored in comparison with the first derivatives. When this is done,
the equations for the electromagnetic field take the form

curl H = σE, (4.114)

curl E = −∂B/∂t. (4.115)

We should note here that the divergence conditions expressed in Eqs. (4.7) and (4.8) follow from
Eqs. (4.5) and (4.6) in the more general case, and so we do not need to include them here. We also note
that, with the exclusion of the terms with second derivatives in time, we no longer have a term including
the displacement vector D or the dielectric permeability ε, and so, we conclude that in the quasi-
stationary regime, electromagnetic fields are independent of the dielectric properties of the medium.

4.3.1 MONOCHROMATIC QUASI-STATIC EM FIELDS
Let us assume that the time dependence of an electromagnetic field is expressed by an exponential
multiplier, e−iωt . We then arrive at the following equations for the complex vector fields:

curl H = σE, (4.116)

curl E = iωμ0H. (4.117)

In this system of equations, each equation depends on both E and H; it will be much more con-
venient to deal mathematically with equations in which these two fields have been separated. This
separation is possible in a region D characterized by a constant electrical conductivity, σ , and a con-
stant magnetic permeability, μ. To separate the variables, we first perform the curl operation on both
sides of equations ((4.116) and (4.117)):

curl curl H = σ curl E,
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curl curl E = iωμ0 curl H. (4.118)

Substituting Eq. (4.116) into (4.118), we write:

curl curl H = iωμ0σH,

curl curl E = iωμ0σE. (4.119)

Making use of a vector identity (Eq. (4.57)) and the divergence conditions

div H = 0,

div E = 0, (4.120)

following from Eq. (4.117), we have

∇2H + iωμ0σH = 0,

∇2E + iωμ0σE = 0. (4.121)

We will now introduce an important notation in order to simplify the writing of further equations:

k2 = iωμ0σ, (4.122)

where k is called a wave number for reasons to be explained in the next paragraph. Using this notation,
Eq. (4.121) can be written in the form we will most generally use:

(∇2 + k2)H = 0,

(∇2 + k2)E = 0. (4.123)

These are the Helmholtz equations describing quasi-stationary electromagnetic field behavior. They
represent the separation of the variables E and H in Maxwell’s equations.

The wave number k defined above appears simple, but is a parameter of great importance in dealing
with the geophysical use of electromagnetic fields. It is a complex number:

k = (iωμ0σ)1/2 = (i)1/2(iωμ0σ)1/2. (4.124)

Using Euler’s formula, the square root of the imaginary number, i = (−1)1/2 can be shown to be:

√
i = (e(π/2)/i)1/2 = ±e(π/4)i = ±(1 + i)/

√
2.

By convention, we will accept the roots for which

Re(k) > 0, Im(k) > 0. (4.125)

That is,

k = e(π/4)i (ωμ0σ)1/2 = (1 + i)(ωμ0σ/2)1/2. (4.126)
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We will introduce another definition, λ:

(ωμ0σ/2)1/2 = 2π/λ, (4.127)

so that

k = (1 + i)2π/λ. (4.128)

Let us determine the physical dimensions of λ and k, recognizing that ω = 2πf = 2π/T , where
f is the temporal frequency in hertz (Hz), and T is the period of oscillation in seconds; that σ = 1/ρ,
where σ is measured in siemens per meter, and taking μ to be the magnetic permeability of free space,
μ0 = 4π × 10−7 ohm-seconds per meter:

λ = (107ρT )1/2. (4.129)

Thus, λ is measured in units of length (meters), while k is measured in inverse meters. We will
expand on the physical meaning of λ below.

4.3.2 PLANE ELECTROMAGNETIC WAVES IN A HOMOGENEOUS MEDIUM
Using the basic theory for quasi-stationary electromagnetic fields as developed above, we can now
examine one of the simplest yet most useful problems in electrical prospecting – the propagation of
planar electromagnetic waves in a homogeneous medium.

We are given a homogeneous and isotropic medium characterized by the properties σ and μ. We
will introduce a Cartesian coordinate system, x, y, z, with the z axis directed vertically downward. Let
there be a field H,E propagating in the medium with the field being harmonic in time, acting in the
quasi-stationary regime, and having the following properties.

• The vectors H and E are constant over any given horizontal plane:

E ≡ const,H ≡ const, for z = const. (4.130)

• The field attenuates with travel in the +z direction:

E,H → 0 as z → ∞. (4.131)

Let us investigate the properties of this field. In view of condition (4.130),

∂E
∂x

≡ ∂E
∂y

≡ ∂H
∂x

≡ ∂H
∂y

≡ 0. (4.132)

Eq. (4.132) defines a plane wave propagating in the ±z direction. For such a plane wave, the Laplace
operator gives:

∇2H = ∂2H/∂z2, ∇2E = ∂2E/∂z2. (4.133)
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That is, for the Helmholtz equations we have:

∂2H/∂z2 + k2H = 0, (4.134)

∂2E/∂z2 + k2E = 0. (4.135)

These are called the one-dimensional Helmholtz equations. Their solution is straightforward:

H = H+eikz + H−e−ikz, (4.136)

E = E+eikz + E−e−ikz, (4.137)

where H+, H−, E+, E− are arbitrary constant vectors, in general complex, which must still be deter-
mined. Let us examine the exponential terms eikz and e−ikz more carefully:

eikz = e−gzeigz, (4.138)

e−ikz = egze−igz, (4.139)

where g = 2π/λ = (ωμ0σ/2)1/2.
The imaginary exponential term in Eqs. (4.138) and (4.139) can be rewritten using Euler’s theorem:

e±igz = cos (gz) ± i sin (gz) . (4.140)

The imaginary exponential terms are band-limited in amplitude to the range ±1, while the real
exponential terms either approach 0, if the negative exponential is concerned, or ∞, if the positive
exponential is considered. The physical reality of our problems requires that any terms which become
large without limit at great depth in the earth (z → +∞) must be accompanied by a zero multiplier,
and so, we can set two of the arbitrary vector constants to zero for this reason:

H− = 0, E− = 0.

Our final result is:

H = H+eikz, E = E+eikz. (4.141)

It is probably necessary to take note of the fact that the procedure for setting the two arbitrary vector
constants, H− and E−, equal to zero is not general, but limited to the case of a totally uniform medium.
Physically, we expect an electromagnetic wave to attenuate in the direction in which it is propagating.
If there are boundaries in the medium which reflect a part of the incident field, in the more general
case, all four arbitrary vector constants, H± and E±, can be nonzero for given problems.

We can now express the components of the vectors H and E in Cartesian coordinates with basis
vectors dx , dy , dz. By so doing, we can rewrite the vector equation (4.141) as a set of scalar equations.
For example, for the magnetic field we have:

Hx = H+
x eikz, Hy = H+

y eikz, Hz = Hze
ikz;
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or, in more compact notation:

Hx(y,z) = H+
x(y,z)e

ikz. (4.142)

Similarly, we have for the electric field components

Ex(y,z) = E+
x(y,z)e

ikz. (4.143)

Differentiating Eqs. (4.142) and (4.143) with respect to z, we have

∂Hx(y,z)/∂z = ikHx(y,x),

∂Ex(y,z)/∂z = ikEx(y,z). (4.144)

From Eqs. (4.142) and (4.143) and from Maxwell’s equation (4.120), it follows that, for plane
waves traveling vertically downward in the medium, the vertical components of the field, Hz and Ez,
are zero. Furthermore, in view of Eq. (4.120) and Eq. (4.132), we have

∂Hz/∂z = 0, ∂Ez/∂z = 0. (4.145)

Substituting Eqs. (4.142) and (4.143) into (4.145) and considering that k �= 0, we find that, for our
vertically traveling plane wave,

Hz ≡ Ez ≡ 0.

Therefore, the field vectors in a vertically traveling plane wave lie in horizontal planes (see Fig. 4.5).
We will now examine Eqs. (4.142) and (4.143), which were developed above. First of all, let us

examine the physical nature of the fields Re(He−iωt ), Re(Ee−iωt ). Let us look at one component of
the magnetic field:

Re(Hxe
−iωt ) = Re(H+

x eikze−iωt ). (4.146)

We note that the vector constant, H+
x , is itself complex:

H+
x = Hx0e

iφx , (4.147)

where Hx0 = |H+
x | and φz = arg H+

x . Substituting (4.147) and (4.138) into (4.146), we find:

Re[Hxe
−iωt ] = Re

{
Hx0 e

igzeiφx e−gze−iωt
}

= Re
{
Hx0e

−gzei(φx+gz−ωt)
}

= Hx0e
−gz cos(φx + gz − ωt), (4.148)

where g = 2π/λ.
Let us designate

Hx0 e
−gz = a(z) (4.149)
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FIGURE 4.5

In a downward-traveling plane electromagnetic wave, the magnetic and electric vectors lie in horizontal planes.

as the amplitude of the field, and

φx + gz − ωt = �(z) (4.150)

as the phase of the field.
We see that at any instant in time, the amplitude of the field, Re(Hxe

−iωt ) varies with z cos-
inusoidally, but damped with an exponential attenuating factor. The amplitude of the field is also
characterized by a wave length given by λ = 2π/g (the precise definition of wave length will be given
below). The greater the wave length, the less rapidly the amplitude of the field component decays with
depth; conversely, the shorter the wave length, the more rapidly attenuation with depth takes place.
Thus, we can speak of the flow of the field and of a plane electromagnetic wave. However, it must be
remembered that in the quasi-stationary approximation, the electromagnetic field is described neither
by the telegraphers’ equations nor by the wave equations, but by the diffusion equation (Eqs. (4.112)
and (4.113)). The propagation of the field into the medium follows the diffusion law, and so the term
electromagnetic wave is somewhat misleading in this case.

We now specify some definitions.

Definition 30. The phase front of an electromagnetic wave is the surface formed by all points having
the same oscillatory phase.

In the case we have been examining, the equation for the phase front is given by:

�(z) = φx + gz − ωt = const.
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Hence

z = (ωt − φx + const)/g (4.151)

is the phase front of a plane wave propagating vertically in the earth. At any instant in time, t , the phase
front is a horizontal plane. This is another basis for calling the wave we have been examining a plane
wave, in addition to the property that H and E are constant over the phase front.

Definition 31. The phase velocity of propagation of an electromagnetic wave is the rate of movement
of the phase front.

The rate of movement of an electromagnetic wave is obtained by differentiating Eq. (4.151) with
respect to time, t :

v = ∂z/∂t = (ω/2π)λ = λ/T , (4.152)

with ω = 2π/T , and with T being the period of an oscillation. Let us recall that, in accord with
Eq. (4.129),

λ = (107ρT )1/2

and so

v = (107ρ/T )1/2. (4.153)

In this expression, ρ is measured in ohm-meters, T in seconds, and v in meters per second.
And so the velocity v is larger for higher values of resistivity and for shorter periods of wave oscilla-

tion. This specification of velocity indicates that the velocity can increase without limit as the resistivity
of a rock increases. In fact, however, we know that the speed of propagation of an electromagnetic field
cannot exceed the velocity of light, which is about 300,000 kilometers per second (3 × 108 meters per
second). This contradiction has arisen because we have considered a quasi-static model for electromag-
netic waves in which displacement currents have been ignored. However, for geophysical applications
in which measurements are carried out over comparatively small areas on the surface of the earth for
which the linear dimensions are insignificantly small with the wave length of an electromagnetic field,
the error caused by this simplification of the field behavior can be ignored.

Fig. 4.6 shows graphically the phase velocities for electromagnetic waves as a function of frequency
of oscillation and resistivity of the medium. For values of resistivities normally encountered in rocks,
and for the frequencies most often used in geophysical practice, the phase velocities are far lower than
the speed of light.

Definition 32. The wave length of an electromagnetic wave is the distance between wave fronts which
are separated in time by one period of oscillation.

The usual definition of wave length applies here; it is the product of phase velocity and oscillatory
period:

λ = vT = (107ρT )1/2. (4.154)
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FIGURE 4.6

Phase velocities of electromagnetic waves traveling through a medium with uniform resistivity.

This confirms our earlier speculation that the parameter λ is in fact a wave length.
A concept of extreme importance in the theory of electrical exploration with electromagnetic fields

is that of the depth of penetration of the electromagnetic field into the earth. By convention, this has
been taken to be a skin depth.

Definition 33. The skin depth for an electromagnetic field propagating in a conductive earth is the dis-
tance over which the amplitude of the wave, a(z) has been reduced by the factor 1/e = 0.3678794411.

The skin depth will be characterized by the symbol δe . Its algebraic definition is:

a(z)/a(z + δe) = e1. (4.155)

By substituting Eq. (4.149) in Eq. (4.155), we can write:

e2πδe/λ = e.

Converting this equation to the domain of logarithms (a Napierian transform), we can write:

δe = λ/2π ≈ 0.159λ. (4.156)

Or, in terms of Eq. (4.154),

δe = (107ρT/4π2)1/2 ≈ 0.159(107ρT )1/2. (4.157)

The dimension of skin depth is length.
Let us now examine Eq. (4.157) more closely. We see that the depth of penetration of an electro-

magnetic field is greater for larger values of resistivity, ρ. In an insulating material δe tends to become
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infinite; that is, the field propagates to great distances with practically no attenuation. On the other
hand, in highly conductive rock, δe tends to zero. This factor, in particular, leads to the phenomenon of
screening of electromagnetic fields (as, for example, radio waves) by metallic conductors.

These physical phenomena can be explained heuristically as follows. As an electromagnetic field
penetrates a conductor, its energy is expended on the “vibration” of free electrical charge carriers
present in the conductor. The vibrations excited by the electromagnetic field represent conversion of
the energy of the electromagnetic field to heat. Obviously, the conversion of electromagnetic energy
to vibrational energy is greater when the number of free charge carriers in the medium is greater.
As a result, the field in a conductor loses energy rapidly as it travels, and is attenuated. When an
electromagnetic field travels into an extensive conductor, its energy is almost entirely lost in a zone
near the entry surface; this zone is like a skin protecting the interior of the conductor from penetration
by the electromagnetic field, and hence, the name skin effect.

In an insulator, there are no free charge carriers to vibrate and extract energy from the electromag-
netic field, and so in such materials, the field can propagate to great distances.

An important consequence of formula (4.157) lies in the fact that the depth of penetration of a field
depends on the period of oscillation, T , (or, if you wish, on frequency, ω). The longer the period of
the oscillation, or the lower the frequency, the further will the field penetrate into a conductive earth.
This particular behavior of an electromagnetic field is used to control the depth of penetration when a
sounding of the earth is to be made. Progressively greater penetration can be obtained if measurements
are made with a series of progressively lower frequencies. This procedure is the basis for the frequency
sounding methods used widely in electromagnetic geophysics.

4.3.3 ELECTROMAGNETIC POTENTIALS
We have demonstrated in the first section of Chapter 3 that every forth field, F , which is a linear
combination of the magnetic flux and electric voltage,

F = B·d� + (E·dr) ∧ dt,

can be expressed using the electromagnetic potentials (see Eqs. (3.26) and (3.27)).
A similar result could be obtained directly from Eqs. (4.116) and (4.117) of a monochromatic

quasi-static EM field in a homogeneous isotropic medium. In view of Eq. (4.120), the magnetic field
H is solenoidal (the magnetic flux lines flow along closed paths) and can be written as

H = curl A, (4.158)

where the auxiliary field quantity A bears the name electromagnetic vector potential.1

Substituting Eq. (4.158) into Eq. (4.117), we have:

curl E = iωμ0curl A,

1In this section, for simplicity, we use the same notation, A, for the vector potential, as in Chapters 2 and 3. However, note, that
in the previous chapters the electromagnetic vector potential was introduced for magnetic induction field B, while in this section
we consider a vector potential for vector magnetic field H.
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curl (E − iωμ0A) = 0.

Because the term in parentheses above has a curl of zero, it can be written as the gradient of some
scalar function, U , which is named the scalar electromagnetic potential:

E − iωμ0A = −grad U,

and so

E = iωμ0A − grad U. (4.159)

Next, we rewrite the first of Maxwell’s equations (Eq. (4.116)) in terms of these electromagnetic
potentials:

curl curlA = iωμ0σA − σ grad U,

or, using the vector identity given earlier in Eq. (4.57) and the definition of Eq. (4.122):

∇2A + k2A = grad (div A + σU). (4.160)

In Chapter 2 we have proved a uniqueness Theorem 18 of determining the vector field by its curl and
divergence. We should note, however, that, while we have determined the curl of the vector potential
in Eq. (4.158), the divergence of this potential remains undetermined. We can arbitrarily specify that:

div A = −σU. (4.161)

Other convenient specifications for the divergence can be conceived; the gauge defined by
Eq. (4.161) is known as the Lorentz gauge. With use of this gauge condition, Eq. (4.160) can be rewrit-
ten in the form of a Helmholtz equation:

∇2A + k2A = 0. (4.162)

Substituting Eq. (4.159) into Eq. (4.120) and considering Eq. (4.161), we can write an analogous
equation for the scalar potential:

∇2U + k2U = 0. (4.163)

In summary, we have transformed a problem requiring the solution for six unknown variables (the
six scalar components of the vectors E and H) to a problem requiring the solution for four unknown
variables (the three scalar components of the vector potential A and the single variable, the scalar
potential U ). This reduction in the number of variables allows us in many cases, as we will see below,
to markedly simplify the solution of problems in electrodynamics.

4.3.4 QUASI-STATIONARY FIELD OF A DIPOLE SOURCE IN A HOMOGENEOUS
MEDIUM

The utility of electromagnetic potentials can be demonstrated using as an example determination of
the field from a dipole source energized with an oscillatory electric current illuminating an isotropic
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FIGURE 4.7

Current dipole in a homogeneous medium. The length, dl, is physically short. The dipole is energized with a
current I , providing a dipole moment, Idl. The magnetic field, H, is concentric with the direction of the wire.

homogeneous medium. We suppose that a dipole of length d� is located at the origin of a Cartesian
coordinate system, and directed along an arbitrarily directed unit vector d (see Fig. 4.7). The dipole is
driven with a current that varies harmonically in time, I = I0e

−iωt , with I0 = const being the ampli-
tude of the current to the dipole. The properties of the medium σ and μ0 are constant and known. We
are required to determine the electromagnetic field E and H at every point in the medium surrounding
the dipole source.

Initially, we will treat the simple case in which the frequency of the current driving the dipole is
zero. According to the Biot-Savart law (Eq. (4.70)), the magnetic field of a dipole driven by constant
current and observed at a point defined by the radius vector r is:

H0(r) = (p × r)/4πr3, (4.164)

where p is the current moment of the dipole, defined as

p = pd = I0d�d. (4.165)

It is not difficult to decide that the vector potential A0 for a constant magnetic field H0 is:

A0 = p/4πr. (4.166)

To verify that this is correct, we can apply the curl operation to A0, using the rule for differentiating
the product of a scalar, f (r), and a vector, F(r), functions:

curl [f (r)F(r)] = [grad f (r) × F(r)] + f (r) curl F(r). (4.167)

Applying this,

curl A0(r) = 1

4π
curl (p/r) = 1

4π
grad

1

r
× p

= [p × r]/4πr3 = H0(r).
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Let us turn now to the more general case in which ω �= 0. Using the results from Eqs. (4.158),
(4.159), and (4.161) for an electromagnetic field about a dipole excited with a time-varying current, we
can write the expressions for magnetic and electric fields using the vector potential A:

H = curl A,

E = iωμ0A + (1/σ)grad div A, (4.168)

where A satisfies the Helmholtz equation.
We write Eq. (4.162) in a spherical set of coordinates (r,φ, θ) with its origin coincident with the

origin of the Cartesian system used earlier:

1

r2

∂

∂r

(
r2 ∂A

∂r

)
+ 1

r2sin θ

∂

∂θ

(
sin θ

∂A
∂θ

)
+ 1

r2sin2θ

∂2A
∂φ2

+ k2A = 0. (4.169)

As always, we must find a solution to this equation which tends to zero at infinity and which
matches A0 at ω = o. We note that in accord with Eq. (4.166), the potential for a constant dipole A0 is
characterized by spherical symmetry, and so we expect the solution of Eq. (4.169) to fall in the class of
spherically symmetric functions. With such symmetry, the derivatives with respect to the coordinates
θ and φ in Eq. (4.169) disappear, and we have only

1

r2

∂

∂r

(
r2 ∂A

∂r

)
+ k2A = 0. (4.170)

The left-hand part of this equation can be transformed to be an exact differential:

1

r

[
1

r

∂

∂r

(
r2 ∂A

∂r

)]
= 1

r

[
2
∂A
∂r

+ r
∂2A
∂r2

]
= 1

r

∂2

∂r2
(rA).

Consequently, Eq. (4.170) can be written as:

∂2

∂r2
(rA) + k2rA = 0. (4.171)

The general solution to Eq. (4.171) is:

rA = c1e
ikr + c2e

−ikr , (4.172)

where c1 and c2 are undetermined vector constants.
Remembering that we have accepted the convention that Im(k) > 0, the exponential term eikr

tends to zero as r → ∞, while the exponential term e−ikr becomes large without limit as r increases.
Consequently, physical reality requires that c2 be zero. So

A(r) = c1e
ikr/r. (4.173)

We evaluate the other unknown vector constant by using the limit condition as ω → 0. In accord
with Eq. (4.166),

lim
ω→0

A(r) = c1
1

r
= A0(r) = p

4πr
, (4.174)
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so that

c1 = p/4π. (4.175)

Substituting (4.175) into (4.173), we obtain the result:

A(r) = eikr

4πr
p. (4.176)

This equation specifies the vector potential for an electromagnetic field excited by a time-varying
current dipole in an infinite homogeneous isotropic medium. By substituting this vector potential in
Eq. (4.168), we find the vector fields E and H:

H(r) = 1

4π
curl

(
eikr

r
p
)

, (4.177)

E(r) = iωμ0

4π

eikr

r
p + 1

4πσ
grad div

(
eikr

r
p
)

. (4.178)

In carrying out the curl operation in Eq. (4.177), we make use of Eq. (4.167):

curl

(
eikr

r
p
)

= grad
eikr

r
× p, (4.179)

while in carrying out the divergence operation on Eq. (4.178), we make use of the vector identity for
divergence of the product of a scalar and vector function,

div[f (r) · F(r)] = grad f (r) · F(r) + f (r) div F(r), (4.180)

and so

div

(
eikr

r
p
)

= grad

(
eikr

r

)
· p. (4.181)

In turn, the gradient term in this last equation is:

grad

(
eikr

r

)
= ∂

∂r

(
eikr

r

)
grad r = −eikr (1 − ikr)r

r3
. (4.182)

Substituting this result in Eqs. (4.179) and (4.181), and taking Eq. (4.177) into account, we can
write:

H(r) = eikr

4πr3
(1 − ikr)[p × r], (4.183)

E(r) = iωμ0

4π

eikr

r
p − 1

4πσ
grad

(
eikr (1 − ikr)

r3
p · r

)
. (4.184)
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We can expand these expressions algebraically as follows:

grad

(
eikr (1 − ikr)

r3
p · r

)
= grad

(
eikr (1 − ikr)

r3

)
(p · r) + eikr (1 − ikr)

r3
grad (p · r)

= −eikr (3 − 3ikr − k2r2)

r3

(
p · r

r

) r
r

+ eikr (1 − ikr)

r3
p. (4.185)

Substituting Eq. (4.185) in Eq. (4.184), and taking Eq. (4.122) into consideration, our result is:

E(r) = − eikr

4πσr3
(1 − ikr − k2r2)p + eikr

4πσr3
(3 − 3ikr − k2r2)

(p · r
r

) r
r
. (4.186)

In summary, Eqs. (4.183) and (4.186) are the solutions to the stated problem, that of determining
the electromagnetic field vectors about a current dipole source.

4.3.5 SPHERICAL ELECTROMAGNETIC WAVES
Let us examine the solution which was determined in the last section a bit more closely. First of all,
we note that the vector potential A described in Eq. (4.176) has spherical symmetry; that is, the value
of the potential depends only on the distance, r , from the dipole source, even though the dipole has a
direction specified by the dipole moment p. Moreover, the magnetic field H is orthogonal to the vectors
p and r at every point in the medium. This last property arises simply because the scalar product of the
vector [p × r] with either the vector p or the vector r is zero. Geometrically this means that if we draw
a sphere with radius r around the origin and construct a plane T tangent to the sphere at some point M ,
the vector field H lies in the plane T (Fig. 4.8). More exactly, the vector H is directed along the line of
intersection of the plane T and a plane N passing through the point M and orthogonal to the moment
vector p of the current dipole.

Next, let us examine the orientation of the vector E for the electric field. To do this, we will resolve
the current moment of the source, p into two components, one radial, pr , and the other tangential, pτ ,
parallel to the plane T :

p = pr + pτ , (4.187)

where

pr =
(p · r

r

) r
r
, (4.188)

pτ =p −
(p · r

r

) r
r
. (4.189)

Substituting these two definitions in Eq. (4.186), we have:

E(r) = − eikr

4πσr3
(1 − ikr − k2r2)pτ + eikr

2πσr3
(1 − ikr)pr

= Eτ (r) + Er (r), (4.190)
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FIGURE 4.8

Geometrical representation of a spherical electromagnetic wave.

where Eτ (r) is the tangential component of the electric field, which lies in the plane T :

Eτ (r) = − eikr

4πσr3
(1 − ikr − k2r2)pτ , (4.191)

and Er (r) is the radial component of the electric field lying along the radius vector:

Er (r) = eikr

2πσr3
(1 − ikr)pr . (4.192)

It is important to note that, in an isotropic material, the component Eτ is always orthogonal to the
magnetic field H. In this respect, in view of (4.189), we have:

[p × r] · pτ = [p × r] · {p − (p · r/r)r/r}
= [p × r] · p − [p × r] · r/r(p · r/r) = 0.

Hence, we find

H(r) · Eτ (r) = 0. (4.193)

In summary, the vectors H and Eτ lie in a reference plane T and are mutually orthogonal, as
indicated in Fig. 4.8. This is the general structure of the electromagnetic field of a dipole source.
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However, it must be stressed that all the ideas that have been developed apply to the real parts of a
field, Re(He−iωt ) and Re(Ee−iωt ), and not to the complex vectors characterizing the field. Only the
real part has any physical significance.

Next, let us examine the real part of the vector potential:

Re(Ae−iωt ) = p
4πr

Re(e(ikr−iωt))

= p
4πr

e−gr · Re[ei(gr−ωt)]
= p

4πr
e−gr cos(gr − ωt). (4.194)

Here a(r) = p
4πr

e−gr is the amplitude of the vector potential, and �(r) = 2πr/λ − ωt is its phase.
We will find the phase fronts for the field from a current dipole, as was done earlier for a plane

wave. The phase front is a surface formed from all points at which the phase has the same value:

�(r) = 2πr/λ − ωt = const,

and so

r = (ωt + const)λ/2π. (4.195)

We see that, at any instant t , the phase fronts for a dipole field are spherical surfaces centered on
the origin. An electromagnetic field of this form is called a spherical electromagnetic wave.

We can also use the travel time for such phase fronts to determine the speed of propagation of a
spherical wave:

v = dr/dt = λ/T = (107ρ/T )1/2. (4.196)

The velocity of a spherical electromagnetic wave is the same as that of a plane wave! Consequently,
the wave length of a spherical wave is also the same as that of a plane wave.

We should have noticed by now that the product kr has appeared repeatedly in these developments.
We shall designate the modulus of this product, after division by the constant 2

√
2π , the electrical

distance, rλ:

rλ = |kr|
2
√

2π
= |1 + i|√

2
r/λ = r/λ.

The electrical distance is dimensionless. Depending on the size of the electrical distance, rλ, we
recognize three intervals of particular interest:

• The near zone, defined as

|kr| 
 1 or r 
 λ.

• The intermediate zone, in which |kr| has values of the order of unity,
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|kr| ∼ 1 or r ∼ λ.

• The far zone, in which

|kr| 	 1 or r 	 λ.

First of all, we note that in the intermediate zone, the electromagnetic field of a dipole is described
by the full expressions, Eqs. (4.183), (4.191), and (4.192). In contrast, in the near zone, we can make
an approximation as |kr| → 0 in each of these equations:

H(r) = Hτ (r) = 1

4πr3
[p × r], (4.197)

Eτ (r) = − 1

4πσr3
pτ , (4.198)

Er (r) = 1

2πσr3
pr . (4.199)

In the near zone, the electromagnetic field created by a dipole driven with a time-varying current is
formally the same as the field of a constant current dipole.

In the far zone, where |kr| is large, within each of the brackets in Eqs. (4.183), (4.191), and (4.192),
we need retain only the terms with the highest powers of kr :

H(r) = Hτ (r) = −ik
eikr

4πr2
[p × r], (4.200)

Eτ (r) = k2 eikr

4πσr
pτ = iωμ0

4π

eikr

r
pτ , (4.201)

E(r) = −ik
eikr

2πσr2
pr . (4.202)

We see from these equations that in the far zone, the radial component of the electric field decreases
more rapidly with distance than does the tangential component, and so, at large distances, the radial
component can be ignored. As a consequence, we can say that a spherical electromagnetic field at great
distances from the source has but two components, one magnetic and one electric, which are orthogonal
to one another and to the radius vector from the source. This behavior corresponds to the behavior of a
plane wave. Distances at which this behavior is exhibited are often said to lie in the wave zone.

4.4 ELECTROMAGNETIC WAVES
The main power of Maxwell’s equations is manifested by the fact that these equations allow us to eval-
uate the field behavior at some distant area in a later time if we know the field in the given moment
in some vicinity of the point of observations. Let us consider, for example, a simple idealized exper-
iment with a small, electrically charged sphere, located in the free space. We assume that this sphere
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oscillates harmonically under the influence of some external force. The oscillations of the charges dis-
tributed over the sphere produce a variable electric field. This field generates a variable magnetic field,
which in its turn, generates a variable electric field propagating away from the sphere, etc. We have
established in the previous chapter that the propagation of the electromagnetic field is accompanied by
the energy flow. In our experiment, the oscillating charge radiates some energy which propagates in the
space with some velocity. This process is typical for the wave phenomenon.

Let us study the propagation of fields in insulating media using Maxwell’s equations. When σ = 0,
the telegraphers’ equations (3.75) and (3.76) can be written as follows:

∇2E − με∂2E/∂t2 = 0, (4.203)

∇2H − με∂2H/∂t2 = 0. (4.204)

These equations are called wave equations. They describe the nature of electromagnetic wave prop-
agation in nonconducting media. Any variation of the electric field generates the magnetic field; any
variation of this magnetic field generates the electric field; etc. This field carries the energy and propa-
gates in the space with the specific speed v determined, according to Eqs. (4.203) and (4.204), by the
formula:

v = 1√
με

. (4.205)

It can be demonstrated based on Maxwell’s equations that the vectors of electric and magnetic
fields always lay in the plane perpendicular to the direction of the field propagation. Therefore, the
corresponding electromagnetic wave is a transverse or shear wave. Moreover, if we substitute the ex-
pression for the magnetic permeability (μ0 = 4π × 10−7 henries per meter) and the dielectric constant
(ε0 = 8.854 × 10−12 farads per meter) for a free space in formula (4.205), we will find immediately
that the speed of electromagnetic wave propagation is equal to the speed of light, c:

v0 = c = 300,000 km/s.

This fact illustrates another genuine idea of Maxwell that the light is just an electromagnetic field
propagation!

In the conclusion of this chapter we should note that there is a significant difference between the
physics of the EM field propagation in the cases of the wave and diffusion equations. We can easily ex-
plain the nature of this difference for the model with a point δ-pulse source located in the homogeneous
full space.

In the first case, the wave equation, there exists a sharp impulsive wavefront, traveling with some
velocity c in the medium from the EM source location and passing across the point M located at a
distance r from the source at the moment t = r/c. The magnitude of the EM wavefield is equal to zero
at the point M prior to arrival of the wavefront and thereafter.

In the second case, the diffusion equation, the magnitude of the EM field excited by the impulsive
δ-pulse source in every observational point M is about zero at early time, t → 0, and then increases
monotonically everywhere in the space, goes through the maximum in the different time moments
for the different observation points, and decreases, being completely attenuated only as t → ∞. In
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other words, the diffusive EM field does not have a wavefront, it propagates instantly within the entire
space. However, the time when the field reaches the maximum, depends on the distance to the source.
The time it takes for the maximum to develop at a given distance can be used to define an apparent
speed of the diffusive EM field propagation. We address this question in more details in Chapter 9 on
electromagnetic migration.
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FIGURE 5.1

A model of a plane electromagnetic wave in a horizontally stratified medium. The electromagnetic field is
excited in the earth by a downward-traveling plane electromagnetic wave.

horizontal layers of the earth’s crust and upper mantle. This model is important in studying horizontally
inhomogeneous geoelectrical structures as well. Indeed, a horizontally layered model can serve as a
convenient background model for domains with anomalous conductivity distribution. In this chapter
we will present the methods of the EM field calculation in horizontally layered models and conduct
an analysis of the basic properties of this field. We will begin our analysis with the simplest case of a
plane EM wave propagation in a layered formation.

5.1 PLANE WAVE PROPAGATION IN A LAYERED EARTH
A plane electromagnetic wave represents one of the fundamental models of an electromagnetic field
used in geophysics. The advantage of this model is two-fold. On the one hand, the plane wave is the
simplest possible model of electromagnetic field propagation. It is easy to obtain analytical solutions
describing the propagation of a plane wave in layered media. On the other hand, this model represents
a very good approximation of a natural electromagnetic field observed in magnetotelluric methods. In
this section we will investigate the main properties of plane electromagnetic field propagation within
horizontally layered formations.

5.1.1 PLANE ELECTROMAGNETIC WAVE IN A HORIZONTALLY STRATIFIED MEDIUM
Let us now consider the laws governing the travel of a plane electromagnetic wave into a flat earth built
from a set of horizontal layers. In our examination of the problem as set up, we make use of a coordinate
system with z = 0 at the boundary between the atmosphere and the solid earth (Fig. 5.1). The earth
consists of N layers, each with a uniform conductivity, σi , and of a thickness, di . A monochromatic
(single-frequency) quasi-stationary electromagnetic field is vertically incident on the earth, which we



5.1 PLANE WAVE PROPAGATION IN A LAYERED EARTH 135

will see, is a very good approximation in magnetotelluric problem. We will assume that the magnetic
permeability is that of free space everywhere.

Referring to the results obtained earlier in Chapter 4, within each of the uniform layers, the vector
electric and magnetic fields comprising a plane electromagnetic wave do satisfy the one-dimensional
Helmholtz equations

∂2H/∂z2 + k2
j H = 0,

∂2E/∂z2 + k2
j E = 0, (5.1)

for zj−1 + 0 ≤ z ≤ zj − 0, and where, as usual, k2
j = iωμ0σj is the wave number for the layer with

index j , and zj =∑j

1 di is the depth to the top of the layer with index j .
Solutions to these equations can be written as:

H(z) = H+
j eikj z + H−

j e−ikj z,

E(z) = E+
j eikj z + E−

j e−ikj z, (5.2)

where H+
j , H−

j , E+
j , E−

j , j = 1,2, ...,N are arbitrary vector constants.
Recall from Chapter 4 that electromagnetic field vectors in a plane wave will always lie in horizontal

planes. Because of this, the vectors E and H will have null components in the z direction:

E = (Ex,Ey,0), H = (Hx,Hy,0).

As an example, the horizontal components of the electric field in layer j are written as:

Ex(z) = E+
xj

eikj z + E−
xj

e−ikj z,

Ey(z) = E+
yj

eikj z + E−
yj

e−ikj z, (5.3)

where zj−1 + 0 ≤ z ≤ zj − 0 for all values of z within the layer j or on its bounding surfaces.
We now write the second of Maxwell’s equations for plane electromagnetic waves, using the matrix

representation of the term curl E:⎡
⎣ dx dy dz

∂/∂x ∂/∂y ∂/∂z

Ex Ey 0

⎤
⎦= iωμ0(Hxdx + Hydy), (5.4)

where dx , dy , dz are unit vectors along the directions of a set of Cartesian coordinates.
Another property of plane waves is that the field components lying in the plane are instantaneously

equal over the entire xy plane; therefore, the spatial derivatives with respect to these coordinates are
zero: ⎡

⎣ dx dy dz

0 0 ∂/∂z

Ex Ey 0

⎤
⎦= iωμ0(Hxdx + Hydy), (5.5)

where the differentiations are complete instead of partial, there being only one independent variable, z.
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Expanding the matrix equation to obtain simpler algebraic equations, we arrive at the set:

Hx = − 1

iωμ0

dEy

dz
, (5.6)

Hy = 1

iωμ0

dEx

dz
. (5.7)

With appropriate substitution from the set (5.3) into the set (5.6) and (5.7), we have

Hx(z) = − kj

ωμ0
(E+

yj
eikj z − E−

yj
e−ikj z), (5.8)

Hy(z) = kj

ωμ0
(E+

xj
eikj z − E−

xj
e−ikj z), (5.9)

remembering, that these equations are valid only within the limits of the layer with the index j . Note
that the magnetic field in each layer contains the same arbitrary constants as do the expressions for the
electric field components.

Let us introduce the wave impedance, defined as:

Zxy = Ex(z)/Hy(z), (5.10)

Zyx = −Ey(z)/Hx(z), (5.11)

where Z is the ratio of an electric to a magnetic field, which has the dimensions of volts per ampere,
or ohms.

The next step is to relate the tensor wave impedance to the character of the geoelectric structure of
the earth. This is done by substituting the equations of set (5.3) and (5.9) into Eq. (5.10):

Zxy(z) = ωμ0

kj

E+
xj

eikj z + E−
xj

e−ikj z

E+
xj

eikj z − E−
xj

e−ikj z
. (5.12)

Remember, the impedance expression is valid only within each layer having the subscript j . This
expression can be made more tractable if the numerator and denominator are divided by the factor
(E+

xj
E−

xj
)1/2:

Zxy = ωμ0

kj

(E+
xj

/E−
xj

)1/2eikj z + (E−
xj

/E+
xj

)1/2e−ikj z

(E+
xj

/E−
xj

)1/2eikj z − (E−
xj

/E+
xj

)1/2e−ikj z
. (5.13)

If we introduce the notation,

qj = − ln(E+
xj /E

−
xj )

1/2,

the wave impedance equation becomes:

Zxy(z) = ωμ0

kj

e(ikj z−qj ) + e−(ikj z−qj )

e(ikj z−qj ) − e−(ikj z−qj )

= ωμ0

kj

coth (ikj z − qj ), (5.14)

for zj−1 + 0 ≤ z ≤ zj − 0.
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By this trickery, we have reduced the two arbitrary constants for each layer, to a single arbitrary
constant, q , for each layer. This set of constants is evaluated using boundary conditions at the bound-
aries between each layer. The horizontal components of the electric and magnetic fields are continuous
across the boundaries between layers, as was pointed out in Chapter 3. Therefore, the wave impedance
is also continuous across the surfaces between layers:

Zxy(zj − 0) = Zxy(zj + 0). (5.15)

Substituting the left-hand term from this equation into Eq. (5.14):

ωμ0

kj

coth (ikjzj − qj) = Zxy(zj + 0),

and hence

qj = ikj zj − coth−1
[

kj

ωμ0
Zxy(zj + 0)

]
. (5.16)

Substituting this newly found value for qj in Eq. (5.14) and substituting the z coordinate z =
zj−1 + 0, we obtain:

Zxy(zj−1 + 0) = −ωμ0

kj

coth

{
ikjdj − coth−1

[
kj

ωμ0
Zxy(zj + 0)

]}
. (5.17)

This equation comprises a recursive relationship tying the wave impedance from layer j + 1 to the
wave impedance in layer j . This recursive procedure can be used to expand the expression for wave
impedance at the earth’s surface (where we can measure it physically) through any number of layers,
removing the arbitrary constants, qj , one by one:

for j = 1,

Zxy(+0) = −ωμ0

k1
coth

{
ik1d1 − coth−1

(
k1

ωμ0
Zxy(z1 + 0)

)}
,

for j = 2,

Zxy(z1 + 0) = −ωμ0

k2
coth

{
ik2d2 − coth−1

(
k2

ωμ0
Zxy(z2 + 0)

)}
,

.

.

.
for j = N − 2,

Zxy(zN−3) = − ωμ0

kN−2
coth

{
ikN−2dN−2 − coth−1

(
kN−2

ωμ0
Zxy(zN−2 + 0)

)}
,

for j = N − 1,

Zxy(zN−2) = − ωμ0

kN−1
coth

{
ikN−1dN−1 − coth−1

(
kN−1

ωμ0
Zxy(zN−1 + 0)

)}
. (5.18)
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It is only reasonable to expect that, as the electromagnetic energy penetrates deeper and deeper into
the earth, the energy contained in it attenuates through conversion to heat, and ultimately, at very great
distances, the field strengths will reduce to very low values, disappearing at infinite depth. Therefore,
in the bottom layer, there can be no terms with positive exponentials. Therefore, in the layer with
conductivity σN , we need only retain the exponential terms with decaying exponents:

Ex(z) = E+
xN

eikN z,

Ey(z) = E+
yN

eikN z, for zn−1 + 0 ≤ z ≤ +∞, (5.19)

because, in accord with Eq. (4.125), Im(kn) > 0. Hence, from (5.6) and (5.7),

Hx(z) = − kN

ωμ0
E+

yNeikN z,

Hy(z) = kN

ωμ0
E+

xNeikN z. (5.20)

Consequently, the impedances Zxy and Zyx in the layer with index N are:

Zxy(z) = Ex(z)/Hy(z) = ωμ0

kN

,

Zyx(z) = −Ey(z)/Hx(z) = ωμ0

kN

, (5.21)

for zN−1 + 0 ≤ z ≤ ∞.
In particular, immediately below the top of the last layer, (z = zN−1 + 0) and:

Zxy(zN−1 + 0) = ωμ0

kN

. (5.22)

Substituting Eq. (5.22) into Eq. (5.18), we finally arrive at an expression for the impedance at the
surface of the earth:

Zxy(+0) = ωμ0

k1
RN, (5.23)

where RN is the layered-earth correction factor for the plane wave impedance for the layered medium
as a whole:

RN = coth

{
−ik1d1 + coth−1

[
k1

k2
coth

(
−ik2d2 + coth−1(

k2

k3
coth (−ik3d3+ ...

+ coth−1 kN−1

kN

...

))]}
. (5.24)

By using the identity

coth (x + coth−1y) ≡ tanh(x + tanh−1y),
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we can write an alternative formula for the impedance:

RN = tanh

{
−ik1d1 + tanh−1

[
k1

k2
tanh

(
−ik2d2 + tanh−1(

k2

k3
tanh (−ik3d3 + ...

+ tanh−1
[
kN−1

kN

......

]))]}
. (5.25)

We should note that, conversion of the exponential functions to hyperbolic functions has resulted
in a compact notation for impedance, but in practice it is awkward to use these formulas in calculating
impedances. A much easier algorithm to program for digital computations is obtained if the layered-
earth correction function is expressed in terms of the exponential functions (Keller and Frischknecht,
1966; Zhdanov and Keller, 1994). Replacing the hyperbolic functions in this last equation with their
definitions as sums and differences of exponentials, we arrive at a single algorithm for the layered earth
correction factor for plane wave impedance:

for j = 1,

RN(+0) = 1

k1

1 − Kae
−2k1d1

1 + Kae−2k1d1
,

Ka =
ρ2k1
ρ1

R(z1 + 0) − 1
ρ2k1
ρ1

R(z1 + 0) + 1
;

for j = 2,

RN(z2 + 0) = 1

k2

1 − Kae
−2k2d2

1 + Kae−2k2d2
,

Ka =
ρ3k2
ρ2

R(z2 + 0) − 1
ρ3k2
ρ2

R(z2 + 0) + 1
;

·
·
·
for j = N − 2,

RN(zN−2 + 0) = 1

kN−2

1 − Kae
−2kN−2dN−2

1 + Kae−2kN−2dN−2
,

Ka =
ρN−1kN−2

ρN−2
R(zN−2 + 0) − 1

ρN−1kN−2
ρN−2

R(zN−2 + 0) + 1
;

for j = N − 1,

R(zN−1 + 0) = 1

kN−1

1 − Kae
−2kN−1dN−1

1 + Kae−2kN−1dN−1
,
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Ka =
1 − ρNkN−1

ρN−1
R(zN−1 + 0)

1 + ρNkN−1
ρN−1

R(zN−1 + 0)
;

and, for the lower half-space,

R(zN−1 + 0) = 1. (5.26)

The derivation executed above was based on the determination of Zyx . The same result is ob-
tained by following the same steps with Zxy , and hence, we can conclude that both parts of the wave
impedance at the surface of the earth are the same:

Zxy = Zyx = Z. (5.27)

This impedance for a horizontally uniform earth is sometimes called the Tikhonov-Cagniard
(T-C) impedance, because it was introduced originally in the pioneer papers by Tikhonov (1950) and
Cagniard (1953) on the foundations of the magnetotelluric (MT) method. We will discuss the principles
of the MT method in Chapter 13 of the book.

The wave (T-C) impedance can be determined at the surface of the earth by determining the simul-
taneous magnitudes and directions of the horizontal electric and magnetic field vectors. Then, resolving
these two vector measurements into orthogonal components with respect to some arbitrary Cartesian
coordinate system, we have:

Z = Ex(+0)/Hy(+0) = −Ey(+0)/Hx(+0). (5.28)

An extremely powerful result has been obtained: the observed impedance is dependent only on
frequency and the electrical conductivity profile in the earth. It is not dependent on the strengths of the
components of the electromagnetic field individually:

Z = ωμ0

k1
RN. (5.29)

The essence of magnetotelluric sounding (MTS) method, which will be discussed in details in
Chapter 13, is to observe the impedance over a spectrum of frequencies to determine conductivity as
a function of depth, based on the recognition that the depths reached by a field depend on attenuation.
Attenuation takes place more rapidly at high frequencies; hence, the capability of the electromagnetic
field to yield information about conductivity at depth increases as the period of the oscillation increases
(as the frequency decreases).

5.1.2 LOW-FREQUENCY BEHAVIOR OF WAVE IMPEDANCE
Generalizations can be made about the behavior of the wave impedance as a function of the geoelectric
structure by considering asymptotic approximations (Berdichevsky and Dmitriev, 2002). For example,
very useful results can be obtained by considering the asymptotic behavior at low frequencies for earth
models in which the last layer is either an insulator or an ideal conductor.
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Asymptotic behavior of the impedance for a model with a highly resistant basement
We begin our asymptotic analysis by considering an earth in which a single layer with conductivity
σ1 rests on a lower half-space that is insulating (σ2 = 0). In accord with Eqs. (5.29) and (5.24), the
impedance can be written as:

Z = ωμ0

k1
R2 = ωμ0

k1
coth

[
−ik1d1 + coth−1

(
k1

k2

)]
. (5.30)

Rewriting this last expression for a special case in which σ2 → 0, so that coth−1 (k1/k2) → 0, we
have:

Z = ωμ0

k1
coth (−ik1d1) . (5.31)

Letting frequency tend to zero (and so, the wave number k1 also tends to zero), the asymptotic
behavior for a highly resistant basement is

Z(ω → 0) = ωμ0

−ik2
1d1

= ωμ0

ωμ0σ1d1
= 1

S1
, (5.32)

where S1 = σ1d1, the longitudinal conductance of the overburden.
As might be expected, this highly useful result can be extended to the case in which the overburden

consists of several layers, each characterized by its own conductivity. For a two-layer overburden on
an insulating half-space, based on Eqs. (5.29) and (5.24), we have by the same reasoning:

Z = ωμ0

k1
R3 = ωμ0

k1
coth

{
−ik1d1 + coth−1

[
k1

k2
coth(−ik2d2)

]}
, (5.33)

where it has been recognized that coth−1(k2/k3) → 0 as k3 → 0.
As frequency tends to zero (and along with it, k1 and k2), the asymptotic formula is:

Z(ω → 0) → ωμ0

k1
coth

(
−ik1d1 − ik2

2

k1
d2

)
→ ωμ0

k1

k1

(−ik2
1d1 − ik2

2d2)

= ωμ0

ωμ0(σ1d1 + σ2d2)
= 1/S, (5.34)

where now S = σ1d1 + σ2d2 = S1 + S2, the cumulative conductance of the two conductive layers. This
result can be extended to any number of layers covering an insulating half-space:

Z(ω → 0) = 1/S, (5.35)

where

S = σ1d1 + σ2d2 + ... + σN−1dN−1 = S1 + S2 + ... + SN−1,

represents the cumulative conductance of all the layers comprising the overburden.
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Asymptotic behavior of the impedance for a model with a highly conductive basement
Let us next consider a case in which the lower half-space is perfectly conducting, rather than an insu-
lator. In this case, the impedance is:

Z = ωμ0

k1
R2 = ωμ0

k1
tanh

[
−ik1d1 + tanh−1

(
k1

k2

)]
. (5.36)

It is readily seen that, as conductivity increases without limit,

tanh−1
(

k1

k2

)
= tanh−1(σ1/σ2)

1/2

= 1/2 ln
1 + (σ1/σ2)

1/2

1 − (σ1/σ2)1/2
→ 0 as σ2 → ∞.

As a consequence, Eq. (5.36) takes the form

Z = ωμ0

k1
tanh (−ik1d1).

Taking the limit at low frequency, we have

Z(ω → 0) = −ik1d1
ωμ0

k1
= −iωμ0d1. (5.37)

A striking result – the impedance does not depend on the resistivity in the overburden, but is a
function only of the depth to the conductive lower half-space!

If the overburden consists of two layers resting on a highly conducting lower half-space, the
impedance is:

Z = ωμ0

k1
tanh

{
−ik1d1 + tanh−1

[
k1

k2
tanh(−ik2d2)

]}
. (5.38)

The low-frequency asymptote for this equation is:

Z(ω → 0) → ωμ0

k1
tanh[−ik1d1 + tanh−1(−ik1d2)]

→ ωμ0

k1
tanh[−ik1d1 − ik1d2)]

= −ωμ0

k1

tanh(ik1d1) + tanh(ik1d2)

1 + tanh(ik1d1)tanh(ik1d2)
, (5.39)

and hence

Z(ω → 0) = −ωμ0

k1
[ik1(d1 + d2)] = −iωμ0D, (5.40)

where D = d1 + d2, the depth to the top of the ideally conducting half-space.
This result can be extended to the case in which the overburden is divided into any number of layers

with different resistivities:

Z(ω → 0) = −iωμ0D, (5.41)
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with D being the total thickness of the layers covering the ideal conductor. This is a very useful result;
if a highly conductive layer is present in the earth, the impedance at low frequencies depends only on
the depth to that conductor, and not on the conductivities within the overburden.

5.1.3 DEFINITION OF FREQUENCY WINDOWS
We can extend this asymptotic approach to cases in which a conductive or resistive layer is present in
the sequence, rather than comprising the lowermost half-space. In this case, asymptotic behavior per-
sists only over a limited range of low frequencies, not for all frequencies down to zero. A band-limited
frequency interval, or frequency window, can then be identified over which the impedance depends
only on the thickness or the conductance of the intermediate layer (Berdichevsky and Dmitriev, 2002).
We can best examine this behavior by using a model with three layers, the middle layer being either
highly resistive or highly conductive relative to the rest of the section.

Consider the three-layer model as shown in Fig. 5.2. The surface layer might be a sedimentary
sequence of moderate conductivity. This is underlain by the basement complex which has a very high
resistivity, with a thickness considerably greater than that of the overlying conductive layer, d2 � d1.
The lowermost region, probably deep in the mantle, is filled with rocks of very high conductivity,
essentially infinite.

To analyze the asymptotic behavior of the impedance for this model, we make use of a less de-
manding limit process than was used in the last section. The equation for the relaxed limit is:

Z(ω → 0) ∼ −iωμ0
D2

1 − iωμ0S1d2
, (5.42)

or, if d2 � d1

Z(ω → 0) ∼ −iωμ0
D2

1 − iωμ0S1D2
, (5.43)

FIGURE 5.2

A horizontally layered model of the Earth’s crust and upper mantle consisting of three zones with characteristic
conductivity values.
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where D1 = d1 + d2 and S1 = σ1d1. Note that this asymptotic approximation is valid for the condition
|k1d1| ≤ 1, which corresponds to:

ωμ0S1d2 ≤ d2/d1.

It is possible to identify two low frequency windows based on the dimensionless parameter:

ωμ0S1d2.

S window: The limits for the S window are defined as:

d2/d1 ≥ ωμ0S1d2 � 1. (5.44)

Within this window, in accord with Eq. (5.43), the impedance depends only on the cumulative conduc-
tance of the upper layer:

Z = 1/S1. (5.45)

D-window: At lower frequencies we identify the D window, with limits given by

ωμ0S1d2 	 1. (5.46)

In accord with Eq. (5.43), over this window

Z = −iωμ0D2. (5.47)

The impedance in the D window depends only on the total depth to the surface of the lower conductive
zone.

Summarizing,

Z =
{

1/S1 (in the S window)
−iωμ0D2 (in the D window)

, (5.48)

and

Ex =
{

Hy/S1

−iωμ0D2Hy
; Ey =

{ −Hx/S1 (in the S window)
iωμ0D2Hx (in the D window)

, (5.49)

where Ex,y , Hx,y are components of the electromagnetic field observed at the earth’s surface.
The concept of S- and D-windows is widely used in applications of the magnetotelluric method.
We can summarize the results of this section as follows.
1) One can resolve the thickness of a resistive zone from the MT impedance data, but not the

resistivity.
2) One can resolve the conductance (thickness-conductivity product) of a conducting zone from

the MT impedance data. However, in general, the thickness and the conductivity cannot be resolved
separately.

3) The position of the top of a conductor is well located by the MT impedance data, but the bottom
is not.

4) To image a conductor at depth, its conductance must be greater than the total conductance of the
layers above.
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The reader should understand that these statements provide just a qualitative evaluation of the res-
olution of the MT sounding method. A qualitative resolution study requires a more rigorous analysis,
which we will discuss in the chapters below.

5.2 SPECTRAL METHOD OF COMPUTING EM FIELDS IN HORIZONTALLY
STRATIFIED MEDIA

We turn our attention now to the more complicated problem of computing an EM field generated by
a 3-D source in the horizontally layered geoelectrical model. A number of analytical methods have
been used in solving for this problem. In our approach to the subject, in view of the importance we will
attach to spectral representations of electromagnetic fields, we will use the spectral method for solution
of the EM problem, introduced in Zhdanov (1986) and Zhdanov and Keller (1994). We will illustrate
this general method by calculating the electric potentials of a point and dipole sources on the surface of
a horizontally stratified medium, and by deriving the general expressions for the EM fields generated
by the electric and magnetic dipole transmitters in the frequency and time domains.

5.2.1 FOURIER TRANSFORM IN THE SPATIAL DOMAIN
Before attacking the problems stated above, we will first review some of the basic concepts and meth-
ods based on the use of Fourier transformations.

We will take F(x, y, z) to be some arbitrary function defined over all of space and absolutely
integrable over any horizontal plane, Pd for z = d , where d1 < d < d2 with d1 and d2 being constants.
It follows from these conditions that the integral of the modulus of F(x, y, z),∫∫ ∞

−∞
|F(x, y, z)|dxdy < ∞, (5.50)

exists for all values of z over the interval (d1d2).
It should be noted that, as a consequence of condition (5.50), the function F(x, y, z) tends to zero

as x, y become infinitely large (for d1 < z < d2).
The spatial spectrum of the function F(x, y, z) is defined as the two-dimensional Fourier transform

on the plane Pz, calculated using the expression

SF (kx, ky, z) =
∫∫ ∞

−∞
F(x, y, z)e+i(kxx+kyy)dxdy, (5.51)

where kx and ky are spatial frequencies.
In view of the condition of Eq. (5.50), the integral (5.51) has meaning, that is, the spatial spectrum

exists, for all z within the interval (d1, d2).
The corresponding inverse formula for determining the function F(x, y, z) in the belt d1 < z < d2

from its spatial spectrum is:

F(x, y, z) = 1

4π2

∫∫ ∞

−∞
SF (kx, ky, z)e

−i(kxx+kyy)dkxdky. (5.52)
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Formulas (5.51) and (5.52) comprise a Fourier transform pair, defining a reciprocal single-valued
relationship between the functions F(x, y, z) and SF (kx, ky, z).

F(x, y, z) ⇐⇒ SF (kx, ky, z). (5.53)

This relationship provides an approach to the solution of a number of electrical prospecting prob-
lems by transforming electromagnetic fields to their corresponding spatial spectrums. As we will see
below, such an approach markedly simplifies the solution of many problems. Solutions are obtained as
spatial spectrums, and then, using the inverse Fourier transform, the desired fields are obtained. The
effectiveness of this process is based on the fact that the differentiation process which must be used in
the space domain reduces to algebraic operations in the spatial frequency domain, leading to a marked
reduction in the difficulties involved in obtaining solutions of the electromagnetic field equations.

Let us review some of the properties of spatial spectrums. First, let us find the spectrum for the
horizontal derivative of the function F :

S∂F/∂x(kx, ky, z) =
∫∫ ∞

−∞
∂F (x, y, z)

∂x
ei(kx x+ky y)dxdy

=
∫ ∞

−∞
eiky y

{∫ ∞

−∞
∂F (x, y, z)

∂x
eikx xdx

}
dy. (5.54)

We can integrate the integral within the braces by parts:∫ ∞

−∞
∂F (x, y, z)

∂x
eikx xdx =

∫ ∞

−∞
eikx xdF (x, y, z)

= eikx xF (x, y, z)

∣∣∣∣x=∞
x=−∞ − ikx

∫ ∞

−∞
F(x, y, z)eikx xdx .

In view of the fact that F(x, y, z) must tend to zero as x → ±∞, the first term on the right-hand
side of this last equation must be zero, and so∫ ∞

−∞
∂F (x, y, z)

∂x
eikx xdx = −ikx

∫ ∞

−∞
F(x, y, z)eikx xdx. (5.55)

Combining Eqs. (5.54) and (5.55) and considering Eq. (5.51), we have

S∂F/∂x(kx, ky, z) = −ikxSF (kx, ky, z). (5.56)

An analogous relationship for S∂F/∂y(kx, ky, z) is

S∂F/∂y(kx, ky, z) = −ikySF (kx, ky, z). (5.57)

The spatial spectrums of the horizontal derivatives of the function F are equal to the original function
multiplied by the corresponding spatial frequency, and by the quantity, −i.

Let us next consider the spectrum for the vertical derivative of the function F(x, y, z):

S∂F/∂z(kx, ky, z) =
∫∫ ∞

−∞
∂F (x, y, z)

∂z
ei(kx x+ky y)dxdy
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= ∂

∂z

∫∫ ∞

−∞
F(x, y, z)ei(kx x+ky y)dxdy

= ∂

∂z
SF (kx, ky, z). (5.58)

The spectrum for the vertical derivative of the function F is the same as the vertical derivative of
the function itself.

Spatial spectra have many interesting properties, which are described in standard texts on the subject
(see, for example, Kharkevich, 1960, or Papoulis, 1962), but here, we need only be concerned with the
application of Eqs. (5.56), (5.57) and (5.58), which, we shall see as we continue, are quite adequate for
the solution of a number of problems that arise in the theory of electrical prospecting.

As a first example, let us find the spatial spectrum of the field about a point source of electric
current, located in a homogeneous, isotropic, unbounded medium characterized by a resistivity, ρ.
From Eq. (4.48), the potential due to the point source is:

U(r) = Iρ/4πr, (5.59)

and the scalar components of the electric field E are:

Ex = −∂U/∂x, Ey = −∂U/∂y, Ez = −∂U/∂z. (5.60)

We will transform these expressions for the electric field to spatial spectrums, using the properties
of these spectrums as given by Eqs. (5.56), (5.57) and (5.58):

ex = ikxu, ey = ikyu, ez = −∂u/∂z = −u′, (5.61)

where we make use of the designations,

e = SE(kx, ky, z), u = SU(kx, ky, z), (5.62)

and the prime indicates differentiation with respect to z.
So, we see, in order to compute the spectrum of the electric field, it is necessary only to find the

spectrum u of the scalar potential. In accord with Eqs. (5.59) and (5.50):

u = Iρ

4π

∫∫ ∞

−∞
1

r
ei(kx x+ky y)dxdy. (5.63)

This integral is tabulated:∫∫ ∞

−∞
1

r
ei(kx x+ky y)dxdy =

∫∫ ∞

−∞
1

(x2 + y2 + z2)1/2
ei(kx x+ky y)dxdy

= 2πe−n0 |z|/n0, (5.64)

where n0 = (k2
x + k2

y)
1/2.
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Note that, on the strength of the inverse Fourier transform, we can write the identity:

1

2π

∫∫ ∞

−∞
e−n0 |z|

n0
e−i(kx x+ky y)dxdy = 1

r
. (5.65)

Substituting Eqs. (5.64) into (5.63), we write

u = 1/2 Iρe−n0 |z|/n0. (5.66)

Finally, substituting Eqs. (5.66) into (5.61), we can write the spectrum for the electric field:

ex = 1/2 iIρkxe
−n0 |z|/n0,

ey = 1/2 iIρkye
−n0 |z|/n0,

ez = 1/2 Iρe−n0 |z| ∂|z|/∂z. (5.67)

The derivative in this last expression is:

∂|z|/∂z = signum z =
⎧⎨
⎩

1, z > 0
0, z = 0
−1, z < 0

.

Therefore,

ez = 1/2 Iρe−n0 |z|signum z =
{

1
2Iρe−n0z, z > 0

− 1
2Iρen0z, z < 0

. (5.68)

We see from this equation that, in passing through the plane z = 0 on which the source is located,
there is a discontinuity in the spectrum of the z component of the electric field:

ez|z=+0 − ez|z=−0 = 1/2 Iρ − (−1/2 Iρ) = Iρ. (5.69)

Here, the index z = +0 indicates the limit of ez as z → 0 along the positive z axis, while the index
z = −0 indicates the limit of ez as z → 0 along the negative z axis. The spectrums for the horizontal
components of the electric field as given in Eq. (5.67) are continuous across the plane z = 0, which
contains the source.

In conclusion, we point out that Eq. (5.69) can be written in terms of the spectrum for the potential
as

u′|z=+0 − u′|z=−0 = −Iρ. (5.70)

These expressions for the spectrum of a point source have the required form for solution of the
problem of determining fields in a horizontally stratified medium.

5.2.2 POINT SOURCE OF THE DC FIELD IN HORIZONTALLY STRATIFIED MEDIUM
We apply the spectral method first in solving for the electric potential of a point source of the DC
field on the surface of a horizontally stratified medium. Let us consider a one-dimensional model of
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the earth which consists of a finite number, N , of horizontally homogeneous layers characterized by
resistivities, ρj (j = 1,2, ...,N), and thicknesses, dj (j = 1,2, ...,N − 1, dN = ∞).

We will assume that a point source, A, of electrical current, I, is located on the surface of the earth
at z = 0. We are required to find the electric potential, U , and the electric field, E, caused by this source
along the surface of the earth, again at z = 0.

The first step is to write the mathematical representation of the problem based on the general theory
for the flow of direct current in the medium as discussed in Chapter 4.

• 1. The source condition: The scalar potential in the first layer will consist of two parts, one being
the normal potential, U0, that would be observed in a half-space with the resistivity of the first layer,
ρ1, and the other, Ua , being a disturbing potential caused by the presence of the deeper layers:

U(r) = Iρ1/2πr + Ua(r) at + 0 ≤ z ≤ d1 − 0. (5.71)

• 2. The equation for potential: Within the conducting medium, the normal potential U0(r) and the
disturbing potential Ua(r) have continuous second derivatives and satisfy the Laplace equation:

∇2Ua(r) = 0 for the region − 0 ≤ z ≤ d1 − 0, (5.72)

∇2U(r) = 0 for the region zj + 0 ≤ z ≤ zj+1 − 0, j = 1,2, ...,N − 2, (5.73)

where zj = d1 + d2 + ... + dj (for j = 1,2, ...,N − 1) is the total depth to the top of layer j .
In Eqs. (5.71) and (5.73), the symbols +0, d1 − 0, zj + 0, zj − 0 designate the lower and upper

surfaces, respectively, of the corresponding boundaries of each layer.

• 3. Boundary conditions: At the surface between the conducting earth and the insulating atmosphere,
z = 0, there can be no vertical current flow. Therefore

∂U

∂z

∣∣∣∣z=+0 = Iρ1

2π
· z

r3

∣∣∣∣
z=+0

+ ∂Ua

∂z
|z=+0 = 0

and so

∂Ua

∂z
|z=+0 = 0 . (5.74)

At every other interface between layers, the boundary conditions on the potential and the vertical
component of the current flow which must be satisfied are

U |z=zj −0 = U |z=zj +0,

1

ρj

∂U

∂z

∣∣∣∣
z=zj −0

= 1

ρj+1

∂U

∂z

∣∣∣∣
z=zj +0

. (5.75)

• 4. Condition at infinity: The potential at all points infinitely far removed from the source must be
zero.
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The theorem of uniqueness for the solution of a differential equation with these boundary conditions
assures us of a unique solution for the scalar potential about a point source.

We now go on to the determination of the spatial spectrum for the potential U(r):

u(kx, ky,0) =
∫∫ ∞

−∞
U(r)ei(kxx+ky y)dxdy,

and transform the conditions 1–4 into the frequency domain.

• 1a. The source condition: In accord with Eqs. (5.71) and (5.64), the spectrum of the potential in the
first layer is

u(kx, ky, z) = Iρ1e
−n0 z/n0 + ua(kx, ky, z) for the region + 0 ≤ z ≤ d1 − 0, (5.76)

where ua(kx, ky, z) is the disturbing potential in the frequency domain.

• 2a. Equation for the potential spectrum: In the frequency domain, Laplace’s equations (5.72) and
(5.73) are written as

(−ikx)
2ua + (−iky)

2ua + u′′
a = 0,

(−ikx)
2u + (−iky)

2u + u′′ = 0,

and after some straightforward algebraic operations,

ua = n2
0ua for the region + 0 ≤ z ≤ d1 − 0, (5.77)

u′′ = n2u for the regions zj−1 ≤ z ≤ zj − 0, j = 2, ...,N. (5.78)

• 3a. Boundary conditions: The boundary condition in Eq. (5.74) for the vertical derivative of the
function Ua transforms into a corresponding condition for the vertical derivative of its spectrum:

u′
a|z=0 = 0. (5.79)

The boundary conditions of Eq. (5.75) at each interface between two layers transform to

u|z=zj −0 = u|z=zj +0,

u′

ρj

∣∣∣∣
z=zj −0

= u′

ρj+1

∣∣∣∣
z=zj +0

. (5.80)

• 4a. The condition at infinity: In the last layer, the following condition must be satisfied:

u(kx, ky, z) → 0 as z → ∞. (5.81)
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We must find spectrums ua and u that meet these conditions. We do know that the general forms of
the solutions to the differential equations (5.85) and (5.86) are

ua(kx, ky, z) = u+
a en0z + u−

a e−n0z in the region 0 ≤ z ≤ d1 − 0,

u(kx, ky, z) = u+
j en0z + u−

j e−n0z in the regions zj−1 + 0 ≤ z ≤ zj − 0, j = 2,3, ...,N, (5.82)

where u±
a , u±

j (j = 2,3, ...,N) are coefficients still to be determined, but which depend only on the
spatial frequencies kx and ky , and not on z. The problem of evaluating the spectrum of the potential now
depends on our being able to evaluate these coefficients. This, fortunately, can readily be accomplished
by applying the boundary conditions and the condition at infinity.

As a first step, we will obtain a single expression for the spectrum of the potential in all of the
layers, including the first. To do this, we substitute Eq. (5.82) into (5.76):

u(kx, ky, z) = u+
1 en0z + u−

1 e−n0z for + 0 ≤ z ≤ d1 − 0, (5.83)

where

u+
1 = u+

a , u−
1 = u−

a + Iρ1

n0
. (5.84)

Let us take special note of the spectrum of the potential in layer N :

u(kx, ky, z) = u+
Nen0z + u−

Ne−n0z.

In this expression, the coefficient u+
N must be identically zero in order that the condition at infinity,

Eq. (5.81) be satisfied. Hence

u(kx, ky, z) = u−
Ne−n0z for zN−1 + 0 ≤ z. (5.85)

We see from Eqs. (5.83), (5.82), and (5.85) that in each layer except the last, the spectrum for the
potential in that layer will be the sum of two terms, one of positive exponential form and the other of
negative exponential form. In the bottom layer, only a term of negative exponential form is present in
the solution.

This last result has an obvious physical explanation. The exponential decay of the field of a point
source with depth describes the spreading of the current as it penetrates downward, while the exponen-
tial increase with depth is associated with the return of current as though by reflection at the boundaries
in the medium. In the last layer, no more return of current from lower boundaries can take place, and
so, there is no increasing exponential term for the lowermost region.

Note that this behavior of the spectral potential is similar to the plane wave propagation described
in the first section of this chapter (see formula (5.2)). In other words, we can treat the spectral method
as a representation of the scalar potential as a superposition of the multiple plane waves in the spatial
frequency domain. Therefore, for solving a scalar potential problem we can use a technique similar to
one introduced in the beginning of this chapter for studying the plane wave propagation in a layered
medium.



152 CHAPTER 5 ELECTROMAGNETIC FIELDS

Let us consider a derived function of the potential field which plays a similar role and bears the
same name as layered-earth correction factor in the theory of plane EM waves:

F(z) = u(kx, ky, z)/u
′(kx, ky, z), (5.86)

which is defined only for z ≥ +0.
The spectrum for the electric potential at the surface of the earth, at z = +0, which we are seeking

to find can be described formally from Eqs. (5.86), (5.76), and (5.78) as:

u(kx, ky,+0) = F(+0)u′(kx, ky,+0)

= F(+0)[−Iρ1 + u′
a(kx, ky,+0)] = −Iρ1F(+0). (5.87)

We have the solution to the problem of determining the field of a point source in a layered medium if
we can determine the layered-earth correction factor F(z)!

We note first that in the lowermost layer, for zn−1 + 0 ≤ z, in accord with Eq. (5.85),

F(z) = u−
Ne−n0z

−n0u
−
Ne−n0z

= − 1

n0
. (5.88)

In other words, in the lowermost layer – the basement – the layered-earth correction factor is constant.
Next, we determine F(z) for an arbitrary layer with the index j . By substitution of Eqs. (5.84) and

(5.85) in (5.87), we get

F(z) = 1

n0

u+
j en0z + u−

j e−n0z0

u+
j enoz − u−

j e−nz
where zj−1 + 0 ≤ z ≤ zj − 0.

We now divide both numerator and denominator by a = (u+
j u−

j )1/2:

F(z) = 1

n0

aen0z + a−1e−n0 z

aen0z − a−1e−n0z
.

If we let qj = ln a−1, we can rewrite this last expression as

F(z) = 1

n0

e(n0z−q j ) + e−(n0 z−qj )

e(n0z−qj ) − e−(n0z−qj )

= 1

n0
coth (n0z − qj ) for zj−1 + 0 ≤ z ≤ zj − 0. (5.89)

This procedure has apparently reduced the number of undetermined constants by a factor of 2, since
now we have N −1 values of qj to evaluate, rather than N −1 pairs of values for u+

j and u−
j . Applying

the boundary condition (5.80),

ρjF (zj − 0) = ρj+1F(zj + 0) (5.90)
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which leads naturally to

qj = n0zj − coth−1
[
ρj+1n0

ρj

F (zj + 0)

]
. (5.91)

We next substitute this value for qj into Eq. (5.89), letting z = zj−1 + 0 in that expression:

F(zj−1 + 0) = 1

n0
coth

{
n0(zj−1 − zj ) + coth−1

[
ρj+1n0

ρj

F (zj + 0)

]}

= − 1

n0
coth

{
n0dj − coth−1

[
ρj+1n0

ρj

F (zj + 0)

]}
. (5.92)

In this way, we have developed a recursive relationship relating the value of the layered-earth cor-
rection factor F(z) at the top of the layer with index (j + 1) to the value at the top of the layer with the
index j .

Substituting this result into Eq. (5.92) for j = 1, j = 2, ... , j = N − 2, and j = N − 1, we obtain:
for j = 1,

F(+0) = − 1

n0
coth

{
n0d1 − coth−1

[
ρ2n0

ρ1
F(z1 + 0)

]}
; (5.93)

for j = 2,

F(z1 − 0) = − 1

n0
coth

{
n0d2 − coth−1

[
ρ3n0

ρ2
F(z2 + 0)

]}
; (5.94)

.

.

.
for j = N − 2,

F(zN−3 + 0) = − 1

n0
coth

{
n0dN−2 − coth−1

[
ρN−1n0

ρN−2
F(zN−2 + 0)

]}
; (5.95)

for j = N − 1,

F(zN−2 + 0) = − 1

n0
coth

{
n0dN−1 − coth−1

[
ρNn0

ρN−1
F(zN−1 + 0)

]}
. (5.96)

But, in accord with Eq. (5.88),

F(zN−1 + 0) = − 1

n0
. (5.97)

Substituting Eq. (5.97) into (5.96), and then, substituting Eq. (5.96) into (5.95), and repeating the
process until Eq. (5.93) is reached, we obtain the following general formula for calculating the layered-
earth correction factor at the surface of the earth:

F(+0) = −(1/n0)R
0
N(n0), (5.98)
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FIGURE 5.3

Values for the hyperbolic tangent and cotangent. Note that the values for tangent lie between −1 and 1, while
the values for the cotangent lie only outside this range.

where the function R0
N(n0) represents the contribution of the properties of every layer in an N -layered

sequence to the behavior of a DC field in the spatial frequency domain:

R0
N(n0) = R0

N(n0;ρ1, d1, ρ2, d2, ..., ρN−1, dN−1, ρN) =
= coth

{
n0d1 + coth−1

[
ρ2

ρ1
coth

(
n0d2 + coth−1

(
ρ3

ρ2
coth (n0d3 + ...

... + coth−1
(

n0dN−1 + coth−1 ρN

ρN−1

)
...

)))]}
, (5.99)

where n0 = (k2
x + k2

y)
1/2.

The function R0
N(n0) is one of several special functions which arise in sounding of a layered earth.

Each is called a layered-earth correction factor. This one is used with direct current sounding methods.
Others, which we have developed and examined in the first and in subsequent sections of this chapter,
play the same role for different electromagnetic sounding methods.

The procedure of calculating a layered-earth correction factor involves one technical difficulty
which we mentioned in the plane wave propagation case above. The hyperbolic tangent, which is
the function we have used for expressing the layered-earth correction factor, is defined for all values of
possible arguments, the inverse hyperbolic tangent is not. If the argument of the inverse lies between
−1 and +1, the inverse does not exist (see Fig. 5.3). Because of this problem, it is necessary in some
cases to use an alternative solution for qj based on the identity

coth(x + coth−1y) = tanh(x + tanh−1y).

If at any time the argument for the hyperbolic cotangent in Eq. (5.98) happens to lie between −1
and 1 so that its inverse does not exist, with this identity, the line containing that function can be
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rewritten as

R0
N(n0) = tanh

{
n0d1 + tanh −1

[
ρ2

ρ1
tanh

(
n0d2 + · · + tanh −1

(
n0dN−1 + tanh

ρN

ρN−1

)
· ·
)]}

.

(5.100)

The argument for the inverse hyperbolic function must be tested for each value of the layered-earth
correction factor which is computed to determine which form of the algorithm to use. An alternate
form of the same expressions can be obtained which is much more appropriate for programming for
digital computations. To obtain this, we use an identity to express the inverse hyperbolic functions in
terms of Napierian logarithms. The layered-earth correction factor at the surface of an N -layered earth
then can be written as:

R0
N(n0) =

⎧⎪⎪⎨
⎪⎪⎩

coth

(
n0d1 + 1

2 ln
(ρ2/ρ1)R

0
N−1+1

(ρ2/ρ1)R
0
N−1−1

)
if (ρ2/ρ1)R

0
N−1 > 1

tanh

(
n0d1 + 1

2 ln
1+(ρ2/ρ1)R

0
N−1

1−(ρ2/ρ1)R
0
N−1

)
if (ρ2/ρ1)R

0
N−1 < 1

⎫⎪⎪⎬
⎪⎪⎭ , (5.101)

where RN−1 is the layered-earth correction factor for an N -layered earth from which the surface layer
has been removed (it is in effect the layered-earth correction factor at the top of the second layer).

For convenience, we will designate the argument of the natural logarithm as Ka or Kb as follows

Ka = (ρ2/ρ1)R
0
N−1 − 1

(ρ2/ρ1)R
0
N−1 + 1

when (ρ2/ρ1)R
0
N−1 > 1,

Kb = 1 − (ρ2/ρ1)R
0
N−1

1 + (ρ2/ρ1)R
0
N−1

when (ρ2/ρ1)R
0
N−1 < 1. (5.102)

Next, we expand the hyperbolic tangents or cotangents in exponential form:

R0
N(n0) = e(n0d1 −1/2 ln Ka ) + e−(n0d1 −1/2 ln Ka )

e(n0d1−1/2 ln Ka) − e−(n0d1−1/2 ln Ka)
, (5.103)

R0
N(n0) = e(n0d1−1/2 ln Kb) − e−(n0d1−1/2 ln Kb)

e(n0d1−1/2 ln Kb) + e−(n0d1−1/2 ln Kb)
,

where Ka is used when the argument lies between −1 and +1, and Kb is used when the argument lies
outside this range. These equations can also be written as

R0
N(n0) =

1√
Ka

en0 d1 + √
Kae

−n0 d1

1√
Ka

en0d1 − √
Kae−n0d1

, (5.104)

and

R0
N(n0) =

1√
Kb

en0d1 − √
Kbe

−n0d1

1√
Kb

e−n0d1 + √
Kbe−n0d1

.
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We now divide the numerator and denominator in each of these equations by the first term in each:

R0
N(n0) = 1 + Kae

−2n0 d1

1 − Kae−2n0d1
for | (ρ2/ρ1)RN−1 |> 1, (5.105)

and

R0
N(n0) = 1 − Kbe

−2n0d1

1 + Kbe−2n0d1
for | (ρ2/ρ1)RN−1 |< 1.

However, Ka = −Kb ≡ −K . Therefore, we can write a single recursive expression for the DC layered-
earth correction factor:

R0
N(n0) = 1 − Ke−2n0d1

1 + Ke−2n0d1
. (5.106)

This same procedure can be extended progressively through the layers comprising an N -layered
sequence. At the top of layer 1, the layered-earth correction factor for N layers is:

R0
N(n0) = 1 − Ke−2n0d1

1 + Ke−2n0d1
, (5.107)

K = 1 − (ρ2/ρ1)R
0
N−1(n0)

1 + (ρ2/ρ1)R
0
N−1(n0)

.

The quantity R0
N−1(n0) is the layered-earth correction factor for the same N-layered sequence with

the top layer removed, yielding a sequence of N − 1 layers:

R0
N−1(n0) = 1 − Ke−2n0 d2

1 + Ke−2n0d2
,

K = 1 − (ρ3/ρ2)R
0
N−2(n0)

1 + (ρ3/ρ2)R
0
N−2(n0)

,

and so on until we reach a 2-layer sequence including only the lower half-space and the layer immedi-
ately above it:

R0
2(n0) = 1 − Ke−2n0 dN−2

1 + Ke−2n0dN−2
,

K = 1 − (ρN/ρN−1)R
0
1(n0)

1 + (ρN/ρN−1)R
0
1(n0)

,

and finally, at the surface of the lower half-space, we recognize that the layered-earth correction factor
for a uniform half-space is unity:

R0
1(n0) = 1.

The DC layered-earth correction factor is one of the most important mathematical expressions in
the electrical prospecting methods. One reason for the importance is that the layered-earth model is the
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FIGURE 5.4

Layered-earth correction factor at DC for a sequence of two layers (an overburden and a lower half-space) as a
function of the contrast in resistivity between two layers.

model most commonly used in interpretation. We find in this chapter that a very similar layered-earth
correction factor is the basis for sounding with any version of geoelectric methods – DC sounding, MT
sounding, Frequency-Domain ElectroMagnetic (FDEM) sounding and Time-Domain ElectroMagnetic
(TDEM) sounding. The expression we have developed here for DC sounding is a limiting version of a
more general electromagnetic layered-earth correction factor.

An extremely important property of the layered-earth correction factor is that every parameter that
enters into it is dimensionless. On examination, we see that all layer thicknesses, di , are multiplied by
the term n0, which has the inverse units of distance, and resistivities enter only as ratios of resistivity
between two successive layers, ρi/ρi−1. The layered-earth correction functions are totally scalable
– the actual resistivity and depth scales for a geoelectric structure need not be assigned until after
computations have been made.

Let us now examine the nature of layered-earth correction functions. Fig. 5.4 shows a set of DC
layered-earth correction functions for the simple case of a layer with one resistivity covering a substra-
tum of infinite thickness with another resistivity. The resistivity contrast is characterized by a scaling
factor, η = ρ2/ρ1.

The curves in Fig. 5.4 have been plotted to bilogarithmic coordinates. This procedure is equiva-
lent to a Napierian transform. Specifically, the transform is defined by the equations for changes in
variables:

x = 2.303 × ln (F ) , y = 2.303 × ln (n0d1) ,

where x and y represent the ordinate and abscissa of the plot in Fig. 5.4.
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On examining Fig. 5.4, we note that for large values of n0d1, the layered-earth correction factor
is very nearly unity; there is no correction to uniform earth resistivity. With values of n0d1 less than
unity, the value for the layered-earth correction factor departs from unity, and for very small values of
n0d1, the layered-earth correction factor approaches the value, η, which is the contrast in resistivity
between the layer and the substratum. This is actually a mathematical reflection of a simple fact that,
with narrow spacings relative to depth, all one sees is the top layer, and at larger separations, all ones
sees is the basement.

Substitution of Eq. (5.98) into (5.87) leads to an expression for the spatial spectrum of the electric
potential on the surface of the earth

u(kx, ky,+0) = (Iρ1/n0)R
0
N(n0), (5.108)

where, on the basis of the continuity of the potential and its spectrum, at z = 0, we take into account:

u(kx, ky,0) = u(kx, ky,−0) = u(kx, ky,+0).

In accord with Eq. (5.61), the spectrums for the horizontal components of the electric field at the
surface of the earth will be

ex(kx, ky,0) = (ikx/n0)Iρ1R
0
N(n0),

ey(kx, ky,0) = (iky/n0)Iρ1R
0
N(n0). (5.109)

This is the wave number domain representation of the solution to the problem.

5.2.3 ELECTRIC FIELD OF THE POINT SOURCE IN A LAYERED EARTH
We now express these two solutions, Eqs. (5.108) and (5.109), in the spatial domain by applying the
inverse Fourier transformation:

U(x, y,0) = Iρ1

4π2

∫∫ ∞

−∞
1

n0
R0

N(n0)e
−i(kxx+kyy)dkxdky, (5.110)

Ex(x, y,0) = Iρ1

4π2

∫∫ ∞

−∞
ikx

n0
R0

N(n0)e
−i(kxx+kyy)dkxdky, (5.111)

Ey(x, y,0) = Iρ1

4π2

∫∫ ∞

−∞
iky

n0
R0

N(n0)e
−i(kxx+kyy)dkxdky, (5.112)

Ez(x, y,0) = 0, (5.113)

where R0
N(n0) is determined from Eq. (5.106).

Eqs. (5.111), (5.112), and (5.113) can be combined into a single vector equation:

E(x, y,0) = Iρ1

4π2

∫∫ ∞

−∞
i
n0

n0
R0

N(n0)e
−i(kxx+kyy)dkxdky, (5.114)
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where n0 is the wave vector:

n0 = kxdx + kydy. (5.115)

Eqs. (5.111)–(5.113) express the solution of the diffusion equation for the field around a point
source on the surface of a layered earth. In general, the equations must be evaluated numerically.
However, we can consider two simple examples, those for N = 1 and N = 2.

• Let N = 1. This is the case of a point source on the surface of a completely uniform half-space. In
this case, the expressions for the various components of the field can be obtained by taking a limit
in Eq. (5.99) of R0

N(n0) as d1 → ∞:

R0
1 = lim

d1→∞R0
N(n0) = 1. (5.116)

In so doing, we have made use of the following expression for the hyperbolic function:

cothx = ex + e−x

ex − e−x
= 1 + e−2x

1 − e−2x
→ 1 as x → ∞. (5.117)

Substituting Eq. (5.116) into Eq. (5.110), we write

U(x, y,0) = Iρ1

4π2

∫∫ ∞

−∞
1

n0
e−i(kxx+kyy)dkxdky

= Iρ1

2π

1

(x2 + y2)1/2
. (5.118)

This is the same as Eq. (4.74) for the potential about a point source on the surface of a homogeneous
half-space.

• Let N = 2. The appropriate layered-earth correction factor is:

R0
2(n0) = coth{n0d1 + coth −1(ρ2/ρ1)}. (5.119)

But,

coth −1 ρ2

ρ1
= 1

2
ln

ρ2 + ρ1

ρ2 − ρ1
= −1

2
lnK12 = − ln(K12)

1/2, (5.120)

where K12 will be shown to have the sense of a reflection coefficient for current at an interface,

K12 = (ρ2 − ρ1)/(ρ2 + ρ1). (5.121)

Hence,

R0
2(n0) = coth

{
n0d1 − ln

√
K12

}
= 1 + K12e

−2n0d1

1 − K12e−2n0d1
= 1 + 2K12e

−2n0d1

1 − K12e−2n0d1
. (5.122)
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The fraction in Eq. (5.122) can be expanded as a series:

K12e
−2n0d1

1 − K12e−2n0d1
=

∞∑
�=1

K�
12e

−2n0d1�. (5.123)

Substituting this expression into Eq. (5.122), we have:

R0
2(n0) = 1 + 2

∞∑
�=1

K�
12e

−2n0�d1 . (5.124)

Eq. (5.110) for the electric potential on the surface of a two-layer sequence now can be written as:

U(x, y, z) = Iρ1

4π2

∫∫ ∞

−∞
1

n0
R0

2(n0)e
−i(kxx+kyy)dkxdky

= Iρ1

4π2

[∫∫ ∞

−∞
1

n0
e−i(kxx+kyy)dkxdky

+ 2
∞∑

�=1

K�
12

∫∫ ∞

−∞
e−2n0d1�

n0
e−i(kxx+kyy)dkxdky

]
. (5.125)

Both integrals in Eq. (5.125) are tabulated forms:∫∫ ∞

−∞
1

n0
e−i(kxx+kyy)dkxdky = 2π

[x2 + y2]1/2
, (5.126)

∫∫ ∞

−∞
e−2n0d1�

n0
e−i(kxx+kyy)dkxdky = 2π

[x2 + y2 + (2�d1)2]1/2
. (5.127)

Substituting these two integral identities into Eq. (5.125), we obtain algebraically simple expres-
sions for the potential:

U(x, y,0) = Iρ1

2π

{
1

(x2 + y2)1/2
+ 2

∞∑
�=1

K�
12

1

[x2 + y2 + (2�d1)2]1/2

}
, (5.128)

and for the electric field:

Ex(x, y,0) = Iρ1

2π

{
x

(x2 + y2)3/2
+ 2

∞∑
�=1

K�
12

x

[x2 + y2 + (2�d1)2]3/2

}
, (5.129)

Ey(x, y,0) = Iρ1

2π

{
y

(x2 + y2)3/2
+ 2

∞∑
�=1

K�
12

y

[x2 + y2 + (2�d1)2]3/2

}
. (5.130)

It is of particular interest at this point to note that if the radicals in these three expressions were to be
thought of as being distances (in the case of Eq. (5.128)) or distances cubed (in the case of Eqs. (5.129)
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FIGURE 5.5

Geometric definition of a Kelvin image.

and (5.130)), each term would be the locus of a point in the rz plane, as indicated in Fig. 5.5. These
points lie on a vertical line passing through the origin.

Consider a totally different physical problem, one in optics as shown in Fig. 5.5. A plane mirror
(dashed rectangle) is assumed to lie in the plane. We insert a point source of light at point A a distance
h above the mirror and observe the light at another point, M , lying on the same side of the mirror at
a distance r2 = (x2 + y2 + z2)1/2. But, we also see an image of that point source seemingly located
at A′ at a distance h below the plane of the mirror. The strength of the image is determined by the
reflection coefficient of the mirror. If we use two parallel mirrors in this same optical experiment, with
the mirrors partially transmitting and partially reflecting the light, multiple reflection will occur for
light trapped between the two mirrors. At the observation point, we believe we see an infinite series of
ever weakening images lying on a line passing through the points A and A′.

Consider the extension of this analysis to the analysis of direct current flow in a many-layered
sequence. To use the optical analogy, one would consider a series of horizontal mirrors, each charac-
terized by a Kelvin reflection factor. Images would have to be enumerated for every multiple path for
reflections between every mirror. Such an enumeration is tedious, though the method has been used
to compute a set of six layer resistivity sounding curves (Mooney and Wetzel, 1956). If the thickness
of each layer is an integer multiple of some base distance so that the ratios of thicknesses are integer
numbers, the problem is somewhat simplified.

5.2.4 ELECTRICAL DIPOLE SOURCE OF THE DC FIELD IN A HORIZONTALLY LAYERED
MEDIUM

Commonly, a current dipole on the surface of the earth is used as a source in electrical exploration.
Remember, the current moment of a dipole will be designated as p = Idl located at the origin of a
system of Cartesian coordinates on the surface of the earth. In accord with Eqs. (4.87), (4.89), and
(5.110), the potential about a horizontal current dipole will be

UD = −grad U · dl = −1

I
gradU · p = −1

I

∂U

∂x
px − 1

I

∂U

∂y
py

= i
ρ1

4π2

∫∫ ∞

−∞

(
n0

n0
· p
)

R0
N(n0)e

−i(kx x+ky y)dkxdky, (5.131)

where n0 = kxdx + kydy is a wave vector.
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And for this, we find an expression for the electric field of an arbitrarily oriented horizontal current
dipole on the surface of the earth

E(x, y,0) = −grad UD

= − ρ1

4π2

∫∫ ∞

−∞
n0

(
n0

n0
· p
)

R0
N(n0)e

−i(kxx+kyy)dkxdky. (5.132)

Consequently, the x and y components of the electric field take the forms

Ex(x, y,0) = − ρ1

4π2

∫∫ ∞

−∞
kx

(
n0

n0
· p
)

R0
N(n0)e

−i(kxx+kyy)dkxdky,

Ey(x, y,0) = − ρ1

4π2

∫∫ ∞

−∞
ky

(
n0

n0
· p
)

R0
N(n0)e

−i(kxx+kyy)dkxdky. (5.133)

If we introduce a cylindrical system of coordinates, (r,φ) with the origin at the center of the current
dipole on the surface of the earth and with the radial direction along the axis of the dipole source, then,
using Eq. (5.133), it is a simple matter to specify the azimuthal, Eφ , and radial, Er , components of the
electric field:

Er = E · dr ,

Eφ = E · dφ,

where �dr is a unit vector in the radial direction,

dr = x

r
dx + y

r
dy

and �dφ is a unit vector in the tangential direction

dφ = −y

r
dx + x

r
dy, (5.134)

and on the earth’s surface, r = (x2 + y2)1/2.
In a case in which the source dipole is oriented along the x axis, such that p = pdx , by substituting

Eq. (5.133) into (5.134), we get

Er(r,φ,0) = −p

r

ρ1

4π2

∫∫ ∞

−∞
kx

n0
(kxx + kyy)R0

N(n0)e
−i(kxx+kyy)dkxdky, (5.135)

Eφ(r,φ,0) = −p

r

ρ1

4π2

∫∫ ∞

−∞
kx

n0
(kyx − kxy)R0

N(n0)e
−i(kx x+ky y)dkxdky. (5.136)

Eqs. (5.133) and (5.136) will play a fundamental role in the theory for dipole electromagnetic
soundings.
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5.2.5 EXPRESSIONS FOR ELECTRIC FIELDS IN A HORIZONTALLY LAYERED MEDIUM
USING THE HANKEL TRANSFORM

It should be obvious by now that the field about a point source on the surface of a horizontally stratified
medium exhibits cylindrical symmetry with respect to the vertical axis (the z axis) through the source.
Because of this, for many problems in electrical exploration, it is preferable to write the electric poten-
tial and the electric field in a cylindrical coordinate system, r,φ, z. Such expressions can be obtained,
for example, by making use of the integral identity

1

4π2

∫∫ ∞

−∞
f (n0)e

−i(kx x+ky y)dkxdky = 1

2π

∫ ∞

0
f (n0)n0J0(n0r)dn0, (5.137)

where the function f (n0) must be absolutely integrable over the real axis in the range 0 ≤ n0 < ∞,
r = (x2 + y2)1/2, and J0 is the Bessel’s function of order zero.

Substituting

(Iρ1/n0)R
0
N(n0) = f (n0)

in Eq. (5.110) and then substituting the result in Eq. (5.137), we have:

U(r) = Iρ1

2π

∫ ∞

0
R0

N(n0)J0(n0r)dn0. (5.138)

The expression on the right-hand side of the equality sign in Eq. (5.138) belongs to a class of
integrals known as Hankel transforms. Let us review how such transforms are developed.

Let f (n0) be an arbitrary absolutely integrable function on the real axis over the range 0 ≤ n0 < ∞.
Then, the following pair of reciprocal single-valued integral transformations, known as the Hankel or
Fourier-Bessel transforms, must exist:

χf (r) =
∫ ∞

0
f (n0)Jm(n0r)n0dn0, (5.139)

f (n0) =
∫ ∞

0
χf (r)Jm(n0r)rdr, (5.140)

where m = 1,2,3, .... , and Jm is a Bessel’s function of order m.
Eq. (5.138) states that the electric potential can be obtained as the zero-order Hankel transform of

the layered-earth correction factor, R0
N(n0), multiplied by the factor Iρ1/2πn0. The inverse also holds,

considering Eq. (5.140):

R0
N(n0) = 2πn0

ρ1

∫ ∞

0

U(r)

I
J0(n0r)rdr. (5.141)

This illustrates a result which is quite important in the theory of electrical prospecting: the layered-
earth correction factor, which is a function only of the profile of conductivity through a horizontally
stratified sequence of rocks, can be determined by measuring the electric potential as a function of
distance from the source, if the current I is known or held constant.
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We can also express the radial component of the electric field for a point source of current through
the use of Eq. (5.138):

Er(r) = −∂U(r)

∂r
= Iρ1

2π

∫ ∞

0
R0

N(n0)J1(n0r)n0dn0, (5.142)

where we have made use of an identity for Bessel’s functions:

∂J0(n0r)/∂r = −n0J1(n0r).

We see that the radial component of the electric field is the Hankel transform of the layered-earth
correction factor multiplied by Iρ1/2π . The inverse transform is

R0
N(n0) = 2π

ρ1

∫ ∞

0

Er(r)

I
J1(n0r)rdr. (5.143)

Thus, measurement of the electric field as a function of distance also can be used to determine the
layered-earth correction factor.

We will now turn to the determination of the components of the electric field from a current dipole
source, using the Hankel transform approach. In so doing, we write the expression E = −grad UD in
polar coordinates:

Er(r,φ) = −∂UD/∂r,

Eφ(r,φ) = −1

r

∂UD

∂φ
. (5.144)

Let us suppose now that a current dipole with the moment p is oriented along the x axis:

p = pdx = Id�dx (5.145)

and so, the electric potential from the dipole is

UD(r,φ) = −1

I
grad U · p = −d�

(
∂U

∂r
dr + 1

r

∂U

∂φ
dφ

)
·dx. (5.146)

In accord with Eq. (5.135), the unit vector dx can be expressed in polar coordinates using the unit
vectors dr and dφ :

dx = x

r
dr − y

r
dφ = (cos φ)dr − (sin φ)dφ. (5.147)

Substituting Eq. (5.147) into (5.146), we can write:

UD(r,φ) = −d� (cos φ)
∂U

∂r
+ d�

sin φ

r

∂U

∂φ
. (5.148)

In the case of a laterally uniform sequence of layers, we already know that the potential function,
U , exhibits cylindrical symmetry, so that derivatives with respect to φ will be zero. So, we actually
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have:

UD(r,φ) = −d� (cos φ)
∂U(r)

∂r
. (5.149)

Substituting Eq. (5.149) into (5.144), we can write:

Er(r,φ) = d� (cos φ)
∂2U(r)

∂r2
, (5.150)

Eφ(r,φ) = −d� (sin φ)
1

r

∂U(r)

∂r
. (5.151)

Using Eq. (5.138), we can write these last two equations as

Er(r,φ) = Iρ1d�

2π
(cos φ)

∂2

∂r2

∫ ∞

0
R0

N(n0)J0(n0r)dn0, (5.152)

Eφ(r,φ) = −Iρ1d�

2π
(sin φ)

1

r

∂

∂r

∫ ∞

0
R0

N(n0)J0(n0r)dn0. (5.153)

Making use of tabulated identities for the Bessel’s functions, we can write

∂2

∂r2
J0(n0r) = −n0

∂

∂r
J1(n0r) = n0

r
J1(n0r) − n2

0J0(n0r). (5.154)

Finally, substituting Eqs. (5.142) and (5.154) into (5.152) and (5.153), we find the following ex-
pressions for the radial and tangential components of the electric field about a current dipole source on
the surface of a horizontally stratified medium:

Er(r,φ) = Iρ1d�

2πr
(cos φ)

∫ ∞

0
R0

N(n0)[J1(n0r) − n0rJ0(n0r)]n0dn0, (5.155)

Eφ(r,φ) = Iρ1d�

2πr
(sin φ)

∫ ∞

0
R0

N(n0)J1(n0r)n0dn0. (5.156)

5.3 ELECTROMAGNETIC FIELD OF AN ARBITRARY SYSTEM OF
MAGNETOSPHERIC CURRENTS IN A HORIZONTALLY HOMOGENEOUS
MEDIUM

In magnetotelluric method, which we will discuss in details in Chapter 13, the primary field is usually
taken to be a plane wave vertically incident on the earth’s surface. This model, as we have already noted,
permits the easy calculation of a field in a horizontally homogeneous geoelectric medium. However, it
is also important to solve the problem of excitation by an arbitrary system of magnetospheric currents.
This problem is of fundamental importance to electromagnetic sounding with controlled sources also.
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FIGURE 5.6

Model used in the problem of layered-earth excitation by an arbitrary system of magnetospheric currents.

5.3.1 SPATIAL FREQUENCY-DOMAIN (SFD) REPRESENTATION OF THE
ELECTROMAGNETIC FIELD IN A HORIZONTALLY LAYERED MEDIUM

We begin with a Cartesian coordinate system with its origin on the surface of the earth and with the
z axis directed downwards. At a given point, we will assume the earth consists of N homogeneous
layers, each with a conductivity σj and a thickness dj (j = 1,2,3, ...,N). The model is bounded by a
nonconducting upper half-space at z = 0. The magnetic permeability, μ, is assumed to have the value
for free space, μ0. The source of the field is taken to be a current system circulating at high altitude
with the density jQ (Fig. 5.6). The field varies in time by the factor e−iωt . However, the field varies
so slowly that we can neglect displacement currents; that is, we are examining only a quasi-stationary
model of the field.

In accord with Eq. (4.123), outside the region in which source currents are flowing, in the atmo-
sphere and within the j -th layer of the earth, the magnetic and electric fields satisfy the equations:

∇2H + k2
j H = 0,

∇2E + k2
j E = 0, (5.157)

where j = 0,1,2, ....,N and k2
j = iωμ0σj .

Boundary conditions at each boundary between two layers include continuity of all components of
the magnetic field H and of the tangential components of the electric field E:

Hx,y,z|z=zj −0 = Hx,y,z|z=zj +0 , (5.158)

Ex,y|z=zj −0 = Ex,y|z=zj +0 , (5.159)
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where j = 1,2, ...,N − 1 and

zj =
j∑

�=1

d�, z0 = 0.

The vertical component of the electric field exhibits a discontinuity at each boundary specified as:

σjEz|z=zj −0 = σj+1Ez |z=zj +0 . (5.160)

In addition, on the strength of Eq. (4.120)

divH = 0,

divE = 0,

we can claim the continuity of the vertical derivatives of the vertical components of the electric and
magnetic fields at each boundary:

∂Hz

∂z
,
∂Ez

∂z

∣∣∣∣
z=zj −0

= ∂Hz

∂z
,
∂Ez

∂z

∣∣∣∣
z=zj +0

. (5.161)

At great depths, the fields E and H tend to zero. In studying the electromagnetic field in this hori-
zontally layered model, it is most convenient to work in the spatial wave number domain.

We can express the magnetic and electric fields as Fourier integrals:

H = 1

4π2

∫∫ ∞

−∞
h e−i(kxx+kyy)dkxdky,

E = 1

4π2

∫∫ ∞

−∞
e e−i(kxx+kyy)dkxdky, (5.162)

where kx, ky are spatial frequencies along the x and y axes: h = h(kx, ky, z), e = e(kx, ky, z) are the
spatial spectrums of the magnetic and electric fields, respectively, and related to H and E through the
inverse Fourier transforms:

h =
∫∫ ∞

−∞
H ei(kxx+kyy)dkxdky,

e =
∫∫ ∞

−∞
E ei(kxx+kyy)dkxdky. (5.163)

On the basis of Eq. (5.157) and the properties of the spatial spectrums (5.56) and (5.57), the
Helmholtz equation is satisfied in each layer and in the atmosphere:

h′′ = n2
j h,

e′′ = n2
j e, (5.164)
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where the primes designate differentiation with respect to z, nj = (k2
x + k2

y − k2
j )

1/2, and we choose
that expression for the root for which

Re(nj ) > 0. (5.165)

In accord with Eq. (5.158) through Eq. (5.162):

hx,y,z |z=zj −0 = hx,y,z |z=zj +0, (5.166)

ex,y |z=zj −0 = ex,y |z=zj +0, (5.167)

σj ez |z=zj −0 = σj+1ez |z=zj +0, (5.168)

h′
z |z=zj −0 = h′

z |z=zj +0, (5.169)

e′
z |z=zj −0 = e′

z |z=zj +0 . (5.170)

The spatial spectrums h and e approach zero as z becomes infinite.

5.3.2 LIPSKAYA-VANYAN FORMULAS CONCERNING IMPEDANCE RATIOS
For the general case of the properties of the functions which satisfy conditions (5.164)–(5.170), we can
write a formalism due to Lipskaya (1953) and Vanyan (1959).

Let a function f (z) satisfy the equation:

f ′′(z) = n2
j f (z), (5.171)

for zj−1 + 0 ≤ z ≤ zj − 0, j = 1,2, ...,N ; z = ∞ along with the boundary conditions

pjf (zj − 0) = pj+1f (zj + 0), (5.172)

f ′(zj − 0) = f ′(zj + 0), i = 1,2, ...,N − 1,

where p1, p2, ..., pN are arbitrary constants and the function f (z) tends to zero as z approaches infinity.
Then, the following formula holds:

f (z)

f ′(z)

∣∣∣∣z=+0 = − 1

n1
R∗

N(p1,p2, ..., pN) , (5.173)

where

R∗
N(p1,p2, ..., pN) = coth

{
n1d1 + coth −1

[
n1p2

n2p1
coth(n2p2 + ... + coth −1 nN−1pN

nNpN−1

]}
. (5.174)

As before, this hyperbolic expression can be expanded to form a continued fraction which is easier
to evaluate. Applying Lipskaya-Vanyan’s theorem to all the terms in the expansion for computing the
spatial field spectrums for a point source in a layered medium, we realize the problem at hand is a
special case of Lipskaya-Vanyan’s theorem. To prove this theorem, we write the general solution to
Eq. (5.171):

f (z) = aj e
nj z + bj e

−nj z (5.175)



5.3 ELECTROMAGNETIC FIELD OF AN ARBITRARY SYSTEM 169

for zj−1 + 0 ≤ z ≤ zj − 0; i = 1,2, ...,N − 1 and

f (z) = b e−nN z (5.176)

for zN−1 + 0 ≤ z ≤ ∞.
The solution to (5.176) is written under the constraint Re(nN) > 0.
We examine by analogy the use of the function

F(z) = f (z)/f ′(z)

in the case of the DC field in a horizontally layered medium. This function will also be called an
impedance ratio. In accord with Eqs. (5.175) and (5.176),

F(z) = (1/nj ) coth (nj z − qj ), zj−1 + 0 ≤ z ≤ zj − 0, (5.177)

where qj = ln(bj /aj )
1/2; j = 1,2, ...,N − 1, and

F(z) = −1/nN ; zN−1 + 0 ≤ z ≤ ∞. (5.178)

Thus, the problem of evaluating the function F reduces to evaluation of the dimensionless quan-
tity, qj .

Obviously, on the strength of Eq. (5.172):

pjF (zj − 0) = pj+1F(zj + 0). (5.179)

Substituting (5.177) into (5.179), we find

(pj /nj ) coth(nj zj − qj ) = pj+1F(zj + 0), (5.180)

and so

qj = njzj − coth−1
(

pj+1nj

pj

F (zj + 0)

)
. (5.181)

Consequently, Eq. (5.177) can be written as follows at z = zj−1 + 0:

F(zj−1 + 0) = 1

nj

coth

{
nj zj−1 − nj zj + coth−1

[
pj+1nj

pj

F (zj + 0)

]}

= − 1

nj

coth
{
njdj − coth−1

[
pj+1nj

pj

F (zj + 0)

]
. (5.182)

In accord with (5.178),

F(zN−1 + 0) = −1/nN,

this recurrence relationship, which has been obtained, can be expanded into the following form:
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F(+0) = − 1

n1
coth

{
n1d1 + coth−1

[
n1p2

n2p1
coth

(
n2d2 + coth−1

(
n2p3

n3p2
coth (n3d3 + ..

... + coth−1 nN−1pN

nNpN−1

)
...

))]}
. (5.183)

Eq. (5.183) is equivalent to relationship (5.173). Thus, we have proved Lipskaya-Vanyan’s formulas.

5.3.3 HORIZONTAL POLARIZATION OF THE ELECTRIC FIELD IN A HORIZONTALLY
HOMOGENEOUS EARTH, AND THE REDUCED SPATIAL WAVE NUMBER
SPECTRUM

Let us now examine several important consequences flowing from Lipskaya-Vanyan’s theorem. Above
all, it is clear from formulas (5.166) through (5.170) that the spatial spectrums for the vertical compo-
nents of the magnetic and electric fields satisfy the conditions of the theorem, and moreover, for hz,
p1 = p2 = ... = pN = 1, and for ez, pj = σj (j = 1,2, ..N). As a result we have:

hz

h′
z

∣∣∣∣
z=+0

= − 1

n1
R∗(1,1, ...,1), (5.184)

ez

e′
z

∣∣∣∣
z=+0

= − 1

n1
R∗(σ1, σ2, ..., σN). (5.185)

Let us examine the formula for the vertical component of the electric field. It can be rewritten as:

e′
z

∣∣
z=+0 = − n1

R∗(σ1, σ2, ..., σN)
ez| z=+0 . (5.186)

We return now to Eq. (5.168) and rewrite it at the surface of the earth (j = 0):

σ0ez |z=−0 = σ1ez|z=+0 . (5.187)

In the problem we are examining, the conductivity of air is effectively zero, and so:

ez |z=+0 = 0 , (5.188)

and hence, in view of Eq. (5.186)

e′
z |z=+0 = 0 . (5.189)

It follows from these conditions that immediately beneath the surface of the earth

ez ≡ 0 for z ≥ +0. (5.190)

Indeed, the general solution of Eq. (5.164) for the electric field has the form

ez = e+
zj

enj z + e−
zj

e−nj z. (5.191)
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In particular, in the first layer

ez = e+
z1

en1z + e−
z1

e−n1 z. (5.192)

Differentiating this equation with respect to z, we find

e′
z = n1(e

+
z1

en1z − e−
z1

e−n1 z). (5.193)

Setting z = +0 in Eq. (5.192) and (5.193)

ez |z=+0 = e+
z1

+ e−
z1

,

e′
z |z=+0 = n1(e

+
z1

− e−
z1

). (5.194)

Substituting Eq. (5.194) into Eqs. (5.188) and (5.189), we obtain

e+
z1

+ e−
z1

= 0,

e+
z1

− e−
z1

= 0,

and so

e+
z1

= e−
z1

= 0. (5.195)

Consequently, in view of Eqs. (5.192), (5.193), and (5.195), within the first layer

ez ≡ 0, e′
z ≡ 0 for + 0 ≤ z ≤ z1 ≤ z1 − 0. (5.196)

We can now write the boundary conditions at the bottom surface of the first layer:

σ1ez|z=z1−0 = σ2ez|z=z1+0 ,

e′
z

∣∣
z=z1−0 = e′

x

∣∣
z=z1+0 . (5.197)

Considering Eq. (5.196), we note that these conditions take the form:

ez|z=z1+0 = 0,

e′
z

∣∣
z=z1+0 = 0. (5.198)

Repeating the same process as above for the first layer, we obtain the following for the second layer:

ez ≡ 0, e′
z ≡ 0, for z1 + 0 ≤ z ≤ z2 − 0,

and so on for as many layers as are required.
Returning to formula (5.190), we transform the spatial spectrum to its image field Ez using the

inverse Fourier transform:

Ez ≡ 0 for z ≥ +0. (5.199)

We arrive at the following conclusion: There is no distribution of electric currents in the magneto-
sphere and ionosphere that will cause a vertical component of the electric field, and hence, a vertical
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component of current flow in a horizontally layered earth! Consequently, the electric field induced in a
horizontally homogeneous earth is always horizontally polarized.

We must recognize that this an extremely important contribution to the theory of magnetotelluric
and magnetovariational sounding, since it permits a marked simplification to the equations for fields
in horizontally homogeneous media. In that respect, we return to Maxwell’s second equation (4.117),
and, considering the implications of Eq. (5.187), we write⎡

⎣ dx dy dz

∂/∂x ∂/∂z ∂/∂z

Ex Ey 0

⎤
⎦= iωμ0(Hxdx + Hydy + Hzdz).

Hence, for the horizontal components of the field

−∂Ey/∂z = iωμ0Hx,

∂Ex/∂z = iωμ0Hy. (5.200)

Transforming these last two formulas for the field to their spatial wave number spectrums, we
obtain:

−e′
y = iωμ0hx, e′

x = iωμ0hy. (5.201)

In accord with Eq. (5.166), the right-hand part of Eq. (5.201) is continuous at the boundaries be-
tween layers, and consequently, the left-hand parts are also continuous:

e′
x,y

∣∣∣z=zj −0 = e′
x,y

∣∣∣
z=zj +0

. (5.202)

Combining Eqs. (5.202), (5.167), and (5.164), we see that the spatial spectrums for the horizontal
components of the electric field meet the conditions for Lipskaya-Vanyan’s theorem with p1 = p2 =
... = pN = 1. Consequently:

ex

e′
x

∣∣∣∣
z=+0

= ey

e′
y

∣∣∣∣∣
z=+0

= − 1

n1
R∗

N(1,1, ...,1). (5.203)

From here on, we will refer to the function R∗
N(1,1, ...,1) simply as R∗

N , and call it the reduced
spectral impedance:

R∗
N = coth

{
n1d1 + coth−1

[
n1

n2
coth

(
n2d2 + ... + coth −1 nN−1

nN

)
...

]}
. (5.204)

It is evident from Eq. (5.204) that the reduced spectral impedance, R∗
N , at the given spatial wave

numbers kx and ky is a function only of the parameters defining the geoelectric section and of the
temporal frequency of the field, and does not depend on the distribution of currents in the ionosphere.
Consequently, we conclude that in interpreting the results of a magnetotelluric survey, we need only
determine the impedance ratios in the form of Eq. (5.184) or (5.185). The field results, in accord with
Eqs. (5.184) and (5.203) depend only on the geoelectric parameters of the horizontally layered earth
and not on the distribution of the ionospheric currents, jQ. Unfortunately, we must note and stress that
this simplification does not extend to the case of a horizontally inhomogeneous earth.
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5.4 ELECTROMAGNETIC FIELDS GENERATED IN LAYERED EARTH BY
ELECTRIC AND MAGNETIC DIPOLE TRANSMITTERS

In this section we will present a solution of the problem of an EM field in a layered earth generated by
electric and magnetic dipole transmitters operating in the frequency or time domains.

5.4.1 SPECTRAL REPRESENTATION OF THE FIELD OF A HORIZONTAL CURRENT
DIPOLE ON THE SURFACE OF A HORIZONTALLY LAYERED MEDIUM

Let us begin our analysis with a simple case, one in which a current dipole, energized with a time-
harmonic current, is located in a homogeneous conducting medium with the properties σ and μ0. The
current moment of the source is p, oriented along the x axis of a Cartesian coordinate system with
the origin at the center of the dipole. From Eq. (4.177), the magnetic field arising from this dipole
excitation is:

H(r) = 1

4π
curl

(
eikr

r
pdx

)
= p

4π

⎡
⎣ dx dy dz

∂/∂x ∂/∂y ∂/∂z

eikr/r 0 0

⎤
⎦

= ∂

∂z

(
eikr

r

)
dy − ∂

∂y

(
eikr

r

)
dz. (5.205)

Using Eqs. (5.51), (5.56), (5.57), and (5.58), we calculate the spatial spectrums of the x, y, and z

components of the magnetic field:

hx = 0,

hy = p

4π

∂g

∂z
,

hz = iky

p

4π
g, (5.206)

where g is the spatial spectrum of eiky /r , computed using tabulated integrals:

g =
∫∫ ∞

−∞
eikr

r
ei(kxx+kyy)dxdy = 2πe−n|z|

n
. (5.207)

The quantity n, defined as n = (k2
x + k2

y − k2)1/2 = (k2
x + k2

y − iωμ0σ)1/2 is a modified wave number.
At this point, the inverse Fourier transform of this last equation will prove to be useful in the

developments which follow:

eikr

r
= 1

2π

∫∫ ∞

−∞
e−n|z|

n
e−i(kxx+kyy)dkxdky. (5.208)

Substituting Eq. (5.207) into (5.206), we find

hx = 0,
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hy = −(p/2)e−n|z| signum (z) ,

hz = iky

p

2n
e−n|z|. (5.209)

We now need to find the spatial spectrum of the electric field E. We will use the first equation of
Maxwell in so doing:

E(r) = 1

σ
curl H(r)

= 1

σ

⎡
⎣ dx dy dz

∂/∂x ∂/∂y ∂/∂z

0 Hy Hz

⎤
⎦

= 1

σ

[(
∂Hz

∂y
− ∂Hy

∂z

)
dx − ∂Hz

∂x
dy + ∂Hy

∂x
dz

]
for r �= 0. (5.210)

Transforming this expression for E to a spatial spectrum, we have:

ex = 1

σ
(−ikyhz − h′

y),

ey = (ikx/σ )hz,

ez = −(ikx/σ )hy. (5.211)

Substituting Eq. (5.209) into Eq. (5.211), we can write

ex = pe−n|z|

2n

(
iωμ0 − k2

x

σ

)
,

ey = −kxky

σ

p

2n
e−n|z|,

ez = ikx

σ

p

2
e−(n|z|)signum (z) , for z �= 0. (5.212)

The spatial spectrums given in Eq. (5.209) and Eq. (5.212) for the magnetic and electric fields
caused by a current dipole source for the x and z components of the magnetic field and the x and y

components of the electric field are continuous as one passes through the plane z = 0. The spectrums
hy and ez exhibit discontinuities, the sizes of which are determined by the source dipole moment:

hx |z=+0 − hx |z=−0 = 0, (5.213)

hy |z=+0 − hy |z=−0 = −p, (5.214)

hz|z=+0 − hz|z=−0 = ikyp/2n − ikyp/2n = 0, (5.215)

ex |z=+0 − ex |z=−0 = p

2n

(
iωμ0 − k2

x

σ

)
− p

2n

(
iωμ0 − k2

x

σ

)
= 0, (5.216)
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FIGURE 5.7

Current dipole source on the surface of a layered medium. The dipole is formed by a current passing along a
short filament of wire. The moment, p, is the product of length and current strength.

ey |z=+0 − ey |z=−0 = −kxky

σ

p

2n
−
(

−kxky

σ

p

2n

)
= 0, (5.217)

ez|z=+0 − ez|z=−0 = ikxp/2σ − (−ikxp/2σ) = ikxp/σ. (5.218)

Later, we will use these properties of the spatial spectrums in the solution of the problem of deter-
mining the fields of a dipole source in a layered medium.

Let us suppose that a current dipole with a moment p = pdx is situated on the surface of a layered
half-space as shown in Fig. 5.7. In order to simplify the notation a bit, we will designate a vanishingly
thin region just above the earth’s surface as z = −0, and a similar region just beneath the earth’s
surface as z = +0. We will consider that the source dipole p lies “between” these two regions (to be
more precise, we should talk about the surfaces z = +ε and z = −ε, where ε may be made arbitrarily
small).

In the air-filled upper half-space, where z ≤ −0, on the strength of Maxwell’s first equation, curl
H = 0, and making use of the scalar potential of the magnetic field, U , we can write

H = −grad U. (5.219)

In the space wave number domain, this equation can be expressed as

hx = ikxu, hy = ikyu, hz = −u′,

where in the spectrum for u, in accord with the convention we chose earlier, we retain only the expo-
nential term which decreases as z → −∞,

u(z) = u+en0 z.

Consequently:

hx |z=−0 = ikxu
+, hy |z=−0 = ikyu

+, hz|z=−0 = −n0u
+. (5.220)
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At the surface z = +0, in accord with Lipskaya-Vanyan’s theorem, we will make use of the
impedance ratios using the spectrum for the vertical component of the magnetic field hz and its vertical
derivative, ∂hz/∂z:

hz

∂hz/∂z

∣∣∣∣z=+0 = − 1

n1
R∗

N = 1

iωμ0
Z∗ , (5.221)

where Z∗ is called the spectral impedance of a horizontally layered earth:

Z∗ = −(iωμ0/n1)R
∗
N. (5.222)

At this point we can review some simple property of the spectral impedance Z∗. For a homogeneous
half-space, the spectral impedance is

Z∗ = −iωμ0/n1 (5.223)

inasmuch as

R∗
1 = lim

d1→∞ coth(n1d1) = 1 (5.224)

in this case. Note that, we will study the spectral impedance in more details in Chapter 13.
Hence, in view of the following equation,

h′
z = ikxhx + ikyhy,

we have:

hz|z=+0 = 1

iωμ0
Z∗h′

z|z=+0 = Z∗

iωμ0
[ikxhx |z=+0 + ikyhy |z=+0].

We use Eq. (5.215) to pass through the lower surface of the plane z = 0 which contains the dipole
source:

hz|z=−0 = Z∗

iωμ0
[ikxhx |z=−0 + iky(hy |z=−0 − p)]. (5.225)

Substituting Eq. (5.220) for the spectrum of the magnetic field in the upper half-space into Eq. (5.225),
we find:

−n0u
+ = Z∗

iωμ0
[−k2

xu
+ − k2

yu
+ − ikyp]

= − n2
0

iωμ0
Z∗u+ − ikyp

iωμ0
Z∗,

and so

u+ = ikypZ∗

n0(iωμ0 − n0Z∗)
. (5.226)
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Substituting Eq. (5.226) in (5.220), we obtain the final result:

hx |z=−0 = − kxkypZ∗

n0(iωμ0 − n0Z∗)
,

hy |z=−0 = − k2
ypZ∗

n0(iωμ0 − n0Z∗)
,

hz|z=−0 = − ikypZ∗

iωμ0 − n0Z∗ . (5.227)

In order to determine the spectrums for the electric field, we use the impedance ratios. In accord
with Lipskaya-Vanyan’s theorem, at the surface z = +0, the following condition is met:

ez

e′
z

∣∣∣∣z=+0 = − 1

n1
R∗(σ1 , σ2, ..., σn) = − 1

n1
R∗(σn), (5.228)

where R∗(σ1, σ2, ..., σN) = R∗(σn) is given by Eq. (5.185). In view of the divergence condition, div
E = 0, within a homogeneous layer, the spectrum will be

e′
z = ikxex + ikyey. (5.229)

Considering Eq. (5.229), we can rewrite Eq. (5.228) as

ez|z=+0 = − 1

n1
R∗(σn) e′

z |z=+0

= − 1

n1
R∗(σn)[ikxex |z=+0 + ikyey |z=+0]. (5.230)

Passing from the lower surface of the plane z = 0 to the upper by using condition (5.218), we write

ez|z=−0 + ikxp

σ1
= −R∗(σn)

n1
[ikxex |z=−0 + ikyey |z=−0]. (5.231)

Also, at the surface z = −0 (the boundary which separates the lower conducting half-space from
the upper insulating half-space), the vertical component of the electric field and its spectrum must be
equal to zero: ez|z=−0 = 0. Consequently, Eq. (5.231) can be rewritten as

ikxex |z=−0 + ikyey |z=−0 = − in1kxp

σ1R∗(σn)
. (5.232)

Now, in view of Maxwell’s second equation,

∂Ey/∂x − ∂Ex/∂y = iωμ0Hz.

Expressed in the wave number domain at the plane z = −0, we have

−ikxey |z=−0 + ikyex |z=−0 = iωμ0hz |z=−0, (5.233)
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or, if we consider Eq. (5.227),

−ikxey |z=−0 + iky ex |z=−0 = ωμ0kypZ∗

iωμ0 − n0Z∗ . (5.234)

Eqs. (5.232) and (5.234) form a system of two linear algebraic equations relating the two unknown
quantities ex |z=−0 and ey |z=−0. Solving this system of equations, we find:

ex |z=−0 = − p

n2
0

[
n1k

2
x

σ1R∗(σn)
+ iωμ0k

2
yZ

∗

iωμ0 − n0Z∗

]
,

ey |z=−0 = −kxkyp

n2
0

[
n1

σ1R∗(σn)
− iωμ0Z

∗

iωμ0 − n0Z∗

]
. (5.235)

Carrying out an inverse Fourier transform, we obtain the spectrums of the electromagnetic field of
a dipole source at the surface of a horizontally-layered medium:

H(x, y,0) = 1

4π2

∫∫ ∞

−∞
h|z=−0e

−i(kxx+kyy)dkxdky,

E(x, y,0) = 1

4π2

∫∫ ∞

−∞
e|z=−0e

−i(kxx+kyy)dkxdky. (5.236)

5.4.2 ELECTROMAGNETIC FIELD OF A HORIZONTAL CURRENT DIPOLE AT THE
SURFACE OF A HOMOGENEOUS HALF-SPACE

The expressions which have been developed for the spectrums of an electromagnetic field become
much simpler in the case of a uniform half-space with a constant electrical conductivity, σ1 =
constant . In this case, in accord with results obtained earlier (Eqs. (5.223) and (5.224)), we have:

R∗(σ1) = 1,

Z∗ = −iωμ0/n1. (5.237)

Substituting Eq. (5.237) in Eq. (5.227), we have

hx |z=−0 = kxkyp

n0(n1 + n0)
= kxkyp(n1 − n0)

n0(n
2
1 − n2

0)
= − kxkyp

iωμ0σ1n0
(n1 − n0), (5.238)

hy |z=−0 = k2
yp

n0(n1 + n0)
= k2

yp(n1 − n0)

n0(n
2
1 − n2

0)
= − k2

yp

iωμ0σ1n0
(n1 − n0), (5.239)

hz|z=−0 = ikyp

n1 + n0
= ikyp(n1 − n0)

n2
1 − n2

0

= − kyp

ωμ0σ1
(n1 − n0), (5.240)

where, more precisely,

n2
1 − n2

0 = (k2
x + k2

y − iωμ0σ1) − (k2
x + k2

y) = −iωμ0σ1.



5.4 ELECTROMAGNETIC FIELDS GENERATED IN LAYERED EARTH 179

A similar substitution of Eq. (5.237) in Eq. (5.235) yields:

ex |z=−0 = − p

n2
0

[
n1k

2
x

σ1
− iωμ0k

2
y

n1 + n0

]

= − p

n2
0

[
n1k

2
x

σ1
+ k2

y

σ1
(n1 − n0)

]
= − p

σ1

(
n1 − k2

y

n0

)
, (5.241)

ey |z=−0 = −kxkyp

n2
0

[
n1

σ1
+ iωμ0

n1 + n0

]

= −kxkyp

n2
0

[
n1

σ1
− n1 − n0

σ1

]
= −kxkyp

σ1n0
. (5.242)

To specify the amplitudes of the magnetic and electric fields represented Eqs. (5.238), (5.239),
(5.240), (5.241), and (5.242), we evaluate the appropriate Fourier integral of the pair in Eq. (5.236). To
conserve effort at this time, we will limit our considerations to the vertical component of the magnetic
field and the horizontal components of the electric field. To begin, we will carry out the calculation
of Hz:

Hz(x, y,0) = −ip

4π2ωμ0σ1

∫∫ ∞

−∞
(−iky

)
(n1 − n0)e

−i(kxx+kyy)dkxdky

= −ip

4π2ωμ0σ1

∂

∂y
{I1 − I2}, (5.243)

where

I1 =
∫∫ ∞

−∞
n1e

−i(kxx+kyy)dkxdky, (5.244)

I2 =
∫∫ ∞

−∞
n0e

−i(kxx+kyy)dkxdky. (5.245)

We will use Eqs. (5.208) and (5.65) in evaluating the integrals I1 and I2. It can readily be seen that:

I1 =
(

∂2

∂z2

∫∫ ∞

−∞
e−n1 |z|

n1
e−i(kxx+kyy)dkxdky

)

= 2π

(
∂2

∂z2

eik1 r̃

r̃

)
z=0

= −2π
1 − ik1r

r3
eik1r , (5.246)

I2 =
(

∂2

∂z2

∫∫ ∞

−∞
e−n0 |z|

n0
e−i(kxx+kyy)dkxdky

)

= 2π

(
∂2

∂z2

1

r̃

)
z=0

= −2π

r3
, (5.247)

where r̃ = (x2 + y2 + z2)1/2 and r = r̃|z=0 = (x2 + y2)1/2.
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Substituting Eqs. (5.246) and (5.247) in (5.243), we can write:

Hz(x, y,0) = ip

2πωμ0σ1

∂

∂y

(
1 − ik1r

r3
eik1r − 1

r3

)

= ip

2πωμ0σ1

1

r4

y

r

{
3 − eik1r (3 − 3ik1r − k2

1r2)
}

. (5.248)

Next, we find the amplitude of Ex . Substituting from Eq. (5.241) into (5.236):

Ex(x, y,0) = − p

4π2σ1

∫∫ ∞

−∞
n1e

−i(kxx+kyy)dkxdky − p

4π2σ1

∫∫ ∞

−∞
(−iky)

2

n0
e−i(kxx+kyy)dkxdky

= − p

4π2σ1

(
I1 + ∂2

∂y2
I3

)
, (5.249)

where

I3 =
∫∫ ∞

−∞
1

n0
e−i(kxx+kyy)dkxdky.

In accord with Eq. (5.65), we have

I3 = 2π

r̃

∣∣∣∣z=0 = 2π

r
(5.250)

Taking Eq. (5.250) into account in (5.249), we can write:

Ex(x, y,0) = p

2πσ1

(
1 − ik1r

r3
eik1 r − ∂2

∂y2

(
1

r

))

= p

2πσ1

(
1 − ik1r

r3
eik1r + 1

r3
− 3y2

r5

)

= p

2πσ1r3

(
1 − 3

y2

r2
+ (1 − ik1r)e

ik1r

)
. (5.251)

Using the same approach, we can calculate the y component of the electric field. From Eq. (5.242) we
obtain:

Ey(x, y,0) = p

4π2σ1

∫∫ ∞

−∞
(−ikx)(−iky)

1

n0
e−i(kxx+kyy)dkxdky

= p

4π2σ1

∂2

∂x∂y
I3 = p

2πσ1

∂2

∂x∂y

1

r

= p

2πσ1

3

r3

x

r

y

r
. (5.252)

The problem of determining the components of the electromagnetic field of a current dipole source
propagating along the surface of a homogeneous conducting half-space has been solved!
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FIGURE 5.8

Vertical-axis magnetic dipole raised to a height d0 above a stratified earth. The magnetic dipole is formed by a
current-carrying loop of wire with an effective area, a, and a magnetic moment IM .

5.4.3 FREQUENCY DOMAIN REPRESENTATION OF THE FIELD OF A VERTICAL
MAGNETIC DIPOLE ABOVE A HORIZONTALLY STRATIFIED MEDIUM

A fundamental question in the theory of electromagnetic sounding is related to the question of the
fields excited in a horizontally stratified medium by a current-carrying loop of wire. In theory, if the
loop is small in size, these fields are fully analogous to the fields about a magnetic dipole characterized
by a magnetic moment of

IM = IMdz = πa2Idz, (5.253)

where a is the radius of the loop of wire, assuming it to be circular, and I is the strength of the current
flowing in it.

We will assume that a loop lying in the horizontal plane (a vertical-axis magnetic dipole) is situated
at a height d0 above the conducting half-space, which is a laterally uniform geoelectric sequence of
layers, σn(z), as shown in Fig. 5.8. The current flowing in the loop is assumed to have a harmonic
waveform, I = I0e

−iωt ; displacement currents will be ignored, as usual. We are required to find the
field on the surface of the earth (at z = 0) for such a source.

We observe first of all that in such a model, there is no galvanic connection between the source and
the conductive material comprising the lower half-space; that is, currents which flow in the earth arise
entirely as a consequence of electromagnetic induction. We can make use of the general theory for
electromagnetic induction in the earth which will be developed in details for natural-field methods in
Chapter 13. According to this theory, in the air (the upper half-space), the magnetic field and its scalar
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potential can be represented as being the sum of external and internal parts:

H = He + Hi ,

H = −grad U,

U = Ue + Ui, (5.254)

where �He and Ue are, respectively, the external magnetic field and its potential, which are the same, as
we have stated, as the field and potential for a current-carrying loop of wire or a vertical-axis magnetic
dipole located on the surface of a nonconducting half-space with conductivity σ0.

The potential about a vertical-axis magnetic dipole with a moment IM located in a nonconducting
medium is well known to be

Ue(r) = − 1

4π
IM · grad

1

|r − r0| , (5.255)

where r0 = (0,0,−d0) is the radius vector to the center of the source dipole; and r is the radius vector
to the point at which the field is being observed.

Considering that IM = IMdz, we can write

Ue(r) = − 1

4π
IM ∂

∂z

1

[x2 + y2 + (z + d0)2]1/2
.

Expressing the function 1/[x2 + y2 + (z + d0)
2]1/2 as a Fourier transform using Eq. (5.65), we have

Ue(x, y, z) = −IM

4π

1

4π2

∂

∂z

∫∫ ∞

−∞
2πe−n0 (z+d0)

n0
e−i(kxx+kyy)dkxdky, (5.256)

where z > −d0.
Consequently, the spectrum for the external part of the potential for the magnetic field at the surface

of the earth (at z = 0) is:

ue|z=0 = u− = 1

2
IMe−n0d0 . (5.257)

We also know from the theory for separating magnetic fields into internal and external parts (see
Chapter 13) that the ratio of the two spectrums, ue|z=0 = u− and ui |z=0 = u+, uniquely determines
the impedance spectrum Z∗, which in turn depends only on the parameters describing the horizontally
stratified medium. Moreover, knowing the spectrum for the external part of the potential, u−, and the
impedance, Z∗, it is completely possible to determine the internal part of the potential, u+. Combining
the internal and external parts of the potential, we can determine the complete potential of the field. To
do this is a simple process in analysis.

In accord with Eq. (5.235),

Z∗ = iωμ0

n0

u+ − u−

u+ + u− = iωμ0

n0

[
1 − 2u−

u+ + u−

]
.
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Hence

u|z=0 = u+ + u− = 2iωμ0u
−

iωμ0 − n0Z∗ . (5.258)

After substituting Eq. (5.257) in (5.258), we obtain

u|z=0 = IM iωμ0e
−n0d0

iωμ0 − n0Z∗ . (5.259)

Knowing the spectrum for the potential, it is not difficult to find the spectrums for the various
components of the magnetic field on the surface of the earth:

hx |z=0 = ikxu|z=0 = ikxI
M iωμ0e

−n0d0

iωμ0 − n0Z∗ , (5.260)

hy |z=0 = ikyu|z=0 = ikyI
M iωμ0e

−n0d0

iωμ0 − n0Z∗ . (5.261)

In the model of a horizontally stratified medium under consideration, excitation is purely inductive,
and so the electric field spectrum can be found in the same way as was done in developing the theory
for the magnetotelluric method using impedance spectrums. Thus:

ex |z=0 = Z∗hy |z=0 = ikyI
M iωμ0e

−n0d0Z∗

iωμ0 − n0Z∗ , (5.262)

ey |z=0 = −Z∗hx |z=0 = −ikyI
M iωμ0e

−n0d0Z∗

iωμ0 − n0Z∗ . (5.263)

The spectrum for the vertical component of the magnetic field hz|z=0 can be determined from ex

and ey using Eq. (5.233):

hz|z=0 = 1

iωμ0
[−ikxey |z=0 + ikyex |z=0]

= −IMn2
0

e−n0d0Z∗

iωμ0 − n0Z∗ . (5.264)

The inverse Fourier transform (Eq. (5.236)) allows us to obtain the components of the electric field
from the spatial spectrums. And so, the problem posed of determining the fields of a vertical magnetic
dipole situated above a horizontally stratified medium has been solved.

5.4.4 THE MAGNETIC FIELD OF A VERTICAL MAGNETIC DIPOLE ON THE SURFACE
OF A UNIFORM HALF-SPACE

As was the case with a current dipole source, Eqs. (5.260), (5.261) and (5.264) are markedly simplified
when the dipole is located on the surface of a uniform medium. For brevity, we will limit our consid-
erations to the calculation of the vertical component of the magnetic field, Hz, only. The impedance
for a uniform half-space is calculated from Eq. (5.237). We will also assume that the current-carrying
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loop of wire lies directly on the surface of the earth with d0 → 0. Then, substituting Eq. (5.237) into
(5.264), we obtain:

hz|z=0 = IMn2
0

n1 + n0
= IMn2

0

−iωμ0σ1
(n1 − n0). (5.265)

Consequently, the expression for the vertical component of the magnetic field takes the form:

Hz(x, y,0) = IM

4π2iωμ0σ1
∇̃2

∫∫ ∞

−∞
(n1 − n0)e

−i(kxx+kyy)dkxdky

= IM

4π2iωμ0σ1
∇̃2(I1 − I2), (5.266)

where the integrals I1 and I2 are evaluated using Eqs. (5.246) and (5.247), and ∇̃2 is the two-
dimensional Laplacian operator, defined as before as ∇̃2 = ∂2/∂x2 + ∂2/∂y2.

Substituting Eqs. (5.246) and (5.247) in (5.266), we can write

Hz(x, y,0) = −IM

2πiωμ0σ1
∇̃2

[
(1 − ik1r)e

ik1r − 1

r3

]
. (5.267)

It is more convenient in this last equation to express the two-dimensional Laplacian operator in
a cylindrical coordinate system, r,φ, remembering that the expression within the square brackets is
independent of the angle, φ:

Hz(r,φ,0) = −IM

2πiωμ0σ1

1

r

∂

∂r

(
r

∂

∂r

[
(1 − ik1r)e

ik1r − 1

r3

])
. (5.268)

Carrying out the differentiations with respect to r indicated in Eq. (5.268), we finally arrive at the
result

Hz(r,φ,0) = IM

2πiωμ0σ1

1

r5

[
9 − eik1r (9 − 9ik1r − 4k2

1r2 + ik3
1r3)

]
. (5.269)

Using the same kind of uncomplicated, though fundamental, considerations, it is possible to obtain
the expressions for the other components of the electromagnetic field in a uniform earth.

5.4.5 NEAR AND FAR FIELDS
In the theory for electromagnetic sounding, the behavior of the various field components near the source
and far from the source take on particular importance. The concepts of near- and far-field behavior have
already been introduced; let us now extend them in an examination of the fields about a dipole source
at the interface between the air and a uniform half-space. We should remember that the near and far
parts of the field are defined in terms of the value for the electrical distance, rλ, which is the magnitude
of the product of the distance, r and the wave number in the medium,

rλ = 1

2
√

2π
| rk1 |= r/λ1, (5.270)
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where λ1 is the wave length of the electromagnetic field in a homogeneous medium. Separation of the
field into its several parts is done using the conditions

• a. near-field zone, when |k1r| 	 1,
• b. intermediate field zone, when |k1r| ≈ 1, and
• c. far-field zone, when |k1r| � 1.

We should note that in the intermediate zone, we must make use of the exact expressions for the
various components, Eqs. (5.248), (5.251), and (5.252), which take the forms

Hz = ip sin θ

2πωμ0σ1

1

r4
{3 − eik1r (3 − 3ik1r − k2

1r2)}, (5.271)

Ex = p

2πσ1

1

r3
{3 cos 2θ − 2 + eik1r (1 − ik1r)}, (5.272)

Ey = 3p

2πσ1

1

r3
cos θ sin θ, (5.273)

where cos θ = x/r and sin θ = y/r .
In the near-field region, the exponential term, eik1r , can be expressed as:

eik1r = 1 + ik1r − 1

2
(k1r)

2 + o(k2
1r2),

where o(k2
1r2) represents the contribution from terms of order higher than (k1r)

2.
Eqs. (5.271), (5.272), and (5.273) can be simplified as follows by deleting small terms. For a hor-

izontal current dipole source, in the near field (|k1r| 	 1) the field components are approximately
determined by the following expressions:

Hz = ip sin θ

2πωμ0σ1

1

r4

(
3 −

[
1 + ik1r − (k1r)

2

2
+ o(k2

1r2)

]
(3 − 3ik1 − k2

1r2)

)

= ip sin θ

2πωμ0σ1

1

r4

[
−1

2
k2

1r2 + o(k2
1r2)

]
≈ p sin θ

4πr2
, (5.274)

Ex ≈ p

2πσ1

1

r3
(3 cos 2θ − 2 + 1) = p

2πσ1

1

r3
(3 cos 2θ − 1), (5.275)

Ey = 3p

2πσ1

1

r3
cos θ sin θ. (5.276)

For a vertical-axis magnetic dipole source, the vertical component of the magnetic field in the
near-field region is

Hz = IM

2πiωμ0σ1

1

r5

(
9 −

[
1 + ik1r − (k1r)

2

2
+ o(k2

1r2)

]
(9 − 9ik1r − 4k2

1r2 + ik3
1r3)

)
≈ −IM/4πr3 (5.277)
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In examining Eqs. (5.274) and (5.277), we find that in the near field of either a current or mag-
netic dipole source, the vertical component of the magnetic field, Hz, is independent of the electrical
conductivity of the medium, being a function only of the moment, p or IM , of the source.

Let us now consider the behavior of the field in the far-field region. In this region, eik1r ≈ 0, so that
Eqs. (5.271), (5.272), and (5.273) take the following forms.

For the field of a horizontal current dipole source, in the far-field region (|k1r| � 1),

Hz = 3ip sin θ

2πωμ0σ1

1

r4
, (5.278)

Ex = p

2πσ1

1

r3
(3 cos 2θ − 2), (5.279)

Ey = 3p

2πσ1

1

r3
cos θ sin θ. (5.280)

The field of a vertical-axis magnetic dipole source in the far zone is

Hz = 9IM

2πiωμ0σ1

1

r5
. (5.281)

Let us examine the structure of the electromagnetic field in the far zone. First of all, we recognize
that the decrease in strength of the electric and magnetic field components in the far zone as a function
of distance, r , is not accompanied by phase shift. The electric field in the far zone is cophasal with
the current feeding the source inasmuch as the right-hand parts of Eqs. (5.279) and (5.280) are purely
real terms. The oscillations of the magnetic field are shifted in phase with respect to the source current
by π/2 inasmuch as the right-hand terms in Eqs. (5.278) and (5.281) contain a multiplier, i = e(π/2)i .
This behavior has a simple physical explanation. We can think of the electromagnetic field of either
a current or magnetic dipole source as consisting of two parts; the first part propagates in the upper
half-space (in the insulating atmosphere) with virtually no attenuation, and then permeates vertically
into the earth, passing through the earth, and the second part propagates directly from the source to the
receiver, being attenuated in the conductive earth. It should be apparent that, in areas removed from
the source by distances greater than a wave length, only the first part of the field survives, and the
second part is almost completely attenuated. The field, being effectively only that which propagates
in the upper half-space (or, more precisely, the phase fronts of the field), travels with infinitely great
speed through the air. Consequently, it travels along the earth’s surface and arrives at every point in the
far zone simultaneously, then penetrating to all points within the earth practically simultaneously. In
the far zone, the field of a dipole source behaves in much the same way as a plane wave, because the
phase fronts in the earth are horizontal planes. However, the amplitude of the field even within a planar
phase front varies, attenuating with greater distance from the source. In other words, in the far zone,
the propagation of the field can be described as being a nonhomogeneous plane wave.

We know from Eqs. (4.142) and (4.143) that a plane wave attenuates exponentially in the earth:

Hx(y)/H
+
x(y)

= eik1z,

Ex(y)/E
+
x(y)

= eik1z. (5.282)
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Therefore, the skin depth of a permeating electric field in the far zone is specified by Eqs. (4.150),
(4.181), and (4.182):

δe = λ1

2π
= [2/(ωμ0σ1)]1/2 = (107ρ1T )1/2/2π. (5.283)

We have a very important consequence of this behavior; by changing the frequency, ω, or the
period, T , of the current driving the source, we can change the depth to which the electromagnetic
field penetrates into the earth. In other words, we can perform a vertical sounding of the conductivity
profile in the earth. This is the principle on which the frequency sounding method is based. We will
examine this topic in detail in the following chapters.

It should be noted at this point that in carrying out a sounding with a controlled source, commonly
a broad range of frequencies is used, so that we deal not only with the far zone, but also with the
intermediate and near zones.

5.4.6 FREQUENCY DOMAIN METHOD FOR COMPUTING TRANSIENT FIELDS
While sources driven with harmonically oscillating current are frequently used in frequency sounding,
an even more widely used variant of the method employs a source which is impulsively energized.
Such methods achieve efficiency by transmitting a broad band of frequencies simultaneously as an im-
pulse, as opposed to the sequential transmission of frequencies, one at a time, in the frequency-domain
method. Methods based on impulsive excitation of the source are often called time domain electro-
magnetic (TDEM) or transient electromagnetic (TEM) sounding methods. In calculating the behavior
of impulse-excited electromagnetic fields, most commonly the field behavior is calculated in the fre-
quency domain, and the results are Fourier transformed to obtain the description of the field in the
time domain. We will now consider such a method by examining the transient field associated with an
impulse-driven current dipole on the surface of a horizontally stratified medium.

Let us suppose that the current in a source dipole varies with time in an arbitrary manner, I (t), so
that the moment of the dipole, p, is also a function of time, p = p(t) = I (t)d�. Such a function can be
represented in time using the Fourier integral transform:

p(t) = 1

2π

∫ ∞

−∞
pωe−iωtdω, (5.284)

where pω is the frequency domain representation of the current moment of the source dipole, and p(t)

is the time-domain representation,

pω =
∫ ∞

−∞
p(t)eiωtdt =

∫ ∞

−∞
I (t)eiωtdtd�. (5.285)

All of the corresponding components of the time domain electromagnetic field of a dipole source
can also be represented by Fourier integral transforms:

E(t) = 1

2π

∫ ∞

−∞
Eωe−iωtdω,

H(t) = 1

2π

∫ ∞

−∞
Hωe−iωtdω, (5.286)
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where Eω and Hω are complex harmonic fields; that is, complex vectors representing the components
of the field of a dipole source driven by a harmonically varying electrical current. We will call such a
source a harmonic dipole for brevity. These vectors are specified for a temporal frequency, ω, using
Eqs. (5.227), (5.235), and (5.236) with p = pω. For example, the time-domain representation of the
vertical component of the magnetic field is:

Hz(t) = 1

2π

∫ ∞

−∞

(
1

4π2

∫∫ ∞

−∞
hz|z=−0e

−i(kx x+ky y)

)
pωe−iωtdω

= 1

2π

∫ ∞

−∞
H(1)

zω pωe−iωtdω, (5.287)

where H
(1)
zω is the magnetic field of a harmonic dipole source with unit moment, p = 1:

H(1)
zω = 1

4π2

∫∫ ∞

−∞
−ikyZ

∗

iωμ0 − n0Z∗ e−i(kxx+kyy)dkxdky, (5.288)

and pω is the frequency domain representation of the moment, p(t) of a current dipole operating in the
time domain. Similarly, it is possible to show that any component of the field can be expressed in the
time domain using the formula

F(t) = 1

2π

∫ ∞

−∞
F (1)

ω e−iωtdω, (5.289)

where F
(1)
ω is the corresponding component for a harmonic dipole with unit moment, and pω is given

by Eq. (5.285).
In summary, for the computation of time-domain electromagnetic fields, it is not necessary to solve

the corresponding problem in electrodynamics anew, but instead, we can use the solutions for the field
for a harmonic time function which we have already obtained. In fact, we can consider the fields of
sources with a driving current of completely arbitrary wave form.

In the practice of electrical prospecting, there are two relatively standard wave forms used in time-
domain excitation of dipole sources:

• 1) True impulsive currents, which approximate the form of a Dirac delta function, δ(t):

I0δ(t) =
{

0, t �= 0
∞ t = 0

(5.290)

with ∫ ∞

−∞
I0δ(t)dt = I0.

• 2) A step wave, or instantaneous change in current from one level to another, termed a Heaviside
function
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FIGURE 5.9

Two wave forms commonly used for time-domain electromagnetic soundings. The impulse wave form is of
short duration but great amplitude. Ideally, for zero width and infinite amplitude, the spectrum of an impulse is
constant at all frequencies. The Heaviside function is the time integral of an impulse. The spectrum of a
Heaviside function declines in amplitude linearly as frequency increases.

I0H(t) =
{

0, t < 0
I0 t > 0

. (5.291)

For true impulsive wave forms (type 1), the frequency domain representation of the source moment
is

pδ
ω =

∫ ∞

−∞
I0δ(t)d�eiωtdt

= I0d�

∫ ∞

−∞
[δ(t)]eiωtdt = I0d� = p. (5.292)

For excitation of the Heaviside form (type 2),

pH
ω =

∫ ∞

−∞
[I0H(t)d�]eiωtdt = I0d�

∫ ∞

−∞
[H(t)]eiωtdt

= p

{
πδ(ω) − 1

iω

}
, (5.293)

where p = Iod�. These two wave forms and their spectrums are shown in Fig. 5.9.
In the case of impulsive excitation, Eq. (5.289) takes the form

Fδ(t) = p

2π

∫ ∞

−∞
F (1)

ω e−iωtdω (5.294)
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and for Heaviside excitation, Eq. (5.289) takes the form

FH (t) = p

2π

∫ ∞

−∞
F (1)

ω [πδ(ω) − 1

iω
]e−iωtdω, (5.295)

where p = I0d� = const , and I0 is a number characterizing the strength of the current to the source.
Of the two forms of excitation, the Heaviside wave form is the most widely used in time-domain

electromagnetic sounding. The step wave form is easy to generate, requiring only the closing of a
switch between the power supply and the transmitter cable. Well after the initiation of the Heaviside
step, the field will behave as though the source were energized with direct current. For early times, there
will exist a transient variation of signal with time which carries in its wave form much information
about the geoelectric structure of the subsurface. The extraction of this information from a recorded
transient signal comprises the fundamental process of time-domain electromagnetic sounding.

5.4.7 TRANSIENT FIELDS OF A DIPOLE SOURCE OBSERVED IN A HOMOGENEOUS
MEDIUM AND ON THE SURFACE OF A HOMOGENEOUS CONDUCTING
HALF-SPACE; FIELDS IN THE NEAR AND FAR ZONES

For an example of the use of time-domain sounding methods, we will consider the problem of the field
about a horizontally-directed current dipole located in a homogeneous unbounded medium with the
properties σ , μ0, and which is energized with a current impulse that has the form of a delta function.

In accord with Eq. (4.177), the vertical component of the magnetic field of a harmonic dipole source
with the moment p = 1dx is

H(1)
zω = − 1

4π

∂

∂y

(
eikr

r

)
. (5.296)

Substituting this expression in Eq. (5.294), we find

Hδ
z (t) = − p

4π

∂

∂y

(
1

r

(
1

2π

∫ ∞

−∞
eikre−iωtdω

))
. (5.297)

We can evaluate the integral within the inner brackets as follows:

I1(t) = 1

2π

∫ ∞

−∞
eikre−iωt dω. (5.298)

This integral is closely related to a tabulated form

I1(t) = ∂I2(t)/∂t, (5.299)

where

I2(t) = 1

2π

∫ ∞

−∞
eikr [πδ(ω) − 1

iω
]e−iωt dω

= H(t)[1 − �(u)]
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= 0, t < 0
1 − �(u(t)), t > 0

. (5.300)

Here, �[u(t)] is a tabulated transcendental function, the probability integral function, defined as

�[u(t)] =
(

2

π

)1/2 ∫ u(t)

0
e−x2/2dx, (5.301)

u(t) = r(μ0σ/2t)1/2. (5.302)

Substituting Eq. (5.300) in (5.299), for t > 0, we have

I1(t) = − ∂

∂t
�[u(t)] = −

(
2

π

)1/2

e
(−u2(t)/2

) ∂u(t)

∂t

= −
(

2

π

)1/2

e(−r2μ0σ/4t)r
(μ0σ

2

)1/2
(

−1

2

)
t−3/2. (5.303)

We will now define the time-domain parameter, τ , which is a combination of various constants that
group together naturally:

τ = 2π/(μ0σ/2t)1/2. (5.304)

This parameter has the dimensions of length, and taking the magnetic permeability to be that of free
space, it is usually calculated to be

τ = (2πρt × 107)1/2. (5.305)

The physical significance of the time-domain parameter is as follows. Substituting Eq. (5.304) in
(5.303) and doing some algebra, we obtain

I1(t) = 8π2r(2π)1/2

μ0τ 3σ
e−2(πr/τ)2

. (5.306)

Substituting Eq. (5.306) and (5.298), Eq. (5.297) can be rewritten as

Hδ
z (t) = − p

4π

∂

∂y

(
1

r

8π2r(2π)1/2

μ0τ 3σ
e−2(πr/τ)2

)

= − (2π)3/2p

μ0τ 3σ

∂

∂y
e−2(πr/τ)2

= 8pπ3(2π)1/2

μ0σ

y

τ 5
e−2(πr/τ)2

. (5.307)

Let us analyze this expression. First of all, we see that the characteristic decline of the field from an
impulsive source as a function of distance from the source is determined by the exponential multiplier,
e−2(πr/τ)2

, in which r appears as a ratio to the length of the time-domain parameter, τ . This ratio, as
also with a harmonically driven source, bears the name of electrical distance:

rτ = r/τ. (5.308)
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As was the case in the frequency domain, we recognize three zones of behavior for the fields:

• 1) the near zone, for which

r 	 τ,

• 2) the intermediate zone, in which

r ≈ τ,

and
• 3) the far zone, for which

r � τ. (5.309)

Comparing Eq. (5.308) and (5.270), we see that the time domain parameter τ plays the same role
as does the wave length, λ, in the frequency domain. We will make use of these electrical distances to a
considerable extent in our further discussion of the data obtained in electromagnetic sounding surveys.
It should be noted that in the definition of the time-domain parameter, τ , there is a trade-off between
time and distance in the definition of the various zones; that is, the far zone can be associated with
the early part of the transient response, while the near zone can be associated with the late part of the
transient waveform. Because of this reciprocity in the roles played by time and distance, sometimes
the far zone is called the early time zone and the near zone is called the late time zone.

Note that, the near field corresponds to late times, because the late times have a lower frequency
content, which extends the near field farther from the transmitter. At very early times, most everything
is in the far field, because this corresponds to high frequencies and very short electrical distances.

The same approach can be used in computing the electric and magnetic field components about a
dipole source situated on the surface of a homogeneous conducting half-space. But, the development
of the expressions is considerably more complicated than in the case of a completely uniform medium.
We will carry out the development for the case in which the dipole is driven with a Heaviside wave
(Eq. (5.291)).

To develop the expression for the transient decay curve for the electric field in the earth, we substi-
tute Eqs. (5.251) and (5.252) in Eq. (5.295):

EH
x (t) = 1

2π

∫ ∞

−∞
p

2πσ1r3

{
1 − 3

(y

r

)2 + (1 − ik1r)e
ik1r

}(
πδ(ω) − 1

iω

)
e−iωtdω

= p

2πσ1r3

{[
1 − 3

(y

r

)2
]

H(t) + I2(t) − I3(t)

}
, (5.310)

EH
y (t) = p

2πσ1

3xy

r5

1

2π

∫ ∞

−∞

[
πδ(ω) − 1

iω

]
e−iωtdω

= p

2πσ1

3xy

r5
H(t), (5.311)
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where H(t) is the Heaviside function, I2(t) is given by Eq. (5.300) and

I3(t) = 1

2π

∫ ∞

−∞
ik1re

ik1r [πδ(ω) − 1

iω
]e−iωtdω

= r
∂

∂r
[I2(t)] = −

(
2

π

)1/2

e−u2/2uH(t), (5.312)

where, in accord with Eqs. (5.302) and (5.304),

u = 2πr/τ. (5.313)

Substituting Eqs. (5.300) and (5.312) in (5.310), we can write

EH
x (t) = pH(t)

2πσ1r3

(
2 − 3

(y

r

)1/2 − �(u) +
(

2

π

)1/2

e−u2/2u

)
. (5.314)

Next, we derive the expression for the vertical component of the magnetic field caused by a current
dipole located on the surface of a homogeneous conducting half-space. In so doing, it will prove to
be convenient to derive the formula for the time-rate of change of the magnetic field, Hz, because
this result will be closely related to the formula we have already obtained for the electric field. The
time-rate of change of the magnetic field is also what is usually measured in geophysical experiments
(see Chapter 11). We substitute Eq. (5.248) in (5.295), and differentiate with respect to time:

∂HH
z

∂t
= ∂

∂t

(
1

2π

∫ ∞

−∞
ip

2πωμ0σ1

y

r5

[
3 − eik1r (3 − ik1r − k2

1r2)
][

πδ(ω) − 1

iω

]
e−iωtdω

)

= p

2πμ0σ1

y

r5
{3H(t) − 3I2(t) + 3I3(t) + I4(t)}, (5.315)

where

I4(t) = 1

2π

∫ ∞

−∞
k2

1r2eik1r [πδ(ω) − 1

iω
]dω = −μ0σ1r

2

2π

∫ ∞

−∞
eik1re−iωtdω

= −μ0σ1r
2I1(t) = −

(
2

π

)1/2

e−u2/2u3H(t). (5.316)

Substituting Eqs. (5.300), (5.312), and (5.316) into Eq. (5.315), we obtain

∂HH
z (t)

∂t
= 3pH(t)

2πμ0σ1

y

r5

[
�(u) −

(
2

π

)1/2

e−u2/2u(1 + u2

3
)

]
. (5.317)

In the same way, we can write the expression for the time-rate of change of the vertical component
of the magnetic field caused by a magnetic dipole source driven by a Heaviside step for comparison
with the result obtained above for a current dipole source. To do this, we substitute Eq. (5.269) into
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Eq. (5.295):

∂H
H(M)
z (t)

∂t
=

= ∂

∂t

(
1

2π

∫ ∞

−∞
IM

2πiωμ0σ1

1

r5
[9 − eik1 r (9 − 9ik1r − 4k2

1r2 + ik3
1r3)][πδ(ω) − 1

iω
]e−iωt dω

)

= − IM

2πμ0σ1

1

r5
{9H(t) − 9I2(t) + 9I3(t) + 4I4(t) − I5(t)}, (5.318)

where

I5(t) = 1

2π

∫ ∞

−∞
ik3

1r3eik1r (πδ(ω) − 1

iω
)e−iωt dω = r

∂I4(t)

∂r

= −
(

2

π

)1/2

e−u2/2u3(3 − u2)H(t). (5.319)

Substituting the expressions for the integrals (5.300), (5.312), (5.316), and (5.319) into Eq. (5.318),
finally we can write

∂H
H(M)
z (t)

∂t
= −9IMH(t)

2πμ0σ1

1

r5

[
�(u) −

(
2

π

)1/2

e−u2/2u(1 + u2

3
+ u4

9
)

]
. (5.320)

Let us now examine the formulas in Eqs. (5.311), (5.314), (5.317) and (5.320) which describe
transient fields for a homogeneous earth. As we can see from Eq. (5.311), the wave form for the y

component of the electric field is exactly a Heaviside function. Prior to the initiation of the Heaviside
step, EH

y (t) = 0. At the instant the current in the source rises, the field becomes

EH(M)
y (t)|t→0 = 3pxy

2πσ1r5
= 3p

2πσ1

1

r3
cos θ sin θ, (5.321)

where the various quantities are defined as they were earlier for Eq. (5.271).
The behavior of the x component of the electric field, EH

x , is more complicated. In accord with
Eq. (5.314), for t < 0, EH

x = 0, and at the moment of initiation of the Heaviside step, the field rises
discontinuously to the value

EH
x (t)|t→0 = p

2πσ1r3

[
1 − 3

(y

r

)2
]

. (5.322)

This last expression follows directly from Eq. (5.314) because as t → 0, the function u → ∞ and
the probability integral function tend to unity:

�| t→0
u→∞

= 1. (5.323)
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Then, after some variations, the field EH
x (t) decreases monotonically with time to a limiting constant

value:

EH
x (t)|t→∞ = p

2πσ1r3

[
2 − 3

(y

r

)2
]

= p

2πσ1

1

r3
[3 cos 2θ − 2], (5.324)

because as t → ∞, the function u → 0, and

�| t→∞
u→0

= 0. (5.325)

The time rate of change of the magnetic field also changes abruptly, discontinuously from zero at
the time of initiation of the Heaviside step to some initial signal level. When the source is a current
dipole, in accord with Eqs. (5.317) and (5.318), the initial signal level is

∂HH
z (t)

∂t

∣∣∣∣t→0 = 3p

2πμ0σ1

y

r5
= 3p

2πμ0σ1

1

r4
sin θ , (5.326)

and if the source is a vertical-axis magnetic dipole, in accord with Eqs. (5.320) and (5.323), the initial
signal level is

∂H
H(M)
z (t)

∂t

∣∣∣∣t→0 = − 9IM

2πμ0σ1

1

r5
. (5.327)

As time progresses, these values will vary in a complicated manner in accord with Eqs. (5.317)
and (5.320), and at late times (as t → ∞), they will tend to zero. In practice, it is an easy matter to
measure the time rate of change of the magnetic field components by observing the EMF generated in a
horizontal loop of wire; Faraday’s law states that the EMF generated in such a loop will be proportional
to the magnetic flux cutting the loop.

Let us turn now to the characteristic features of the transient fields observed in the near and far
zones. We will consider the near zone, r 	 τ , first.

We can most easily discuss the characteristics of the transient field in the near zone by consid-
ering the case of a magnetic dipole source driven by current pulses, and situated on a homogeneous
half-space. In Eq. (5.307), taking a limit r/τ → 0, we have:

Hδ
z (t) ≈ 8π3p(2π)1/2

μ0

ρy

τ 5
. (5.328)

For comparison, let us write the same expression for the magnetic field in the near zone caused by
a harmonic source:

Hz(ω) ≈ p

4π

y

r3
e−iωt . (5.329)

Compare these two formulas. First, we see that while Hz(ω) is independent of the resistivity of
the medium, the time-domain signal, Hδ

z (t) is linearly proportional to ρ! Moreover, if we plot the two
functions, Hδ

z (t) and |Hz(ω)| as a function of depth, z, for fixed values of x0, y0, t0, and ω0 (Fig. 5.10),
we see that in the near zone the field of a harmonic dipole decreases with depth (Fig. 5.10A) while
the transient field is uniform with depth (Fig. 5.10B). Consequently, within the shell of the expanding
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FIGURE 5.10

Comparison of curves for current density as a function of depth in the earth for frequency domain
electromagnetic coupling at a single frequency (A) and for time domain electromagnetic coupling at a specific
instant of time that falls within the near-zone range (B).

electromagnetic impulse, there exists a region in which the field is uniformly distributed between the
source and the observation point. In this region, the magnetic field Hδ

z (t) does not decrease with dis-
tance from the source, and, it even increases with distance along the y axis while decaying uniformly
in time. This provides the possibility, in theory at least, of investigating the geoelectric section to great
depths with observations made close to the source. In practice, it is only required that a sufficiently
strong pulse be applied to the source to explore to very great depths.

This particular feature of transient electromagnetic fields has been shown by Obukhov (1968) to be
a general property of solutions to the diffusion equation

∇2F = a ∂F/∂t

which is valid for all components of the electromagnetic field in the quasi-stationary approximation.
Furthermore, after injection of the impulsive signal into the earth, the field diffuses into the sur-

rounding half-space, and for sufficiently late times, as is shown by the solution of the diffusion
equation, is uniformly distributed through the medium surrounding the source.

We next carry out an asymptotic analysis of the transient field in the near zone of a magnetic dipole
source on the surface of a homogeneous conducting half-space.

In the near zone, r 	 τ , we expand the terms �(u) and e−u2/2 in a power series of the parameter
u = 2πr/τ , considering that u is less than unity:

�(u) = (2/π)1/2[u − u3/6 − u5/40 + o(u5)], (5.330)

e−u2/2 = 1 − u2/2 + u4/8 + o(u5), (5.331)

where o(u5) is the remainder consisting of all terms with powers greater than fifth.
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Substituting Eqs. (5.330) and (5.331) into Eq. (5.320), after some simplification, we obtain

∂H
H(M)
z

∂t
= − 9IM

2πμ0σ1

1

r5

(
2

π

)1/2

×

×
(

u − u3

6
+ u5

40
+ o(u5) −

[
1 − u2

2
+ u4

8
+ o(u5)

](
u + u3

3
+ u5

9

))

= − 9IM

2πμ0σ1

1

r5

(
2

π

)1/2 {
u5
(

1

40
− 1

9
+ 1

6
− 1

8

)
+ o(u5)

}

≈ IM

5πμ0σ1

1

r5

(
2

π

)1/2

u5. (5.332)

After substituting Eq. (5.302) into Eq. (5.332), we can write finally

∂H
H(M)
z

∂t
= IM

5πμ0σ1

1

r5

(
2

π

)1/2

r5 (μ0σ1)
5/2

25/2t5/2
= IM(μ0σ1)

3/2

20π3/2t5/2
. (5.333)

Thus, we see, the time-rate of change of the vertical component of the magnetic field in the near
zone of a vertical-axis magnetic dipole source is independent of the distance from the source, and
depends only on the conductivity of the earth! Having made this profound discovery, we must stress
once again that Eq. (5.333) is valid only for late times, t , and short distances from the source, r . It is
necessary to use the more exact formula, Eq. (5.320), for earlier times and greater distances.

Let us now turn to the behavior of the field in the far zone, r � τ . As we have noted several times,
the far zone corresponds to the earlier part of the transient signal, that is, for times as t → 0. In the far
zone, the behavior of the electric field and the time-rate of change of the magnetic field are specified
by Eqs. (5.321), (5.322), (5.326) and (5.327). These formulas permit the same physical interpretation
of their meaning as was appropriate for the frequency domain cases; that is, the signal which arrives at
an observation point in the far zone can be divided into two parts, one traveling over the surface of the
earth, and one penetrating through the earth. The first part of the signal propagates through the air with
virtually no attenuation, then refracts almost vertically into the earth near the receiver. The second part
travels through the earth from the source to the receiver, being attenuated and being characterized by a
relatively low speed of travel. At an early stage in this process, the two parts of the signal separate in
time. The first part of the field arrives at the receiver practically instantaneously, while the second part
travels more slowly, with energy transferring into the late stage of the signal.

To reiterate, in the far zone, essentially only the first part of the signal is present. At any point
in the far zone, we can consider that the field penetrates vertically into the earth as a plane wave, as
follows from Eqs. (5.321), (5.322), (5.326), and (5.327), in which the right-hand parts are independent
of time, t . This raises the question, then, as to what controls the depth of penetration of the plane
wave into the earth. The answer to this question is found from Eq. (5.282) for the frequency-domain
representation of the electric field by carrying out the Fourier integral transform defined in Eq. (5.295):
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FIGURE 5.11

Change in current density as a function of depth for several instants in time.

EH
x(y)(t, z)

E+
x(y)

= 1

2π

∫ ∞

−∞
Ex(y)(z)

E+
x(y)

[πδ(ω) − 1

iω
]e−iωt dω

= 1

2π

∫ ∞

−∞
eik1z[πδ(ω) − 1

iω
]e−iωt dω

= H(t)[1 − �(2πz/τ)] (5.334)

where, as before, �(2πz/τ) is the probability integral function of the indicated argument, and τ is the
time-domain parameter, defined by Eqs. (5.304) and (5.305).

Using Ohm’s law to determine current density from the electric field, we can write

jH
x(y)(t, z) = j+

x(y)[1 − �(2πz/τ)], t > 0. (5.335)

The function �(2πz/τ) is zero at z = 0, and increases rapidly, approaching unity with increasing z.
Consequently, the current density, jx(y)(t, z), decays rapidly with depth at any given instant in time, t

(see Fig. 5.11).
The curve characterizing the decay of current density with depth has an inflection point at z = τ/2π ,

where the third derivative,

∂3(2πz/τ)/∂z3 = 0.

This depth has been named the depth of penetration of a transient electromagnetic field into the earth,
and is designated with the symbol δef :

δef = τ/2π. (5.336)

This definition of depth of penetration in the time domain is consistent with the frequency domain
definition of skin depth, δe = λ/2π , by equating wave length in the frequency domain, λ, with the
time-domain parameter, τ . Substituting Eq. (5.305) in Eq. (5.336), we can write

δef = (107 · ρt/2π)1/2. (5.337)
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We now see that the depth of penetration of a transient electromagnetic field into the earth is de-
termined by the time, t , after the initiation of the transient signal. Greater times correspond to greater
penetration, lesser times to lesser penetration. This provides the theoretical basis for obtaining a sound-
ing curve, one in which the curve progressively samples the profile of conductivity or resistivity at
greater depths in the earth.

In summary, we note that, while we have solved the problem of describing the field about a dipole
source operating on the surface of a horizontally stratified medium in the time domain, we have not, as
was also the case in the frequency domain, been able to obtain these field descriptions in the form of
algebraic operations on elementary, or even transcendental functions. The components of the field for
a horizontally stratified medium are described only as Fourier integral transforms of the corresponding
expressions which were developed in the frequency domain.
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In the final decade of the twentieth century and in the beginning of the twenty-first century, meth-
ods for numerical and analytical modeling of the interaction of electromagnetic fields with earth
structures developed rapidly. This development was driven by the availability of high performance
computers, including PC clusters, with which such models could be constructed. This modeling ca-
pability has made possible the extraction of much more information from field data than had been
possible previously when only heuristic interpretation was feasible. The modern capability of geoelec-
trical methods is based on two technological developments: the ability to acquire great volumes of data
with high accuracy, and the possibility of extracting sophisticated models of geoelectrical structures
from these data using advanced numerical modeling and inversion methods. In this chapter, we will
discuss numerical and analytical modeling for use both in the interpretation and in the planning of field
surveys.

Numerical modeling is a term used to represent an approach in which a true earth structure is re-
placed by one for which a numerical approximation to Maxwell’s equations can be made and evaluated.
There are several techniques available for electromagnetic (EM) forward modeling. They are based on
numerical implementation of the differential equation (DE) approach (finite difference, FD, or finite
element, FE, methods) or the integral equation (IE) approach.

The integral equation (IE) method is a powerful tool in three-dimensional (3-D) electromagnetic
(EM) modeling for geophysical applications. It was introduced originally in a pioneering paper by
Dmitriev (1969), which was published in Russian and long remained unknown to western geophysi-
cists (as well as the work of Tabarovsky, 1975). More than 40 years ago, practically simultane-
ously, Raiche (1974), Weidelt (1975a) and Hohmann (1975) published their famous papers on the
IE method. Many more researchers have contributed to the improvement and development of this
method in recent years (e.g., Wannamaker, 1991; Dmitriev and Nesmeyanova, 1992; Xiong, 1992;
Xiong and Kirsch, 1992; Singer and Fainberg, 1997; Avdeev et al., 2002; Hursán and Zhdanov, 2002;
Zhdanov, 2002; Singer et al., 2003; Abubakar and van der Berg, 2004; Avdeev, 2005). The main advan-
tage of the IE method in comparison with the FD and FE methods is the fast and accurate simulation
of the EM response in models with compact 2-D or 3-D bodies in a layered background. At the same
time, the main area of application of FD and FE methods is the modeling of EM fields in complex
structures with large-scale EM parameter variations. In principle, the IE method can handle these mod-
els; however, the demand on computer resources is tremendous, which places practical limits on its
use. This happens because of the large, dense matrix arising in the IE formulation. In this direction,
several approximate methods have been developed recently. These are the extended Born (localized
nonlinear) approximation (Habashy et al., 1993), the quasi-linear approximation (Zhdanov and Fang,
1996a, 1996b), quasi-linear series (Zhdanov and Fang, 1997), quasi-analytic approximation and quasi-
analytic series (Zhdanov et al., 2000a, 2000b), etc. In this chapter we discuss the basic principles of the
IE method and introduce a family of linear and nonlinear approximations for electromagnetic modeling
in conductive inhomogeneous media. The final sections of this chapter summarize the principles of the
differential equation methods of electromagnetic modeling.
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6.1 INTEGRAL EQUATION METHOD
6.1.1 BACKGROUND (NORMAL) AND ANOMALOUS PARTS OF THE

ELECTROMAGNETIC FIELD
Consider a 3-D geoelectrical model with a normal (background) complex conductivity σ̃b and local
inhomogeneity D with an arbitrarily varying complex conductivity σ̃ = σ̃b + �σ̃ . The inhomogeneity
is considered to be local, so there exists some radius R0 such that for

√
x2 + y2 + z2 > R0 the medium

has the background conductivity σ̃b . Within this chapter we will confine ourselves to consideration of
nonmagnetic media and, hence, assume that μ = μ0 = 4π × 10−7H/m, where μ0 is the free-space
magnetic permeability. The model is excited by an electromagnetic field generated by an arbitrary
source with an extraneous current distribution je concentrated within some local domain Q. This field
is time harmonic as e−iωt . Complex conductivity includes the effect of displacement currents: σ̃ =
σ − iωε, where σ and ε are electrical conductivity and dielectric permittivity. Note that, in a case of
the quasi-stationary EM field, which is a typical case for geophysical applications, the conductivity is
always real; however, in this section, for completeness, we will consider a general case of Maxwell’s
equations with the displacement currents, which is reflected in the presence of dielectric permittivity
in the expression for the complex conductivity. Our goal is to derive the integral equations for the
electromagnetic field for this model. The solution of this problem is based on introducing normal
(background) and anomalous electromagnetic fields.

The electromagnetic field in the model described above can be presented as a sum of the background
(normal) and anomalous fields:

E = Eb + Ea, H = Hb + Ha, (6.1)

where the background field is a field generated by the given sources in the model with the background
(normal) distribution of conductivity σ̃b, and the anomalous field is produced by the anomalous con-
ductivity distribution �σ̃ .

The total electromagnetic field in this model satisfies Maxwell’s equations:

∇ × H = σ̃E + je,

∇ × E = iωμ0H,
(6.2)

which can be written separately for the background field Eb, Hb ,

∇ × Hb = σ̃bEb+je,

∇ × Eb = iωμ0Hb,

and for the anomalous field Ea, Ha ,

∇ × Ha = σ̃bEa+ja,

∇ × Ea = iωμ0Ha,
(6.3)

where je is the density of extraneous electric currents, and

ja (r) = �σ̃ (r)E (r) = �σ̃ (r)
[
Eb (r) + Ea (r)

]
(6.4)
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FIGURE 6.1

Derivation of Poynting’s theorem and energy inequality for an anomalous field.

is the density of excess (anomalous) electric currents within the inhomogeneity D. Eqs. (6.3) follow
from the previous equations by subtraction.

6.1.2 POYNTING’S THEOREM AND ENERGY INEQUALITY FOR AN ANOMALOUS FIELD
We now apply Poynting’s theorem to the anomalous field only. We can introduce a domain V2 with the
boundary S2 containing the inhomogeneity D (Fig. 6.1).

Applying Poynting’s theorem (3.109) to the anomalous field Ea, Ha distributed within the domain
V2, and taking into account Maxwell’s equations (6.3) for the anomalous field, we obtain

Fa
ω = −1

2

∫∫∫
V2

{
σb

∣∣Ea
∣∣2 + Re

(
Ea · ja∗)}dv = 1

2
Re
∫∫

S2

(
Ea×Ha∗) ·n2ds. (6.5)

The energy flow Fa
ω of the anomalous field outside the domain V2 with the anomalous domain D, is

also always nonnegative,

Fa
ω ≥ 0, (6.6)

and it is equal to zero only for a lossless background medium:

Fa
ω = 0, if and only if σb ≡ 0. (6.7)

The proof of this formula is similar to the proof of formula (3.112). Based on formulae (6.6) and
(6.7), we can obtain, after some algebraic transformations, the following important energy inequality,
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derived originally by Singer (1995) and Pankratov et al. (1995):

∫∫∫
V2

{
σb

∣∣Ea
∣∣2 + Re

(
Ea · ja∗)}dv

=
∫∫∫

V2

{
σb

∣∣∣∣Ea + ja

2σb

∣∣∣∣2 − |ja |2
4σb

}
dv < 0. (6.8)

From the last formula we have

∫∫∫
V2

σb

∣∣∣∣Ea + ja

2σb

∣∣∣∣2 dv <

∫∫∫
V2

|ja|2
4σb

dv. (6.9)

Energy inequality (6.9) holds for any lossy medium.
This inequality is used in constructing the efficient integral equation methods for EM modeling

based on the contraction integral equation (CIE) method (Singer, 1995; Pankratov et al., 1995; Hursán
and Zhdanov, 2002; Zhdanov, 2002).

6.1.3 INTEGRAL EQUATION METHOD IN TWO DIMENSIONS
Let us consider a two-dimensional model in which there exists a localized inhomogeneity in the re-
gion � with complex conductivity σ̃ (x, z) = σ̃b + �σ̃(x, z) embedded in a background (normal)
horizontally stratified section characterized by a conductivity sequence, σ̃b(̃σ1, σ̃2, ..., σ̃n) (Fig. 6.2).
The structure is illuminated with an E-polarized field, which originates from linear currents distributed
with a density je = jedy (where dy is a unit vector directed along the y axis) flowing in a region Q in
the upper half-space. This model is typical for geoelectrical methods. The upper half-space is usually
associated with nonconductive air, while the lower half-space represents the structure of the conductive
earth.

For such geoelectrical models, the electric field has but a single component, Ey , which can be
represented as the sum of a background (normal) part and an anomalous part:

Ey = Eb
y + Ea

y , (6.10)

where the background field is generated by the currents je in the horizontally stratified model without
inhomogeneity, while the anomalous field is caused by the conductivity inhomogeneity.

It should be clear that the total field, Ey , satisfies the equation

∇̃2Ey(r) + iωμ0 [̃σb + �σ̃(r)]Ey(r) = −iωμ0j
e
y , (6.11)

where ∇̃2 is a two-dimensional Laplace operator, ∂2/∂x2 + ∂2/∂z2.
The background (normal) field is described by the equation

∇̃2Eb
y(r) + iωμ0σ̃bE

b
y(r) = −iωμ0j

e
y . (6.12)
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FIGURE 6.2

The two-dimensional model of a localized cylindrical inhomogeneity � with the conductivity
σ̃ (x, z) = σ̃b + �σ̃(x, z) embedded in a background (normal) horizontally stratified section characterized by a
conductivity sequence, σ̃b(̃σ1, σ̃2, ..., σ̃n). The structure is illuminated with an E-polarized field, which
originates from linear currents distributed with the density je = jedy flowing in a region Q in the upper
half-space.

Subtracting the last equation from the one before it, we find an equation for the anomalous field:

∇̃2Ea
y (r) + iωμ0σ̃bE

a
y (r) = −iωμ0j

�
y (r), (6.13)

where j�
y is viewed as the excess current flowing in the inhomogeneous region, �:

j�
y (r) = �σ̃(r)Ey(r). (6.14)

An important role is played in the integral equation method by the Green’s function for the back-
ground (normal) model of the earth. The Green’s function, Gb(r′|r), depends on the positions of two
points, M(r) and M ′(r′), and is determined by a solution of the equation:

∇̃2Gb(r′|r) + iωμ0σ̃bGb(r′|r) = −iωμ0δ(r′ − r), (6.15)

which tends to zero at infinity.
In this last equation, δ is the two-dimensional Dirac delta-function which is defined as follows:

∫∫
D

f (r)δ(r′ − r)dS =
{

f (r′); r′ ∈ D,

0 r′ /∈ D̄,
(6.16)
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where f (r) is an arbitrarily continuous function in some domain D, and D̄ = D + S is domain D with
its boundary S.

Using the Green’s function Gb , we find an expression for the background component of the electric
field, Eb

y . To do so, we select an arbitrary point r′ and around it draw a circle, CR , with a radius
great enough that the region Q falls within the region OR bounded by the circle CR ; that is, Q ∈ OR

(Fig. 6.2).
We now write the expression for Green’s theorem within the region OR :

∫∫
OR

[Eb
y ∇̃2Gb − Gb∇̃2Eb

y ]ds =
∮

CR

[Eb
y

∂Gb

∂n
− Gb

∂Eb
y

∂n
]dl, (6.17)

where Eb
y = Eb

y(r), Gb = Gb(r′|r), and ∂/∂n denotes a directional derivative in the direction of the
external unit vector n normal to the contour CR .

Substituting ∇̃2Eb
y and ∇̃2Gb from Eqs. (6.12) and (6.15) into this last equation, and taking into

account (6.16), we find

iωμ0

∫∫
Q

Gbj
e
yds −

∮
CR

[Eb
y

∂Gb

∂n
− Gb

∂Eb
y

∂n
]dl = iωμ0E

b
y(r′) if r′ ∈ OR. (6.18)

According to radiation conditions (Stratton, 1941), the functions Eb
y and Gb decrease as 1/

√
r as

|r| → ∞. Consequently, if the radius, R, is expanded without limit, the line integral along CR will tend
to zero. Hence, we find

Eb
y(r′) =

∫∫
Q

Gb(r′|r)j e
y (r)ds. (6.19)

This result has a clear physical meaning: the background electric field is merely the superposition
of elementary electric field contributions excited in the background geoelectrical sequence, σ̃b , by the
current filaments within the region Q. Using a similar approach, and starting with Eq. (6.13), it can
be shown that the anomalous field is the superposition of elementary field contributions excited in the
normal geoelectrical sequence by the excess currents, j�

y , flowing within the inhomogeneous region, �:

Ea
y (r′) =

∫∫
�

Gb(r′|r)j�
y (r)ds. (6.20)

Substituting the expression in Eq. (6.14) into this last equation, and considering Eq. (6.10), we find

Eb
y(r′) +

∫∫
�

Gb(r′|r)�σ̃ (r)Ey(r)dS = Ey(r′). (6.21)

For r′ ∈ �, this relationship leads to a Fredholm integral equation of the second type for the field
Ey within the region �. The Green’s function for the background sequence, Gb , which is present in
Eq. (6.21), can be calculated from a simple recursive formula. Details about this procedure can be
found in a monograph by Berdichevsky and Zhdanov (1984).
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The derivative of the Green’s function, which is needed in computing the magnetic field compo-
nents, is determined similarly. In accord with Eq. (6.21) and Maxwell’s second equation, we can write

Hx(r′) = Hb
x (r′) − 1

iωμ0

∫∫
�

∂Gb

∂z′ �σ̃Eyds,

Hz(r′) = Hb
z (r′) + 1

iωμ0

∫∫
�

∂Gb

∂x′ �σ̃Eyds. (6.22)

6.1.4 CALCULATION OF THE FIRST VARIATION (FRÉCHET DERIVATIVE) OF THE
ELECTROMAGNETIC FIELD FOR 2-D MODELS

The problem of the Fréchet derivative, or sensitivity matrix calculation for the electromagnetic field, is
very important for electromagnetic inversion. It was examined in many publications (Weidelt, 1975b;
Rodi, 1976; Madden and Mackie, 1989; Oldenburg, 1990; McGillivray and Oldenburg, 1990; Zhdanov
and Keller, 1994; de Lugao and Wannamaker, 1996; de Lugao et al., 1997; and Zhdanov, 2002). We
will consider, first, the technique for calculating the first variation of electromagnetic field for 2-D
models.

Let us perturb the conductivity distribution, σ̃ (x, z), within the region �. The equation for the
corresponding perturbed electric field, δEy , can be obtained by perturbing Eq. (6.11):

∇̃2δEy + iωμ0σ̃ δEy =
{ −iωμ0δσ̃Ey, r ∈ �

0, r /∈ �
. (6.23)

We now introduce the Green’s function Gσ of the geoelectrical model with conductivity σ̃ = σ̃ (x, z).
The Green’s function depends on the position of the points (x, z) and

(
x ′, z′) and is determined by an

equation similar to (6.15):

∇̃2Gσ

(
r′|r)+ iωμ0σ̃Gσ

(
r′|r)= −iωμ0δ

(
r′ − r

)
. (6.24)

We now can apply Green’s formula (6.17) to the perturbed electric field, δEy , and Green’s function
Gσ . Repeating the derivations conducted in the previous subsection, we arrive at the formula analogous
to (6.20):

δEy

(
r′)=

∫∫
�

Gσ

(
r′|r) δσ̃ (r)Ey (r) ds. (6.25)

The first variation of the magnetic field δHx can be calculated from δEy using Maxwell’s equations:

δHx

(
r′)= − 1

iωμ0

∂δEy

(
r′)

∂z′ = − 1

iωμ0

∫∫
�

∂Gσ

(
r′|r)

∂z′ δσ̃ (r)Ey (r) ds. (6.26)

Formulae (6.25) and (6.26) for the first variations of the electromagnetic field provide an important
tool for computing the Fréchet derivative of the forward electromagnetic operator. Actually, accord-
ing to the definition (Zhdanov, 2002), the Fréchet differential Fx(δσ̃ ) of the electromagnetic forward
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modeling operator Aem
E,H (̃σ ) is given by:

FE,H (δσ̃ ) = δAem
E,H (̃σ ,δσ̃ ) =

{
δEy, for the electric field,
δHx , for the magnetic field.

(6.27)

Substituting formulae (6.25) and (6.26) into (6.27), we find the expressions for the corresponding
Fréchet differentials:

FE(δσ̃ ) = δEy

(
r′)=

∫∫
�

Gσ

(
r′|r) δσ̃ (r)Ey (r) ds, (6.28)

FH (δσ̃ ) = δHx

(
r′)= − 1

iωμ0

∫∫
�

∂Gσ

(
r′|r)

∂z′ δσ̃ (r)Ey (r) ds. (6.29)

Formulae (6.28) and (6.29) can be used to estimate the sensitivity of electromagnetic data to geo-
electrical model parameters. For example, substituting δσ̃ (r) = δ

(
r′′−r

)
δσ̃s

(
r′′) into Eq. (6.28), we

find a perturbation of the electric field, δEy

(
r′), corresponding to the local perturbation of the complex

conductivity δσ̃s

(
r′′) at a point r′′:

δEy

(
r′)= Gσ

(
r′|r′′)Ey

(
r′′) δσ̃s

(
r′′) . (6.30)

The differential sensitivity s
(
r′|r′′) of the electric field in the point r′ to the electrical parameter at the

point r′′ is calculated by the formula

sE
(
r′|r′′)= δEy

(
r′)

δσ̃s (r′′)
. (6.31)

Substituting (6.30) into (6.31), we have

sE
(
r′|r′′)= Gσ

(
r′|r′′)Ey

(
r′′) . (6.32)

The integrated sensitivity, S
(
r′′), of the data, collected over some observation line b over a fre-

quency interval 
, in accordance with the definition (8.16), is equal to

SE

(
r′′)=

∥∥δEy

∥∥

,b

δσ̃s (r′′)
, (6.33)

where the L2 norm ‖...‖
,b is determined by the formula

∥∥δEy

∥∥

,b

=
√∫




∫
b

∣∣δEy (r′,ω)
∣∣2 dl′dω,

where “prime” over dl denotes that the integration is conducted over the variable r′.
Therefore, the integrated sensitivity of the electric field to the local perturbation of the conductivity

in point r′′ is equal to

SE

(
r′′)=

√∫



∣∣Ey (r′′,ω)
∣∣2 ∫

b

|Gσ (r′|r′′)|2 dl′dω. (6.34)
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In a similar way, we can find the differential and integrated sensitivities for magnetic field:

sH
(
r′|r′′)= − 1

iωμ0

∂Gσ

(
r′|r′′)

∂z′ Ey

(
r′′) , (6.35)

and

SH

(
r′′)= 1

μ0

√∫



∣∣Ey (r′′,ω)
∣∣2

ω2

∫
b

∣∣∣∣∂Gσ (r′|r′′)
∂z′

∣∣∣∣2 dl′dω. (6.36)

We shall use these formulae (6.34) and (6.36) in electromagnetic inversion.

6.1.5 INTEGRAL EQUATION METHOD IN THREE DIMENSIONS
We can apply an approach, similar to the one used in the 2-D case, to derive the electromagnetic
integral equations in three dimensions. Electromagnetic Green’s tensors, introduced in the Chapter 3,
make it possible to determine the electromagnetic field of an arbitrary current distribution j (r) within
a medium with background conductivity σ̃b:

E
(
rj

)=
∫∫∫

D

ĜE

(
rj | r

) · j (r) dv = GE (j) ,

H
(
rj

)=
∫∫∫

D

ĜH

(
rj | r

) · j (r) dv = GH (j) ,

(6.37)

where GE and GH are the electric and magnetic Green’s operators. The proof of these formulae is
similar to the proof of formula (6.19) and is based on an application of Green’s theorem to the electric
or magnetic field and the corresponding Green’s tensors (Zhdanov, 1988, 2002).

Maxwell’s equations (6.2) can be rewritten for the background medium with excess current
ja =�σ̃E:

∇ × H = σ̃bE + ja + je,

∇ × E = iωμ0H.
(6.38)

We can apply the integral representations (6.37) to these equations:

E
(
rj

)= GE

(
ja
)+ GE

(
je
)
,

H
(
rj

)= GH

(
ja
)+ GH

(
je
)
,

(6.39)

where the first terms describe the anomalous fields generated by the excess currents

Ea
(
rj

)= GE

(
ja
)= GE (�σ̃E) , (6.40)

Ha
(
rj

)= GH

(
ja
)= GH (�σ̃E) , (6.41)

and the second terms correspond to the background fields of the extraneous currents in the background
media,



6.1 INTEGRAL EQUATION METHOD 211

Eb
(
rj

)= GE

(
je
)
, (6.42)

Hb
(
rj

)= GH

(
je
)
. (6.43)

Substituting the expression for the excess current (6.4) into (6.39), we finally obtain the well known
representation for the electromagnetic field as an integral over the excess currents in the inhomoge-
neous domain D (Raiche, 1974; Hohmann, 1975; Weidelt, 1975a):

E
(
rj

)= GE (�σ̃E) + Eb
(
rj

)
, (6.44)

H
(
rj

)= GH (�σ̃E) + Hb
(
rj

)
. (6.45)

Using integral formulae (6.44) and (6.45), one can calculate the electromagnetic field at any point rj , if
the electric field is known within the inhomogeneity. Expression (6.44) becomes the integral equation
for the electric field E (r), if rj ∈ D. Eqs. (6.44) and (6.45) form the basis for EM forward modeling.

6.1.6 CONTRACTION INTEGRAL EQUATION METHOD
In a general case the L2 norm of the Green’s operators can be arbitrarily big. Following Pankratov
et al. (1995) and Zhdanov and Fang (1997), we apply some linear transformations to the Green’s
operator to obtain a new modified Green’s operator Gm

E with norm less than 1. Note that, operator
C is called a contraction operator if its norm is less then one, ‖C‖ < 1. The specific form of this
linear transformation is motivated by the energy inequality (6.9) for an anomalous field. Actually, we
construct a new linear operator Gm

E , which transforms the integrand from the right part of the energy
inequality (6.9) into its left part:

√
σb (Ea + ja/2σb) = √

σbGE

[
2
√

σb

(
ja/2

√
σb

)]
+ ja/2

√
σb = Gm

E

(
ja/2

√
σb

)
.

(6.46)

Operator Gm
E can be applied to any vector function:

Gm
E (x) = √

σbGE

(
2
√

σbx
)+ x, (6.47)

x ∈ L2 (D), where L2 (D) is the Hilbert space of the vector functions determined in domain D and
integrable in D with the norm:

‖x‖ =
√∫∫∫

D

|x (r)|2 dv.

The remarkable property of this operator is that according to inequality (6.9),∥∥Gm
E (x)

∥∥≤ ‖x‖
for any x ∈ L2 (D). In other words the L2 norm of the modified Green’s operator is always less than
or equal to one: ∥∥Gm

E

∥∥≤ 1. (6.48)
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By virtue of (6.4), Eq. (6.46) can be simplified:

aEa + bEb = Gm
E

[
b
(

Ea + Eb
)]

, (6.49)

where

a = 2σb + �σ̃

2
√

σb

, b = �σ̃

2
√

σb

. (6.50)

Eq. (6.49) can be rewritten with respect to the product of a and the total electric field E, using
simple algebraic transformations:

Ẽ + (b − a)Eb = Ẽ − √
σbEb = Gm

E

[
ba−1Ẽ

]
= Gm

E

[
ba−1Ẽ

]
, (6.51)

where Ẽ is the scaled electric field

Ẽ = aE. (6.52)

Finally, we can present Eq. (6.49) in the form

Ẽ = Cm
(
Ẽ
)= Gm

E

[
ba−1Ẽ

]
+ √

σbEb. (6.53)

In this equation operator Cm
(
Ẽ
)

is a contraction operator. To prove this result, consider the follow-
ing inequality: ∥∥Cm

[
aEa(1) − aEa(2)

]∥∥= ∥∥Gm
E

[
β
(
aEa(1) − aEa(2)

)]∥∥
≤ ‖β‖∞

∥∥Gm
E

∥∥∥∥aEa(1) − aEa(2)
∥∥ ,

where

‖β‖∞ = max
r∈D

∣∣∣∣b (r)
a (r)

∣∣∣∣= max
r∈D

|�σ̃ |
|2σb + �σ̃ | .

Taking into account (6.48), we can conclude that Cm is a contraction operator if:

‖β‖∞ =
∥∥∥∥b

a

∥∥∥∥∞
< 1. (6.54)

Simple calculations show that

β2 = |�σ̃ |2
|2σb + �σ̃ |2 = 1 − 4σσb

|̃σ − σ̃b|2 + 4σσb

< 1

under the natural condition that

0 < σmin ≤ σ ≤ σmax < ∞,

0 < σb min ≤ σb ≤ σb max < ∞.
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Thus, we have proved that Cm is a contraction operator for any lossy background media (where σb min >

0): ∥∥∥Cm
(

Ẽ(1) − Ẽ(2)
)∥∥∥≤ k

∥∥∥Ẽ(1) − Ẽ(2)
∥∥∥ , (6.55)

where ‖...‖ is L2 norm, k < 1, and Ẽ(1) and Ẽ(2) are any two different solutions.
For this reason integral equation (6.49) is called a contraction integral equation (CIE), and we call

Cm a contraction Green’s operator.
Using the original Green’s operator given by expression (6.37) and taking into account formula

(6.47), one can rewrite Eq. (6.49) as follows:

Ẽ = √
σbGE

(
2
√

σbba−1Ẽ
)

+ ba−1Ẽ + √
σbEb,

or, after some transformation(
1 − ba−1

)
Ẽ − √

σbGE

(
�σ̃a−1Ẽ

)
= √

σbEb.

Note that according to (6.50),

1 − ba−1 = (a − b)a−1 = √
σba

−1.

Therefore, we finally obtain the following form of the contraction integral equation (CIE) with respect
to the scaled electric field Ẽ:

√
σba

−1Ẽ − √
σbGE

(
�σ̃a−1Ẽ

)
= √

σbEb. (6.56)

This is the basic equation of the CIE method of electromagnetic modeling.

6.1.7 CALCULATION OF THE FIRST VARIATION (FRÉCHET DERIVATIVE) OF THE
ELECTROMAGNETIC FIELD FOR 3-D MODELS

Following Zhdanov (2002), we can find the equations for the Fréchet derivative in the 3-D case by
differentiating the corresponding Maxwell’s equations. Let us write the general field equations (3.103)
and (3.89) in the frequency domain, allowing for magnetic currents (for a definition of magnetic cur-
rents see section 3.1):

∇ × H = σ̃E + je, (6.57)

∇ × E = iωμ0H − jm, (6.58)

where je and jm are the densities of extraneous electric and magnetic currents.
Let us perturb the conductivity distribution σ̃ (r). Applying the perturbation operator to both sides

of Eqs. (6.57) and (6.58), we obtain the equations for the corresponding variations of the electromag-
netic field:

∇ × δH = σ̃ δE+δσ̃E,

∇ × δE = iωμ0δH,
(6.59)
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where δσ̃ is the conductivity variation, and δH, δE are the corresponding variations of the magnetic
and electric fields.

Applying the integral equation method (formulae (6.40) and (6.41)) to the solution of Eqs. (6.59),
we find that the variations of the electromagnetic field are associated with the variation of the conduc-
tivity structure by the following integral operators:

δE
(
rj

)= GE (δσ̃E) , (6.60)

δH
(
rj

)= GH (δσ̃E) . (6.61)

The last two equations provide a straightforward way to calculate the Fréchet differential (for defi-
nition see Zhdanov, 2002) of the electromagnetic operator for forward modeling of complex three-
dimensional electrical structures:

FE(̃σ ,δσ̃ ) = δAem
E (̃σ ,δσ̃ ) = δE =

∫∫∫
D

ĜE

(
r′ | r

) · δσ̃ (r)E (r) dv, (6.62)

and

FH (̃σ ,δσ̃ ) = δAem
H (̃σ ,δσ̃ ) = δH =

∫∫∫
D

ĜH

(
r′ | r

) · δσ̃ (r)E (r) dv. (6.63)

Note that the arguments in the expressions for the Fréchet differentials, FE,H (̃σ ,δσ̃ ), consist of two
parts. The first part, σ̃ , is a conductivity distribution, at which we calculate the forward modeling
operator variation, δAem

H ; the Green’s tensors are calculated for this conductivity. The second part,
δσ̃ , is the corresponding variation of the conductivity σ̃ . Vector E in expressions (6.62) and (6.63)
represents the electric field for the given conductivity σ̃ .

We can estimate the sensitivity of electromagnetic data to geoelectrical model parameters by means
of formulae (6.62) and (6.63).

Substituting δσ̃ (r) = δ
(
r′′−r

)
δσ̃v

(
r′′) in Eqs. (6.62) and (6.63), we find the perturbations of the

electric and magnetic fields, δE
(
r′), δH

(
r′), corresponding to the local perturbation of the complex

integrated conductivity δσ̃v

(
r′′) at a point r′′:

δE
(
r′)= ĜE

(
r′ | r′′) · δσ̃v

(
r′′)E

(
r′′) , δH

(
r′)= ĜH

(
r′ | r′′) · δσ̃v

(
r′′)E

(
r′′) . (6.64)

The differential sensitivities sE

(
r′|r′′) and sH

(
r′|r′′) of the electric and magnetic fields at the point r′

to the integrated conductivity perturbation at the infinitesimally small neighborhood of the point r′′ are
calculated by the formulae

sE

(
r′|r′′)= δE

(
r′)

δσ̃v (r′′)
, sH

(
r′|r′′)= δH

(
r′)

δσ̃v (r′′)
. (6.65)

Substituting expressions (6.64) into (6.65), we finally obtain:

sE

(
r′|r′′)= ĜE

(
r′ | r′′) · E

(
r′′) , sH

(
r′|r′′)= ĜH

(
r′ | r′′) · E

(
r′′) . (6.66)

Note that the differential sensitivities are vector functions, because they characterize the sensitivity
of the vector electric and magnetic fields to the conductivity variation. From the last formulae we see
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that Green’s electromagnetic tensors provide the sensitivity estimation of the electromagnetic field to
the model conductivity.

We can give a simple, but important physical interpretation of the expressions for sensitivities,
(6.66), based on the reciprocity principle. Note that, according to definition (see Chapter 3), the Green’s
tensors ĜE

(
r′ | r′′) and ĜH

(
r′ | r′′), are the electric and magnetic fields at the receiver point, r′, due to

a unit electric dipole source at the point r′′ of the conductivity perturbation. Let us introduce a Cartesian
system of coordinates {x, y, z} and rewrite these tensors in matrix form:

ĜE

(
r′ | r′′)=

[
GE

αβ

(
r′ | r′′)] , ĜH

(
r′ | r′′)=

[
GH

αβ

(
r′ | r′′)] , α,β = x, y, z.

The tensor component GE
αβ is essentially an α-directed electric field at the receiver point, r′, due to

a β-directed unit electric dipole source at the point r′′. The tensor component GH
αβ is an α-directed

magnetic field at the receiver point, r′, due to a β-directed unit electric dipole source at the point r′′.
According to the reciprocity principle, these tensors can be treated also as an electric field at r′′ due to
electric or magnetic current dipole sources at r′. To be more specific, the tensor component GE

αβ can
be treated as a β-directed electric field at the point r′′, due to an α-directed unit electric current dipole
source at the receiver point, r′. Correspondingly, the tensor component GH

αβ is a β-directed electric
field (with a negative sign according to formula (3.142)) at the point r′′, due to an α-directed unit
magnetic current dipole source at the receiver point, r′. We introduce the following notations:

GE
αβ

(
r′ | r′′)= Ee

α

(
r′′) · dβ, GH

αβ

(
r′ | r′′)= −Em

α

(
r′′) · dβ, (6.67)

where Ee
α

(
r′′) and Em

α

(
r′′) are the respective electric fields due to the α-directed unit electric or mag-

netic current dipole sources at the receiver point, r′; dβ , β = x, y, z, are the orthonormal vectors of the
Cartesian basis.

The expressions for α-directed components of the sensitivities (6.66) can be rewritten in the form

sEα

(
r′|r′′)= δEα

(
r′)

δσ̃v (r′′)
=

∑
β=x,y,z

GE
αβ

(
r′ | r′′)Eβ

(
r′′)=

∑
β=x,y,z

(
Ee

α

(
r′′) · dβ

)
Eβ

(
r′′)

= Ee
α

(
r′′) ·

∑
β=x,y,z

(
dβEβ

(
r′′))= Ee

α

(
r′′) · E

(
r′′) , (6.68)

and, in a similar way,

sHα

(
r′|r′′)= δHα

(
r′)

δσ̃v (r′′)
= −Em

α

(
r′′) · E

(
r′′) , (6.69)

where α = x, y, z.
The final result is that the sensitivities can be obtained from the scalar product of the original elec-

tric field and the auxiliary electric fields, generated by elementary electric or magnetic dipole current
sources, located at the receiver position, r′. This result was originally demonstrated by Pellerin et al.
(1993), and then a derivation based on Lorentz lemma was given by McGillivray et al. (1994).
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In accordance with definition given in Chapter 8, Eq. (8.16), the integrated sensitivity SE

(
r′′) of

the data, collected over some surface  of observations over a frequency interval 
, is equal to

SE

(
r′′)= ‖δE‖
,

δσ̃v

,

where the L2 norm ‖...‖
, is determined by the formula

‖δE‖
,b =
√∫




∫∫


|δE (r′,ω)|2 ds′dω.

Therefore, the integrated sensitivity of the electric field to the local perturbation of the conductivity at
the point r′′ is

SE

(
r′′)=

√∫



∫∫


∣∣ĜE (r′ | r′′) · E (r′′)
∣∣2 ds′dω. (6.70)

In a similar way we can find the integrated sensitivities of the magnetic field:

SH

(
r′′)=

√∫



∫∫


∣∣ĜH (r′ | r′′) · E (r′′)
∣∣2 ds′dω. (6.71)

Formulae (6.70) and (6.71) play an important role in electromagnetic inversion.

6.1.8 INTEGRAL EQUATION METHOD IN ANISOTROPIC MEDIUM
In many practical situations one has to model the electromagnetic field in anisotropic medium. Consider
a 3D geoelectrical anisotropic model with the background conductivity tensor σ̂ b and local inhomo-
geneity D with an arbitrarily varying anisotropic conductivity σ̂ = σ̂ b + �σ̂ . The inhomogeneity is
considered to be local, so there exists some radius R0 such that for

√
x2 + y2 + z2 > R0 the medium

has the background conductivity σ̂ b . We assume that μ = μ0 = 4π × 10−7H/m, where μ0 is the
free-space magnetic permeability. The model is excited by a known background electromagnetic field,
Eb , Hb, generated by an arbitrary electric current distribution j (r) within a medium with background
conductivity σ̂ b . This field is time harmonic as e−iωt .

The electromagnetic field in the model described above can be presented as a sum of the background
and anomalous fields:

E = Eb + Ea, H = Hb + Ha, (6.72)

where the background field is a field generated by the given sources in the model with the background
distribution of conductivity σ̂ b , and the anomalous field is produced by the anomalous conductivity
distribution �σ̂ .

The anomalous electric field is related to the electric current induced in the inhomogeneity,

ja =�σ̂ · E, (6.73)
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according to the following integral formulas:

Ea
(
rj

)= GE (�σ̂ · E) =
∫∫∫

D

ĜE

(
rj | r

) · ja (r) dv, (6.74)

Ha
(
rj

)= GH (�σ̂ · E) =
∫∫∫

D

ĜH

(
rj | r

) · ja (r) dv, (6.75)

where rj is an observation point; ĜE and ĜH are electromagnetic Green’s tensors defined for an
unbounded conductive medium with the background conductivity σ̂ b; and GE and GH are the electric
and magnetic Green’s operators, defined above.

Substituting the expressions for anomalous electric field, (6.74), and for the excess current (6.73)
into (6.72), we finally obtain a representation for electromagnetic field as an integral over the excess
currents in the anisotropic inhomogeneous domain D:

E
(
rj

)= GE (�σ̂ · E) + Eb
(
rj

)
, (6.76)

H
(
rj

)= GH (�σ̂ · E) + Hb
(
rj

)
. (6.77)

Using integral formulas (6.76) and (6.77) (the field equations), one can calculate the electromagnetic
field in any point rj , if the electric field is known within the inhomogeneity. Expression (6.76) becomes
the domain integral equation for the electric field E (r), if rj ∈ D. Eqs. (6.76) and (6.77) form the basis
for EM forward modeling in anisotropic medium.

Note that, in a general case, conductivity tensors, σ̂ , may have arbitrary structure. We assume
for simplicity that the axis of the Cartesian coordinate system coincide with the principle axis of the
anomalous conductivity tensor. In this case, the matrix of the conductivity tensor becomes diagonal
with the conductivities in the directions x, y, and z located along the main diagonal:

�σ̂ (r) =
⎡
⎣ σx (r) 0 0

0 σy (r) 0
0 0 σz (r)

⎤
⎦ .

The most common situation for geophysical applications, however, is the case of transverse isotropic
conductivity. In this case, the matrix of the conductivity tensor becomes diagonal with the equal
horizontal conductivities, σh (r) = σx (r) = σy (r), in the horizontal directions x, y, and the vertical
conductivity σv (r) = σz (r), located along the main diagonal:

σ̂ (r) =
⎡
⎣ σh (r) 0 0

0 σh (r) 0
0 0 σv (r)

⎤
⎦ . (6.78)

A coordinate system with axes parallel to the principal axes of the conductivity tensor is convenient,
because in transversely isotropic media the conductivity tensor has two equal “horizontal” components,
and one vertical component. However, in practice, the orientation of the axes of the anisotropy of the
medium can be “tilted” with respect to a selected Cartesian coordinate system. In this case, the com-
ponents of the conductivity tensor in the Cartesian coordinates can be obtained from the components,
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given in the principal axes, by applying the appropriated rotation transformation, using the rotation
matrix (Moran and Gianzero, 1979; Zhdanov et al., 2001).

The anisotropy coefficient λ is defined according to the following formula:

λ =√
σh/σv. (6.79)

6.1.9 DISCRETE FORM OF THE ANISOTROPIC IE FORWARD MODELING METHOD
In order to present the anisotropic IE method in numerical form, we divide the domain D with anoma-

lous conductivity into elementary cells, Dn, formed by some rectangular grid: D = N∪
n=1

Dn. We assume

that �σ̂ (r) has the constant values within each cell. Therefore, a discrete form of the domain integral
equation for the electric field, (6.76), can be described by the following matrix equation (Zhdanov,
2002, 2015):

ÂeD = eb
D, (6.80)

where

Â = Î − ĜD σ̂ , (6.81)

and σ̂ is a (3N × 3N) diagonal matrix of anomalous conductivities:

σ̂ =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

�σ̃x1 · · · 0 0 · · · 0 0 · · · 0
...

0 · · · �σ̃xN 0 · · · 0 0 · · · 0
0 · · · 0 �σ̃y1 · · · 0 0 · · · 0

...

0 · · · 0 0 · · · �σ̃yN 0 · · · 0
0 · · · 0 0 · · · 0 �σ̃z1 · · · 0

...

0 · · · 0 0 · · · 0 0 · · · �σ̃zN

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (6.82)

Vectors-rows, eD and eb
D , are the vectors of the total and background electric fields formed by the x, y

and z components of these fields at the centers of the cells Dn of the anomalous domain D:

eD = [E1
x,E

2
x, ...E

N
x ,E1

y,E
2
y, ...E

N
y ,E1

z ,E
2
z , ...EN

z ]T ,

eb
D = [Eb,1

x ,Eb,2
x , ...Eb,N

x ,Eb,1
y ,Eb,2

y , ...Eb,N
y ,Eb,1

z ,Eb,2
z , ...Eb,N

z ]T .

These vectors have order 3N . The 3N × 3N matrix ĜD is formed by the volume integrals over the
elementary cells Dn of the components of the corresponding electric Green’s tensor ĜE , acting inside
the domain D.

We introduce also the vectors, e, h, and eb , hb , representing the discrete total and background
electric and magnetic fields at the observation points. Then integral formulae (6.76) and (6.77) can be
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cast in the following discrete forms:

e = ĜE σ̂eD+eb, (6.83)

h = ĜH σ̂eD+hb, (6.84)

where matrices ĜE and ĜH are discrete analogs of the corresponding Green’s tensors (Zhdanov, 2002,
2015). These matrices consist of the volume integrals over elementary cell Dn of the components
of the corresponding electric or magnetic Green’s tensor acting from the anomalous domain to the
receivers. After finding eD from Eq. (6.81), we can substitute it in Eqs. (6.83) and (6.84) to calculate
the electromagnetic field in the receiver positions.

Thus, forward electromagnetic modeling based on the IE method is reduced to the solution of the
matrix equation (6.83) in the unknown vector eD of electric field components inside domain D. The
equation is a 3N × 3N linear system,

ÂeD = eb
D, (6.85)

where

Â = Î − ĜDσ̂ . (6.86)

Matrix Â is a 3N × 3N dense matrix. For a small number of unknowns, direct solvers are practical,
especially in the case of multiple sources. For a large-scale problem, one can use different types of
iterative methods, for example, the Complex Generalized Minimal Residual (CGMRM) method, as a
solver of the system of linear equations arising in the IE method (Zhdanov, 2002, 2015).

The computed electric and magnetic fields are then used in Eqs. (6.83) and (6.84) to determine the
EM field in the receivers.

6.1.10 CONTRACTION INTEGRAL EQUATION AS THE PRECONDITIONED
CONVENTIONAL INTEGRAL EQUATION

Following Hursán and Zhdanov (2002) and Zhdanov (2002, 2015), one can use the contraction integral
equation (CIE) method, which is based on preconditioning Eq. (6.86) with contraction operators to
improve the conditioning of the matrix system. The contraction integral equation (6.56) can be treated
as the preconditioned conventional integral equation (6.44). This fact becomes especially important in
numerical implementation of the CIE method.

In discrete form, Eq. (6.56) can be written as

M̂1
(̂
I − ĜD σ̂

)
M̂2̃eD = M̂1eb

D, (6.87)

where, as above, 3N × 3N matrix ĜD is formed by the volume integrals over the elementary cells Dn

of the components of the corresponding electric Green’s tensor ĜE , acting inside the domain D; σ̂

and M̂1 are the 3N × 3N diagonal matrices of the anomalous conductivities and the square root of the
background conductivities respectively, similar to matrix (6.82):

σ̂ = diag (�σ̃1,�σ̃2, ...,�σ̃N ,�σ̃1,�σ̃2, ...,�σ̃N ,�σ̃1,�σ̃2, ...,�σ̃N) ,



220 CHAPTER 6 ELECTROMAGNETIC FIELDS IN INHOMOGENEOUS MEDIA

M̂1 = diag
(√

σb
1 ,

√
σb

2 , ...,

√
σb

N,

√
σb

1 ,

√
σb

2 ...,

√
σb

N,

√
σb

1 ,

√
σb

2 ...,

√
σb

N

)
,

and where

ẽD = M̂−1
2 eD, (6.88)

with M̂2 defined as the diagonal matrix

M̂2 = diag
(
a−1

1 , a−1
2 , ..., a−1

N ,a−1
1 , a−1

2 , ..., a−1
N ,a−1

1 , a−1
2 , ..., a−1

N

)
, (6.89)

where, according to (6.50),

ai = 2σbi + �σ̃i

2
√

σbi

, i = 1,2, ...,N.

Considering (6.85) and (6.86), we can easily see that Eq. (6.87) is just the preconditioned variant
of (6.85),

Ã̃eD = ẽb
D, (6.90)

where

Ã = M̂1ÂM̂2, ẽb
D = M̂1eb

D, (6.91)

and

eD = M̂2̃eD. (6.92)

Thus, we have transformed the original matrix equation (6.85) into the preconditioned equation

M̂1ÂM̂2

(
M̂−1

2 eD

)
= M̂1eb, (6.93)

where M̂1 is the left preconditioner, and M̂2 is the right preconditioner.
Note that there are different mathematical methods for introducing preconditioners for a general

matrix equation (Golub and Van Loan, 1996). The main goal is to construct a matrix M̂1ÂM̂2, which
produces a significantly higher convergence rate of iteration than the original matrix Â. Note that the
act of finding a good preconditioner is that of making Ã = M̂1ÂM̂2 as close as possible to the identity
matrix. In the case of the CIE method we reach this goal by using the contraction Green’s operator with
the norm always less than or equal to one. In other words, we take into account the physical nature of
our system of equations and find the preconditioners based on the fundamental physical law that the
energy flow of the anomalous electromagnetic field outside the domain containing the conductivity
inhomogeneity is always positive.
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6.2 INTEGRAL EQUATION METHOD IN MODELS WITH INHOMOGENEOUS
BACKGROUND CONDUCTIVITY

In the framework of the IE method, the conductivity distribution is divided into two parts: 1) the
background conductivity, σb , which is used for Green’s functions calculation, and 2) the anomalous
conductivity, �σa , within the domain of integration, D. It was emphasized in the original paper by
Dmitriev (1969) that the main limitation of the IE method is that the background conductivity model
must have a simple structure to allow for an efficient Green’s function calculation. The most widely
used background models in EM exploration are those formed by horizontally homogeneous layers.
The theory of Green’s functions for layered one-dimensional (1-D) models is very well developed and
lays the foundation for efficient numerical algorithms. Any deviation from this 1-D background model
must be treated as an anomalous conductivity.

In some practical applications, however, it is difficult to describe a model using horizontally layered
background conductivity. As a result, the domain of integration may become too large, which increases
significantly the size of the modeling domain and of the required computer memory and computational
time for IE modeling. We could overcome these computational difficulties if the IE method would
allow us to use variable 3-D background conductivity. This would also be helpful in modeling EM data
for multiple geological models with some common geoelectrical features, like a known topographic
or bathymetric inhomogeneities (in the case of marine EM), or salt-dome structures. The conventional
approach would require running the full 3-D IE method for all domains with anomalous conductivity
every time we change the parameters within one domain only. This situation occurs, for example,
when we have known information about the existence of specific geological structures which should
be considered in modeling and/or inversion.

In the present section of the book, following the paper by Zhdanov et al. (2006a), we extend the
formulation of the IE method to a more general case of models with an inhomogeneous background
conductivity (IBC). Our method is based on the separation of the effects due to excess electric current,
j�σb , induced in the inhomogeneous background domain from those due to the anomalous electric
current, j�σa , in the location of the anomalous conductivity, respectively. As a result, we arrive at a
system of integral equations which uses the same simple Green’s functions for the layered model as
in the original IE formulation. However, the new equations take into account the effect of the variable
background conductivity distribution. We also consider an approach to the accuracy control of the IBC
IE method. This approach provides us with the ability to improve the accuracy of computations by
applying the IBC technique iteratively.

6.2.1 MODEL WITH INHOMOGENEOUS BACKGROUND CONDUCTIVITY
We consider a 3-D geoelectrical model with horizontally layered (normal) conductivity, σn, inhomo-
geneous background conductivity, σb = σn + �σb, within a domain Db , and anomalous conductivity,
�σa , within a domain Da (Fig. 6.3). The model is excited by an EM field generated from an arbitrary
source which is time harmonic as e−iωt . The EM field in this model satisfies the Maxwell’s equations:

∇ × H = σnE + j = σnE + j�σb+j�σa+je,

∇ × E = iωμ0H,
(6.94)
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FIGURE 6.3

A sketch of 3D geoelectrical model with horizontally layered (normal) conductivity, σn, inhomogeneous
background conductivity, σb = σn + �σb , within a domain Db , and anomalous conductivity, �σa , within a
domain Da . The EM field in this model is a sum of the normal fields, En, Hn, generated by the given source(s)
in the model with normal distribution of conductivity, σn, a variable background effect, E�σb , H�σb , produced
by the inhomogeneous background conductivity, �σb , and the anomalous fields, E�σa , H�σa , due to the
anomalous conductivity distribution, �σa .

where:

j�σa =
{

�σaE, r ∈Da,

0, r /∈Da
(6.95)

is the anomalous current within the local inhomogeneity, Da , and:

j�σb =
{

�σbE, r ∈Db,

0, r /∈Db
(6.96)

is the excess current within the inhomogeneous background domain, Db .
Eqs. (6.94)–(6.96) show that one can represent the EM field in this model as a sum of the normal

fields, En, Hn, generated by the given source(s) in the model with normal distribution of conductivity,
σn, a variable background effect, E�σb , H�σb , produced by the inhomogeneous background conductiv-
ity, �σb, and the anomalous fields, E�σa , H�σa , due to the anomalous conductivity distribution, �σa ,
as

E = En + E�σb + E�σa , H = Hn + H�σb + H�σa . (6.97)

The total EM field in this model can be written as:

E = Eb + E�σa , H = Hb+H�σa , (6.98)



6.2 INTEGRAL EQUATION METHOD 223

where the background EM field, Eb, Hb , is a sum of the normal fields and those caused by the inho-
mogeneous background conductivity:

Eb = En + E�σb , Hb = Hn + H�σb . (6.99)

Following the standard logic of the IE method (Zhdanov, 2002), we write the integral representa-
tions for the EM fields of the given current distribution,

j�σ (r) = j�σb (r) + j�σa (r) = �σbE (r) + �σaE (r) ,

within a medium of normal conductivity, σn:

E
(
rj

)= En +
∫∫∫

Db

ĜE

(
rj | r

) · �σbE (r) dv +
∫∫∫

Da

ĜE

(
rj | r

) · �σaE (r) dv,

H
(
rj

)= Hn +
∫∫∫

Db

ĜH

(
rj | r

) · �σbE (r) dv +
∫∫∫

Da

ĜH

(
rj | r

) · �σaE (r) dv,

(6.100)

where the first integral terms describe the excess part of the background fields generated by the excess
currents in the inhomogeneous background domain, Db:

E�σb
(
rj

) =
∫∫∫

Db

ĜE

(
rj | r

) · �σbE (r) dv = GDb

E (�σbE) , (6.101)

H�σb
(
rj

) =
∫∫∫

Db

ĜH

(
rj | r

) · �σbE (r) dv = GDb

H (�σbE) , (6.102)

and the second terms describe the anomalous fields generated by the anomalous domain, Da :

E�σa
(
rj

)= E
(
rj

)− En
(
rj

)− E�σb
(
rj

)
=
∫∫∫

Da

ĜE

(
rj | r

) · �σaE (r) dv = GDa

E (�σaE) , (6.103)

H�σa
(
rj

)= H
(
rj

)− Hn
(
rj

)− H�σb
(
rj

)=
=
∫∫∫

Da

ĜH

(
rj | r

) · �σaE (r) dv = GDa

H (�σaE) . (6.104)

In these last equations, the symbols GDa,Db

E and GDa,Db

H denote the electric and magnetic Green’s
operators with a volume integration of Da or Db , respectively. Note that according to notation (6.99),
Eqs. (6.103) and (6.104) can be rewritten in the form:

E�σa
(
rj

)= E
(
rj

)− En
(
rj

)− E�σb
(
rj

)= GDa

E

(
�σa

(
Eb+E�σa

))
, (6.105)

H�σa
(
rj

)= H
(
rj

)− Hn
(
rj

)− H�σb
(
rj

)= GDa

H

(
�σa

(
Eb+E�σa

))
. (6.106)
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Using integral equations (6.105)–(6.106), one can calculate the EM field at any point rj if the
electric field is known within the inhomogeneity. Eq. (6.105) becomes the integral equation for the
electric field E (r) if rj ∈ Da .

The basic idea of a new IE formulation is that we can take into account the EM field induced in the
anomalous domain by the excess currents in the background inhomogeneity, j�σb , but would ignore the
return induction effects by the anomalous currents j�σa . In other words, we assume that the anomalous
electric fields, E�σa , are much smaller than the background fields, Eb , inside the domain of integration,
Db , in Eqs. (6.101) and (6.102):

E�σb
(
rj

)≈ GDb

E

(
�σbEb

)
= GDb

E

(
�σb

(
En + E�σb

))
, (6.107)

H�σb
(
rj

)≈ GDb

H

(
�σbEb

)
= GDb

H

(
�σb

(
En + E�σb

))
. (6.108)

Eqs. (6.107) and (6.108) show that finding the excess part of the background fields requires a solution
of the conventional IE for the electric fields in media with inhomogeneous background conductivity
distribution (without the anomalous domain Da). Therefore, we can calculate the background fields
using Eqs. (6.99) and substitute them into Eqs. (6.105)–(6.106). The last system of equations can be
solved using the standard IE approach as well.

We should note that the technique outlined above is very different from the conventional Born
approximation (see the next section), because we solve the corresponding integral equations (6.107)
and (6.108) with respect to the anomalous field. With the Born approximation, one does not solve
any integral equation. Instead, the background field is just integrated over the domain with anomalous
conductivity (anomalous domain Da in our case). In our approach, we ignore the secondary field in the
inhomogeneous background domain, Db , due to the return induction effects of the anomalous currents
j�σa induced in the anomalous domain Da only, when we solve the first integral equation for the
background field. The effect of this secondary field is assumed to be very small compared with the
normal field and the secondary field induced in the inhomogeneous background itself. We will discuss
in the next section a technique for the accuracy control of this condition.

Another important question is how the inhomogeneous background conductivity (IBC) should be
selected. We recommend that the regional geoelectrical structures should be included in the inhomo-
geneous background, while the local geological target (e.g., a petroleum reservoir or a mining target)
should be associated with the domain with the anomalous conductivity. At the same time, it is rea-
sonable to include in the IBC model some known geological structures, like known topographic or
bathymetric inhomogeneities (in the case of marine EM), or salt dome, in order to reduce the modeling
domain to the area of investigation only.

6.2.2 ACCURACY CONTROL OF THE IBC IE METHOD
We have demonstrated above that the IBC IE method is based on an idea that we can ignore a secondary
field induced by the currents in the anomalous domain Da when we solve the integral equation (6.107)
for the background field Eb in the domain Db . The assumption is that this returned induction field
is very small compared with the normal field and an anomalous part of the background field induced
in the background conductivity. The obvious condition where this approximation can be employed
is that the effect of the induced field GDb

E

(
�σb

(
E�σa

))
in an inhomogeneous background from the
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anomalous body is much smaller than the effect of the background field itself inside the domain of
integration, Db: ∥∥∥Eb − GDb

E

(
�σb

(
Eb + E�σa

))
− En

∥∥∥
Db

/

∥∥∥Eb
∥∥∥

Db

= εb
1 � 1, (6.109)

where ‖...‖Db
denotes the L2 norm calculated over domain Db:

∥∥∥Eb
∥∥∥2

Db

=
∫∫∫

Db

∣∣∣Eb (r)
∣∣∣2 dv.

We can also evaluate the possible errors of ignoring the return response of the currents induced in
the inhomogeneous background on the field in the anomalous domain Da :∥∥∥Ea − GDa

E

(
�σa

(
Ea + E�σb(1)

))
− En

∥∥∥
Da

/
∥∥Ea

∥∥
Da

= εa
1 , (6.110)

where:

E�σb(1)
(

rj

)= GDb

E

(
�σb

(
Eb+E�σa

))
, rj ∈ Da,

and:

Ea = En+E�σa .

A simple observation based on formulas (6.109) and (6.110) is that, the accuracy of the IBC IE
method should depend on the electrical distance between a domain with inhomogeneous background
conductivity and an anomalous domain: rλ = r/λ, where r is a geometric distance, and λ is a corre-
sponding wave length in the layered background. The larger this distance, the smaller the return effect
of the currents induced in the anomalous domain on the IBC domain, and vice versa. However, even
in the case of the anomalous domain attached to the IBC domain, we still have a reasonable accuracy
of the IBC IE method. In addition, we should note that the accuracy of the IBC IE method should also
depend on the shape and relative aspect of the domains Da and Db .

Condition (6.109) makes it possible to evaluate the accuracy of the IBC IE method in a general
case in comparison with the conventional IE method. Indeed, one can apply the IE method for the
computations of the background field Eb and the anomalous field E�σa using two separate integral
equations, (6.105) and (6.107). After that we can evaluate the possible error in the background field
computations, εb

1 , and in the anomalous field calculations, εa
1 , using the proposed technique.

The remarkable fact is that the above condition not only provides us with the ability to control
the accuracy of our computations, but it also shows how to improve the accuracy by applying the IBC
technique iteratively. Indeed, if we find the error εb

1 is too large, we can solve the rigorous integral equa-
tion (6.101) for the background electric field, taking into account the anomalous field E�σa computed
in the previous step:

Eb
(
rj

)= GDb

E

(
�σb

(
Eb + E�σa

))
+ En

(
rj

)
, rj ∈ Db. (6.111)
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We denote by Eb(2) a solution of Eq. (6.111). Now we can use this updated background field Eb(2) in
integral equation (6.105) for the anomalous field:

E�σa
(
rj

)= GDa

E

(
�σa

(
Eb(2)+E�σa

))
, rj ∈ Da. (6.112)

A solution of the last equation gives us a second iteration of the anomalous electric field, E�σa(2).
We can check the accuracy of the second round of the IBC IE method for domains Da and Db using

the following estimates, respectively:∥∥∥Ea(2) − GDa

E

(
�σa

(
Ea(2) + E�σb(2)

)
− En

)∥∥∥
Da

/

∥∥∥Ea(2)
∥∥∥

Da

= εa
2 ,

∥∥∥Eb(2) − GDb

E

(
�σb

(
Eb(2) + E�σa(2)

)
− En

)∥∥∥
Db

/

∥∥∥Eb(2)
∥∥∥

Db

= εb
2, (6.113)

where

Ea(2) = En + E�σa(2), and

E�σb(2)
(

rj

)= GDb

E

(
�σb

(
Eb(2)+E�σa(2)

))
, rj ∈ Da.

The iterative process described above is continued until we reach the required accuracy of the
background field calculations in both domains, Da and Db . We should note in conclusion that this
iterative process always converges if we use the contraction integral equation (CIE) method (Hursán
and Zhdanov, 2002) as a main algorithm for the solution of the corresponding EM field integral equa-
tions (6.107) and (6.105).

6.3 FAMILY OF LINEAR AND NONLINEAR INTEGRAL APPROXIMATIONS OF
THE ELECTROMAGNETIC FIELD

The main difference between the integral representations in potential and electromagnetic field theory
is that in the first case the solution of the forward modeling problem is given in a form of direct
quadrature, while in the second case we have to solve a system of integral equations. There is, however,
an important approach to the fast solution of EM integral equations, based on neglecting the anomalous
(scattered) EM fields under the Green’s integral operators. This approach is usually called the Born
approximation.

The Born approximation was developed originally to describe quantum mechanical scattering
(Born, 1933; Born and Wolf, 1980). Since the basic idea behind this method has broad applica-
tions, it is possible to apply the Born approximation to different geophysical problems as well. For
example, it has been used quite extensively and successfully in seismic geophysics (Bleistein, 1984;
Bleistein and Gray, 1985; Tarantola, 1987).

Let us formulate a general forward EM problem so that the anomalous conductivity can be treated
as a perturbation from a known background (or “normal”) conductivity distribution. The solution of
the EM problem in this case contains two parts: 1) the linear part, which can be interpreted as a direct
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scattering of the source field by the inhomogeneity without taking into account coupling between
scattering (excess) currents, and 2) the nonlinear part, which is composed of the combined effects of
the anomalous conductivity and the unknown scattered field in the inhomogeneous structure. The Born
approximation is based on the assumption that this last part, which represents the actual nonlinearity
of the physical problem, is negligible when compared to the first linear part. As a result, a linear
expression is obtained for the solution of the EM induction problem in a form of simple quadrature
over the inhomogeneous domain, similar to the forward modeling solution for potential fields. This
makes the method especially attractive for geophysical applications.

The Born approximation has been widely used in inverse schemes, because it provides a linearized
approach to the solution of inverse problems (Oristaglio, 1989; Habashy et al., 1993). However, the
Born approximation works reasonably well only for small conductivity contrasts, relatively small in-
homogeneities, and low frequencies, ω (Born and Wolf, 1980; Habashy et al., 1993). It has limited
application for solving general 3-D electromagnetic problems, because the Born approximation breaks
down when the “anomalous induction number” of the anomalous region, that is ωμ�σL2 (where L

is the upper bound of the distance between any two points belonging to the region D with anomalous
conductivity �σ , and μ is the magnetic permeability) gets too large. It also has problems for high
contrast bodies even in the case of a stationary field or direct current (DC) approximation.

Habashy et al. (1993) and Torres-Verdin and Habashy (1994) introduced an extended Born approx-
imation for the EM field, based on the assumption that the internal electrical field has a small spatial
gradient, which can be neglected inside an inhomogeneous structure. This new approximation for the
internal field is given by the projection of the background or normal electric field (i.e. the electric field
excited in the absence of the conductivity inhomogeneity) onto a scattering tensor. It is shown that
the scattering tensor does not depend on the illuminating sources and is a nonlinear functional of the
anomalous conductivity distribution. In addition, they demonstrated the efficiency of the new approxi-
mation which remains accurate within a wide frequency band for large anomalous structures and large
conductivity contrasts.

In a series of publications, Zhdanov and Fang (1996a, 1996b, 1997) and Zhdanov et al. (2000a)
presented an approach to the extension of the Born method, based on so-called quasi-linear and quasi-
analytical approximations. In the following sections I will present an overview of a family of linear and
nonlinear integral approximations of the electromagnetic field in inhomogeneous media, which can be
used both for forward modeling and inversion.

6.3.1 BORN AND EXTENDED BORN APPROXIMATIONS
We consider again the basic integral equation of 3-D EM forward modeling (6.44), written for the
anomalous electric field:

Ea
(
rj

)=
∫∫∫

D

ĜE

(
rj | r

) ·
{
�σ̃ (r)

[
Eb (r) + Ea (r)

]}
dv. (6.114)

The conventional Born approximation EB
(
rj

)
for the anomalous field can be obtained from (6.114)

if the anomalous field is negligibly small inside D in comparison with the background field:

EB
(
rj

)=
∫∫∫

D

ĜE

(
rj | r

) ·
[
�σ̃ (r)Eb (r)

]
dv. (6.115)
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The approximation (6.115) works reasonably well only for small conductivity contrasts between back-
ground media, a relatively small inhomogeneity and low frequencies (Berdichevsky and Zhdanov,
1984).

Habashy et al. (1993) and Torres-Verdin and Habashy (1994) developed the extended Born approx-
imation, which replaces the total field in the integral (6.114) not with the background field, as in the
Born approximation, but with its projection onto a scattering tensor �̂ (r):

E (r) = Eb (r) + Ea (r) = �̂ (r) · Eb (r) . (6.116)

The expression for the scattering tensor is obtained from Eq. (6.114) by approximating E (r) in the
integral by its value at the peak point r = rj of the Green’s tensor:

Ea
(
rj

)= E
(
rj

)− Eb
(
rj

)
≈
[∫∫∫

D

ĜE

(
rj | r

)
�σ̃ (r) dv

]
· E
(
rj

)
,

or

E
(
rj

)≈
[̂

I −
∫∫∫

D

ĜE

(
rj | r

)
�σ̃ (r) dv

]−1

· Eb
(
rj

)
, (6.117)

where Î is the identity tensor. Therefore, we have an analytical expression for the scattering tensor,

�̂
(
rj

)=
[̂

I −
∫∫∫

D

ĜE

(
rj | r

)
�σ̃ (r) dv

]−1

, (6.118)

which is independent of the illuminating sources.
Note that approximation (6.117) is often referred to as a localized nonlinear (LN) approximation.

6.3.2 QUASI-LINEAR APPROXIMATION AND TENSOR QUASI-LINEAR EQUATION
The quasi-linear (QL) approximation is based on the assumption that the anomalous field Ea inside
the inhomogeneous domain is linearly proportional to the background field Eb through some tensor λ̂

(Zhdanov and Fang, 1996a):

Ea (r) ≈ λ̂ (r) · Eb (r) . (6.119)

Substituting formula (6.119) into (6.114), we obtain the QL approximation Ea
QL (r) for the anoma-

lous field:

Ea
QL

(
rj

)= GE

[
�σ̃

(̂
I + λ̂ (r)

) · Eb
]
. (6.120)

The last formula gives us the tensor quasi-linear (TQL) equation with respect to the electrical reflec-
tivity tensor λ̂:

λ̂
(
rj

) · Eb
(
rj

)= GE

[
�σ̃ λ̂ (r) · Eb

]
+ EB

(
rj

)
, (6.121)
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where EB
(
rj

)
is the Born approximation (6.115), and GE

[
�σ̃ λ̂ (r) · Eb

]
is a linear operator of λ̂ (r):

GE

[
�σ̃ λ̂ (r) · Eb

]
=
∫∫∫

D

ĜE

(
rj | r

) ·
[
�σ (r) λ̂ (r) · Eb (r)

]
dv. (6.122)

The original QL approximation, introduced by Zhdanov and Fang (1996a), is based on the numeri-
cal solution of a minimization problem arising from the TQL equation (6.121):∥∥∥̂λ (rj

) · Eb
(
rj

)− GE

[
�σ̃ λ̂ (r) · Eb

]
− EB

(
rj

)∥∥∥= min . (6.123)

The advantage of this approach is that we can determine the electrical reflectivity tensor λ̂ by solv-
ing a minimization problem (6.123) on a coarse grid. The accuracy of the QL approximation depends
only on the accuracy of this discretization of λ̂, and, in principle, can be made arbitrarily good. The
disadvantage, however, is that, similar to the full integral equation (IE) method, the QL approach still
requires solution of the corresponding system of linear equations arising from the minimization prob-
lem (6.123).

6.3.3 QL APPROXIMATION USING A MULTIGRID APPROACH
A simple modification of the QL equation (6.119) was introduced by Guozhong et al. (2004) for 3-D
EM modeling in anisotropic formations for well-logging applications. They assumed that the anoma-
lous field is linear proportional to the absolute value of the background field:

Ea (r) ≈ λ (r)
∣∣∣Eb (r)

∣∣∣ , (6.124)

where λ (r) = (λx, λy, λz) is an electrical reflectivity vector.
Note that exact representation (6.124) always exists because the corresponding electrical reflec-

tivity vector can always be found for any given anomalous and background electric fields. Formula
(6.124) becomes an approximation if we use some approximate method for evaluation of the electrical
reflectivity vector.

The original QL approximation, introduced by Zhdanov and Fang (1996a, 1996b), is based on the
numerical solution of a minimization problem arising from the TQL equation (6.121). The advantage
of this approach is that we can determine the electrical reflectivity tensor λ̂ by solving a minimization
problem (6.123) on a coarse grid. We have noticed above that, the accuracy of the QL approximation
depends only on the accuracy of this discretization of λ̂. In essence, this means that we can apply
the multigrid approach in the framework of the QL approximation (Ueda and Zhdanov, 2006). We
discretize the conductivity distribution in the model and the electric fields using two grids,

∑
c and∑

f , where
∑

c is a coarse discretization grid and
∑

f is a fine discretization grid, where each block
of the original grid

∑
c is divided into additional smaller cells. First, we solve integral equation (6.114)

on a coarse grid to determine the total electric field E. After that we can find the anomalous field Ea

on the coarse grid
∑

c,

Ea (rc) = E (rc) − Eb (rc) , (6.125)

where rc denotes the centers of the cells of the grid
∑

c with coarse discretization.
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In the framework of the multigrid approach, the components of the electrical reflectivity vector on
a coarse grid are found by direct calculations as:

λx (rc) = Ea
x (rc) /

∣∣∣Eb (rc)

∣∣∣ , (6.126)

λy (rc) = Ea
y (rc) /

∣∣∣Eb (rc)

∣∣∣ , (6.127)

λz (rc) = Ea
z (rc) /

∣∣∣Eb (rc)

∣∣∣ , (6.128)

assuming that
∣∣Eb (rc)

∣∣ �= 0.
After we have found λ (rc), we use a fine discretization grid

∑
f describing the conductivity dis-

tribution in the same model. We determine the λ
(
rf

)
values on this new grid by linear interpolation

(where rf denotes the centers of the cells of the grid
∑

f with fine discretization). We compute the
anomalous electric field Ea

(
rf

)
in the centers of the cells of the new grid

∑
f with fine discretization

using expression (6.124):

Ea
(
rf

)≈ λ
(
rf

) ∣∣∣Eb
(
rf

)∣∣∣ .
We can find now the total electric field E

(
rf

)
on a new grid, as:

E
(
rf

)= Ea
(
rf

)+ Eb
(
rf

)
. (6.129)

Finally, we compute the observed fields in the receivers using the discrete analog of the integral equa-
tion (IE) form of Maxwell’s equations for the grid with fine discretization.

6.3.4 QUASI-ANALYTICAL SOLUTIONS FOR A 3-D ELECTROMAGNETIC FIELD
In this section we analyze different approximate solutions of the tensor quasi-linear (TQL) equa-
tion (6.121) following the paper by Zhdanov et al. (2000a).

Solution for a scalar reflectivity coefficient
In the framework of the quasi-linear approach, the electrical reflectivity tensor can be selected to be a
scalar (Zhdanov and Fang, 1996a): λ̂ = λ. In this case, integral equation (6.121) can be cast in the form

λ
(
rj

)
Eb
(
rj

)= GE

[
�σ̃λEb

]
+ EB

(
rj

)
. (6.130)

Following ideas of the extended Born approximation outlined above, we use the fact that the Green’s
tensor ĜE

(
rj | r

)
exhibits either singularity or a peak at the point where rj = r. Therefore, one can

expect that the dominant contribution to the integral GE

[
�σ̃λEb

]
in Eq. (6.130) is from some vicinity

of the point rj = r. Assuming also that λ (r) is slowly varying within domain D, one can write

λ
(
rj

)
Eb
(
rj

)≈ λ
(
rj

)
GE

[
�σ̃Eb

]
+ EB

(
rj

)
= λ

(
rj

)
EB

(
rj

)+ EB
(
rj

)
. (6.131)
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Taking into account that we are looking for a scalar reflectivity tensor, it is useful to introduce a
scalar equation based on the vector equation (6.131). We can obtain a scalar equation by taking the
scalar product of both sides of Eq. (6.131) with the complex conjugate background electric field:

λ
(
rj

)
Eb
(
rj

) · Eb∗ (rj

)
= λ

(
rj

)
EB

(
rj

) · Eb∗ (rj

)+ EB
(
rj

) · Eb∗ (rj

)
. (6.132)

Dividing Eq. (6.132) by the square of the background field and assuming that

Eb
(
rj

) · Eb∗ (rj

) �= 0, (6.133)

we obtain

λ
(
rj

)= g
(
rj

)
1 − g

(
rj

) , (6.134)

where

g
(
rj

)= EB
(
rj

) · Eb∗ (rj

)
Eb
(
rj

) · Eb∗ (rj

) . (6.135)

Note that in the points where the background field vanishes we can select λ equal to (−1):

λ
(
rj

)= −1, if Eb
(
rj

) · Eb∗ (rj

)= 0.

Substituting (6.134) into (6.1), we find

E (r) = Ea (r) + Eb (r) ≈ [λ (r) + 1] Eb (r) = 1

1 − g (r)
Eb (r) . (6.136)

Therefore from (6.44) and (6.45) we finally determine

Ea
QA

(
rj

)= E
(
rj

)− Eb
(
rj

)=
∫∫∫

D

ĜE

(
rj | r

) ·
[

�σ̃ (r)
1 − g (r)

Eb (r)
]

dv, (6.137)

and

Ha
QA

(
rj

)= H
(
rj

)− Hb
(
rj

)=
∫∫∫

D

ĜH

(
rj | r

) ·
[

�σ̃ (r)
1 − g (r)

Eb (r)
]

dv. (6.138)

Formulae (6.137) and (6.138) give quasi-analytical (QA) solutions for 3-D electromagnetic fields.
Note that the only difference between the QA approximation and the Born approximation (6.115) is in
the presence of the scalar function

[
1 − g (r)

]−1
. That is why the computational expense of generating

the QA approximation and the Born approximation is practically the same. On the other hand, it was
demonstrated by Zhdanov et al. (2000a), that the accuracy of the QA approximation is much higher
than the accuracy of the Born approximation.
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Solution for a reflectivity tensor
The QA solutions developed in the previous section were based on the assumption that the electrical
reflectivity tensor was a scalar. This assumption reduces the areas of practical applications of the QA
approximations because in this case the anomalous (scattered) field is polarized in a direction parallel
to the background field within the inhomogeneity. However, in general cases, the anomalous field may
be polarized in a direction different from that of the background field, which could generate additional
errors in the scalar QA approximation. To overcome this difficulty, we introduce in this section a
tensor quasi-analytical (TQA) approximation. The TQA approximation uses a tensor λ̂, which permits
different polarizations for the background and anomalous (scattered) fields.

In the general case of a tensor λ̂
(
rj

)
, we can assume that the product λ̂ (r) · Eb (r) is a smoothly

varying function of the coordinates, and it can be taken outside the integral over the anomalous domain
D. As a result, we obtain from the TQL equation (6.121)

λ̂
(
rj

) · Eb
(
rj

)≈ GE

[
�σ̃ Î

] ·
[̂
λ
(
rj

) · Eb
(
rj

)]+ EB
(
rj

)
= ĝ

(
rj

) ·
[̂
λ
(
rj

) · Eb
(
rj

)]+ EB
(
rj

)
,

or [̂
I − ĝ

(
rj

)] ·
[̂
λ
(
rj

) · Eb
(
rj

)]= EB
(
rj

)
, (6.139)

where

ĝ
(
rj

)= GE

[
�σ̃ (r) Î

]
. (6.140)

Note that in the original definition of the Green’s operators (3.119), the argument of GE was a vector.
In expression (6.140) we extend this definition to include a tensor argument T̂:

GE

(
T̂
)=

∫∫∫
V∞

ĜE

(
rj | r

) · T̂ (r) dv, (6.141)

where GE

(
T̂
)

now becomes a tensor of the second rank. This means that the Green’s operator applied
to a vector generates a vector field, while the Green’s operator applied to a tensor, generates a tensor
field. We shall use this extended definition throughout the book.

Solving Eq. (6.139) gives

λ̂
(
rj

) · Eb
(
rj

)= [̂
I − ĝ

(
rj

)]−1 · EB
(
rj

)
. (6.142)

Substituting (6.142) into (6.119) and using (6.1), we obtain

E (r) = Ea (r) + Eb (r) ≈ [̂
λ (r) + Î

] · Eb (r)

= [̂
I − ĝ (r)

]−1 · EB (r) + Eb (r) . (6.143)

Therefore, from (6.44) and (6.45) we find
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Ea
T QA

(
rj

)= E
(
rj

)− Eb
(
rj

)
=
∫∫∫

D

ĜE

(
rj | r

) · �σ̃ (r)
{[̂

I − ĝ (r)
]−1 · EB (r) + Eb (r)

}
dv, (6.144)

and

Ha
T QA

(
rj

)= H
(
rj

)− Hb
(
rj

)
=
∫∫∫

D

ĜH

(
rj | r

) · �σ̃ (r)
{[̂

I − ĝ (r)
]−1 · EB (r) + Eb (r)

}
dv, (6.145)

where, according to (6.140) and (6.141),

ĝ
(
rj

)= GE

[
�σ̃ (r) Î

]=
∫∫∫

D

ĜE

(
rj | r

)
�σ̃ (r) dv. (6.146)

We call expressions (6.144) and (6.145) tensor quasi-analytical (TQA) approximations for an elec-
tromagnetic field. These approximations provide a more accurate solution for a forward problem than a
scalar QA approximation (Zhdanov et al., 2000a). However, it involves computing the tensor multiplier[̂
I − ĝ (r)

]−1
, which is more time consuming than calculation of the scalar coefficient

[
1 − g (r)

]−1 in
the case of the scalar QA approximation.

6.3.5 QUASI-ANALYTICAL AND QUASI-BORN APPROXIMATIONS FOR A MODEL WITH
VARIABLE BACKGROUND

In this section we introduce a formulation of the QA approximation for models with variable back-
grounds, which results in more accurate integral representation for the Fréchet derivative as well.

We assume now that the conductivity within a 3-D geoelectrical model can be represented by the
normal (horizontally layered) conductivity σnorm, background conductivity, σb = σnorm +�σb, and an
arbitrarily varying conductivity, σ = σb + �σa , within a domain D.

In this model, the electromagnetic field can be presented as a sum of the background field, Eb , Hb ,
and the anomalous field, E�σa , H�σa :

E = Eb + E�σa , H = Hb + H�σa , (6.147)

where the background field is a field generated by the given sources in the model with a background
distribution of conductivity σb , and the anomalous field is produced by the anomalous conductivity
distribution �σa :

E�σa
(
rj

)= E
(
rj

)− En
(
rj

)− E�σb
(
rj

)= GE (�σaE) , (6.148)

H�σa
(
rj

)= H
(
rj

)− Hn
(
rj

)− H�σab
(
rj

)= GH (�σaE) . (6.149)

Note that formulae (6.148) and (6.149) can be rewritten in the form:

E�σa
(
rj

)= GE

(
�σa

(
Eb + E�σa

))
, (6.150)
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H�σa
(
rj

)= GH

(
�σa

(
Eb + E�σa

))
. (A-5)

Following the main ideas of the QL approximation, we assume that, inside the local inhomogeneity
D, the anomalous field E�σa is linearly proportional to the background electric field Eb:

Ea = E�σa = λ̂a · Eb. (6.151)

Substituting (6.151) into (6.150) and (A-5), we arrive at the QL approximation of the anomalous elec-
tromagnetic field for a model with a variable background conductivity (QLVB approximation):

E�σa ≈ EQLV B = GE

[
�σa

(̂
I + λ̂a

) · Eb
]
, (6.152)

H�σa ≈ HQLV B = GH

[
�σa

(̂
I + λ̂a

) · Eb
]
. (6.153)

Therefore, we have the following equation for λ̂a :

λ̂a · Eb = GE

[
�σa

(̂
I + λ̂a

) · Eb
]
. (6.154)

In the framework of the quasi-linear approach, the electrical reflectivity tensor can be selected to be
a scalar: λ̂a = λa . In this case, integral formula (6.154) can be cast in the form:

λa

(
rj

)
Eb
(
rj

)= GE

[
�σaλaEb

]
+ EQB

(
rj

)
, (6.155)

where EQB is the quasi-Born approximation of the anomalous electric field (we call this term a “quasi-
Born” approximation, because in the case of the conventional Born approximation one should use the
normal electric field inside the Green’s operator):

EQB = GE

[
�σaEb

]
. (6.156)

Note that, the quasi-Born approximation of the anomalous magnetic field has the following form:

HQB = GH

[
�σaEb

]
. (6.157)

Following the ideas of the original QA approximation, we use the fact that the Green’s tensor
ĜE

(
rj | r

)
exhibits either singularity or a peak at the point where rj = r. Therefore, one can expect

that the dominant contribution to the integral GE

[
�σaλEb

]
in Eq. (6.155) is from some vicinity of the

point rj = r. Assuming also that λa (r) is slowly varying within domain D, one can write:

λa

(
rj

)
Eb
(
rj

)≈ λa

(
rj

)
GE

[
�σaEb

]
+ EQB

(
rj

)
= λa

(
rj

)
EQ

(
rj

)+ EQ
(
rj

)
. (6.158)

Note that, expression (6.158) represents a vector equation, while we have just one scalar unknown
function, λa

(
rj

)
. Taking into account that we are looking for a scalar reflectivity tensor, it is useful to
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introduce a scalar equation based on the vector equation (6.158). We can obtain a scalar equation by
taking the scalar product of both sides of Eq. (6.158) with the complex conjugate background electric
field:

λa

(
rj

)
Eb
(
rj

) · Eb∗ (rj

)
= λa

(
rj

)
EQB

(
rj

) · Eb∗ (rj

)+ EQB
(
rj

) · Eb∗ (rj

)
. (6.159)

Dividing Eq. (6.159) by the square of the normal field and assuming that

Eb
(
rj

) · Eb∗ (rj

) �= 0, (6.160)

we obtain:

λa

(
rj

)= λa

(
rj

)
gQ

(
rj

)+ gQ
(
rj

)
, (6.161)

where:

gQ
(
rj

)= EQB
(
rj

) · Eb∗ (rj

)
Eb
(
rj

) · Eb∗ (rj

) .

Solving Eq. (6.161), we find:

λa

(
rj

)= gQ
(
rj

)
1 − gQ

(
rj

) . (6.162)

Note that, at the points, where the background field vanishes, we can select λa equal to (−1):

λa

(
rj

)= −1, if Eb
(
rj

) · Eb∗ (rj

)= 0.

Substituting (6.162) into (6.147), we find:

E (r) ≈ [λa (r) + 1] Eb (r) = 1

1 − gQ (r)
Eb (r) . (6.163)

Therefore, from Eqs. (6.148) and (6.149), we finally determine:

E�σa

QAV B

(
rj

)=
∫∫∫

D

ĜE

(
rj | r

) ·
[

�σa (r)
1 − gQ (r)

Eb (r)
]

dv, (6.164)

and

H�σa

QAV B

(
rj

)=
∫∫∫

D

ĜH

(
rj | r

) ·
[

�σa (r)
1 − gQ (r)

Eb (r)
]

dv. (6.165)

Eqs. (6.164) and (6.165) give quasi-analytical solutions with the variable background (QAVB) for
3-D electromagnetic fields. We should note that formulae (6.164) and (6.165) provide more accurate
approximation of the anomalous field than the original QA approximations developed by Zhdanov et
al. (2000a), because they are based on the linear relationship between the anomalous and the back-
ground fields, while the original approximations used a similar relationship between the anomalous
and the normal fields. In the case of the high conductivity contrast between the inhomogeneity and
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the horizontally-layered background, the accuracy of the original QL and QA approximations may de-
crease, while using the appropriate variable background model can make this approximation as close
to the true field as required.

6.3.6 QUASI-ANALYTICAL SOLUTIONS FOR 2-D ELECTROMAGNETIC FIELDS
Assume now that both the electromagnetic field and the complex conductivity σ̃ in a geoelectrical
model are two-dimensional, i.e., they vary only along the directions x and z in some Cartesian sys-
tem of coordinates, and they are constant in the y direction. In this case, repeating the derivations
described above for the 3-D case, we can obtain the following quasi-analytical expressions for a 2-D
electromagnetic field:

Ea
QAy(rj ) ≈

∫∫
D

Gb(rj | r)
�σ̃ (r)

1 − g (r)
Eb

y(r)ds, (6.166)

and similarly for magnetic field components

Ha
QAx(rj ) ≈ − 1

iωμ0

∫∫
D

∂Gb(rj | r)
∂z

�σ̃ (r)
1 − g (r)

Eb
y(r)ds, (6.167)

Ha
QAz(rj ) ≈ 1

iωμ0

∫∫
D

∂Gb(rj | r)
∂x

�σ̃ (r)
1 − g (r)

Eb
y(r)ds, (6.168)

where

g (r) = EB
y (r)

Eb
y(r)

, if Eb
y(r) �= 0. (6.169)

These formulae can serve as a new effective quasi-analytical tool in the solution of both direct and
inverse 2-D electromagnetic problems. Numerical tests demonstrate that these approximations produce
a very accurate result for 2-D models (Dmitriev et al., 1999).

6.3.7 LOCALIZED NONLINEAR APPROXIMATION
We will demonstrate now that the TQA approximation can be treated as a modification of the extended
Born (localized nonlinear – LN) approximation, introduced above. Let us rewrite Eq. (6.143) in the
form

E (r) = [̂
I − ĝ (r)

]−1 · EB (r) + [̂
I − ĝ (r)

]−1 ·
{[̂

I − ĝ (r)
] · Eb (r)

}
= [̂

I − ĝ (r)
]−1 ·

[
EB (r) − ĝ (r) · Eb (r)

]
+ [̂

I − ĝ (r)
]−1 · Eb (r) . (6.170)

Taking into account once again the fact that the Green’s tensor ĜE

(
rj | r

)
exhibits either a singularity

or a peak at the point where rj = r, one can calculate the Born approximation GE

[
�σ̃ (r)Eb (r)

]
using the formula

EB
(
rj

)= GE

[
�σ̃ (r)Eb (r)

]
≈ ĝ

(
rj

) · Eb
(
rj

)
.
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In the framework of this approach

EB (r) − ĝ (r) · Eb (r) ≈ 0. (6.171)

This approximation is particularly appropriate if the background field is a smoothly varying function
of the coordinates; it forms the basis of localized nonlinear approximations (Habashy et al., 1993).

Under this assumption

E (r) = Ea (r) + Eb (r) ≈ [̂
I − ĝ (r)

]−1 · Eb (r) . (6.172)

Therefore, from (6.44) and (6.45) we find

Ea
LN

(
rj

)= E
(
rj

)− Eb
(
rj

)
=
∫∫∫

D

ĜE

(
rj | r

) ·
{
�σ̃ (r)

[̂
I − ĝ (r)

]−1 · Eb (r)
}

dv, (6.173)

and

Ha
LN

(
rj

)= H
(
rj

)− Hb
(
rj

)
=
∫∫∫

D

ĜH

(
rj | r

) ·
{
�σ̃ (r)

[̂
I − ĝ (r)

]−1 · Eb (r)
}

dv.
(6.174)

Formulae (6.173) and (6.174) give the localized nonlinear (LN) approximation introduced by
Habashy et al. (1993), and the tensor

[̂
I − ĝ (r)

]−1 = �̂ (r)

is the scattering tensor introduced above.
Thus, we can see that the difference between the tensor quasi-analytical approximation and the

localized nonlinear approximation is determined by a term:

Ea
T QA

(
rj

)− Ea
LN

(
rj

)
=
∫∫∫

D

ĜE

(
rj | r

) ·
{
�σ̃ (r) �̂ (r) ·

[
EB (r) − ĝ (r) · Eb (r)

]}
dv. (6.175)

Note that both TQA and LN approximations use the same scattering tensor �̂ (r), which is based on
the principle that the effect of the electric field in the Green’s integral operator is localized. The only
difference is that in the case of LN approximation, we use this principle twice for computing both the
scattering tensor and the expression for the Born approximation EB

(
rj

)
on the right-hand side of the

tensor quasi-linear equation (6.121), while in the case of TQA approximation we use the exact formula
for EB

(
rj

)
. That is why we can consider TQA as a partially localized approximation. At the same

time, this difference results in different behaviors of these two approximations for different electrical
models (Zhdanov et al., 2000a).
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6.3.8 LOCALIZED QUASI-LINEAR APPROXIMATION
Let us analyze again the equations of the QL approximation

Ea
(
rj

)≈ λ̂
(
rj

) · Eb
(
rj

)
, (6.176)

and

Ea
QL

(
rj

)= GE

(
�σ̃

(̂
I + λ̂ (r)

) · Eb (r)
)

. (6.177)

Following the same principle that was used in deriving the localized nonlinear approximation, we
assume that the dominant contribution to the integral GE

[
�σ̃ λ̂ · Eb

]
in Eq. (6.177) is from some

vicinity of the point rj = r. Assuming also that Eb
(
rj

)
is slowly varying within the domain D, one

can rewrite Eq. (6.177) as

Ea
QL

(
rj

)≈ GE

(
�σ̃

(̂
I + λ̂ (r)

)) · Eb
(
rj

)
, (6.178)

where the tensor Green’s operator is given by the formula

GE

(
�σ̃

(̂
I + λ̂ (r)

))=
∫∫∫

D

ĜE

(
rj | r

) · {�σ̃ (r)
[̂
I + λ̂ (r)

]}
dv. (6.179)

Comparing (6.176) and (6.179), we find that

λ̂
(
rj

) · Eb
(
rj

)≈ GE

(
�σ̃

(̂
I + λ̂ (r)

)) · Eb
(
rj

)
,

where the electrical reflectivity tensor can be determined, similar to the original QL approximation,
from the solution of the minimization problem:∥∥∥̂λ (rj

) · Eb
(
rj

)− GE

(
�σ̃

(̂
I + λ̂ (r)

)) · Eb
(
rj

)∥∥∥
L2(D)

= min . (6.180)

Noting that ∥∥∥̂λ (rj

) · Eb
(
rj

)− GE

(
�σ̃

(̂
I + λ̂ (r)

)) · Eb
(
rj

)∥∥∥
L2(D)

≤∥∥̂λ (rj

)− GE

(
�σ̃

(̂
I + λ̂ (r)

))∥∥
L2(D)

∥∥∥Eb
(
rj

)∥∥∥
L2(D)

,

we can substitute ∥∥̂λ (rj

)− GE

(
�σ̃

(̂
I + λ̂ (r)

))∥∥
L2(D)

= min, (6.181)

for the minimization problem (6.180).
The solution of Eq. (6.181) gives us a localized electrical reflectivity tensor λ̂L (r), which is obvi-

ously source independent. Expression (6.177) with λ̂L (r) determined according to (6.181), is called a
localized quasi-linear (LQL) approximation (Zhdanov and Tartaras, 2002):

Ea
LQL

(
rj

)≈ GE

(
�σ̃

(̂
I + λ̂L (r)

) · Eb (r)
)

. (6.182)
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In a similar way we can find a localized quasi-linear approximation for the magnetic field:

Ha
LQL

(
rj

)≈ GH

(
�σ̃

(̂
I + λ̂L (r)

) · Eb (r)
)

. (6.183)

The LQL approximation has a similar background to the localized nonlinear (LN) approximation,
but there are some important differences. The LN approximation also replaces the total field inside
inhomogeneity with a product of the background field and a scattering tensor �̂ (r),

Ea
LN (r) ≈ �̂ (r) · Eb (r) . (6.184)

However, the scattering tensor is defined explicitly through an integral of the anomalous conductiv-
ity. In contrast, the reflectivity tensor in the LQL approximation is determined as the solution of the
minimization problem (6.181). Note also that the reflectivity tensor is assumed to be slowly varying,
and therefore the minimization problem (6.181) can be computed on a much coarser grid than the field
itself.

Another important difference between the LQL approximation and LN approximation is that for the
former one can choose different types of reflectivity tensors. For example, one can introduce a scalar
or diagonal reflectivity tensor.

In the case of a scalar reflectivity tensor λ̂L = λL̂I, and

Ea (r) ≈ λL (r)Eb (r) . (6.185)

Substituting formula (6.185) into (6.182), we obtain the scalar LQL approximation Ea
LQL (r) for

the anomalous field:

Ea
LQL (r) = GE

(
�σ̃ (1 + λL (r))Eb

)
, (6.186)

where the scalar reflectivity coefficient λL (r) is determined by the solution of an optimization problem:∥∥λL (r) Î − GE

(
�σ̃ (1 + λL (r)) Î

)∥∥
L2(D)

= min . (6.187)

In the special case of the diagonal reflectivity tensor λ̂L = diagλL,

λ̂L = diagλL =
⎡
⎣ λx 0 0

0 λy 0
0 0 λz

⎤
⎦ ,

where λL is a reflectivity vector

λL =
⎡
⎣ λx

λy

λz

⎤
⎦ ,

we have

Ea (r) ≈ diagλL (r) · Eb (r) . (6.188)
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Substituting formula (6.188) into (6.182) we obtain a LQL approximation Ea
LQL (r) for the anoma-

lous field:

Ea
LQL (r) = GE

(
�σ̃

(̂
I + diagλL (r)

) · Eb
)

, (6.189)

where the reflectivity vector λL (r) is determined as the solution of an optimization problem:

∥∥diagλL (r) − GE

(
�σ̃

(̂
I + diagλL (r)

))∥∥
L2(D)

= min . (6.190)

6.4 DIFFERENTIAL EQUATION METHODS
In the previous sections we developed numerical methods of electromagnetic modeling based on dis-
cretization of the corresponding integral representations for the electromagnetic field. However, we
can arrive at numerical solutions directly based on the differential form of Maxwell’s equations. This
approach has its own advantages and disadvantages over the integral equation method. The advantage
is that one can apply a very flexible grid for discretization of the model parameters using differential
methods. The disadvantage is that we now have to discretize the entire modeling domain, while in
the integral equation method one should discretize only the domain with the anomalous conductivity
distribution. Differential methods have found wide applications in geophysics because of the ease with
which they handle a very complicated model of geological structures. I will discuss in this section the
basic ideas of using differential methods in electromagnetic forward modeling.

6.4.1 FIELD EQUATIONS AND BOUNDARY CONDITIONS
Let us assume that the region of modeling, V , is bounded by a surface ∂V . For numerical modeling
we can use the original coupled first-order Maxwell’s equations (3.103)–(3.104), or the corresponding
second order partial differential equations for electric or magnetic fields. In the first case we should
formulate and solve the corresponding boundary-value problem for electric and magnetic fields simul-
taneously. In the second case, one can solve separately the corresponding equations for the electric or
magnetic fields, which we reproduce here for convenience:

μ∇ ×
(

1

μ
∇ × E

)
− k̃2E = iωμje,

σ̃∇ ×
(

1

σ̃
∇ × H

)
− k̃2H = σ̃∇ ×

(
1

σ̃
je
)

, (6.191)

where je is the density of extraneous electric current; k̃2 is the corresponding wave number:

k̃2 = iωμσ̃ = iωμσ + ω2με. (6.192)

In the case of the quasi-stationary field, which is the common case in geophysical exploration, we
usually ignore the displacement currents (see Chapter 4), which results in a simplification of system
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(6.191):

μ∇ ×
(

1

μ
∇ × E

)
− k2E = iωμje,

σ∇ ×
(

1

σ
∇ × H

)
− k2H = σ∇ ×

(
1

σ
je
)

, (6.193)

where the wave number k2 is given by

k2 = iωμσ.

Solving the corresponding equation for the electric field, we can determine the magnetic field from the
second Maxwell’s equation:

H = 1

iωμ
∇ × E. (6.194)

In a similar way, solving the corresponding equation for the magnetic field, we can determine the
electric field from the first Maxwell’s equation,

E = 1

σ̃
∇ × H− 1

σ̃
je, (6.195)

which is simplified for the quasi-stationary field outside the source:

E = 1

σ
∇ × H. (6.196)

Maxwell’s equations (3.103)–(3.104), or the second order differential equations (6.191) and
(6.193), are supplemented with a boundary-value condition, i.e., with the additional equations for the
electric or magnetic fields on the boundary ∂V of the volume V ,

LbE = RE, or LbH = RH , (6.197)

where Lb is the corresponding boundary differential operator, and RE and RH are the boundary values
for the electric or magnetic fields. Note that the traditional statements of the boundary-value problems
are based on application of Dirichlet boundary-value conditions of the first, second, or the third order,
formed by means of linear combinations of the field itself and its derivative normal to the boundary.
Dirichlet boundary conditions of the first order fix the values of the field at the boundary. Dirichlet
boundary conditions of the second order, or Neumann boundary conditions, fix the value of the gradient
of the field normal to the boundary; and Dirichlet boundary conditions of the third order, or Cauchy
boundary conditions, fix both the value and the normal gradient of the field at the boundary (Morse
and Feshbach, 1953).

Usually, the boundary of the modeling volume is set so far from the conductivity anomaly that it is
possible to neglect the anomalous field there. In this case, the simplest Dirichlet boundary conditions of
the first order can be implemented by choosing the background (normal) field values as the boundary
values. The background field is usually selected as one-dimensional, but it can be two-dimensional, if
the background distribution of the electromagnetic parameters is two-dimensional. Another approach
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is based on the simplest Neumann boundary conditions, which requires that the normal gradient of the
field is zero on the boundary.

Note, however, that application of the aforementioned simple conditions requires the size of the
modeling region to exceed the size of the inhomogeneous region Va many times over, in order to be
able to neglect the effect of the anomalous field at the boundary. To overcome this limitation one can
use asymptotic boundary conditions, developed for 2-D models by Weaver and Brewitt-Taylor (1978),
and extended to 3-D models by Zhdanov et al. (1982) and Berdichevsky and Zhdanov (1984). These
conditions are based on the analysis of the asymptotic behavior of the electromagnetic field far away
from the geoelectrical anomalies. For example, in the three-dimensional case the asymptotic boundary
condition for a magnetic field in free space is written in the form

LbH = (1 + r · ∇)
[
H (r)−Hb (r)

]
= 0. (6.198)

The accuracy of condition (6.198) is estimated as O
(
1/ |r|2). One can find expressions for asymptotic

boundary conditions of higher order of accuracy with respect to distance, |r|, in Berdichevsky and
Zhdanov (1984).

In high frequency modeling the absorbing boundary conditions (ABC), based on the Perfect
Matched Layer (PML) can be used as well (Berenger, 1993; Chew and Weedon, 1994). In the frame-
work of this approach we introduce an artificial layer at the boundary, filled with PML material, which
absorbs the outgoing electromagnetic waves, so that almost no reflections occur at the boundary. The
absorbing boundary conditions dramatically reduce the required modeling region in microwave fre-
quency applications.

The system of equations defined by (3.103)–(3.104) and (6.191) or (6.193), and by the correspond-
ing Dirichlet (6.197), asymptotic (6.198), or absorbing boundary conditions, forms a boundary-value
problem for the electromagnetic field.

In geophysical applications, it is important to incorporate different types of sources in electromag-
netic modeling. The most convenient way to do this is based on the separation of the field into the
background (normal) and anomalous parts:

E = Eb + Ea, H = Hb + Ha, (6.199)

where the background field is a field generated by the given sources je in the model with the back-
ground (normal) distribution of conductivity σ̃b, and the anomalous field is produced by the anomalous
conductivity distribution �σ̃ . The advantage of this approach is that we can use known analytical so-
lutions for the background field and solve numerically the boundary-value problem for the anomalous
field only.

According to Eqs. (6.3), the corresponding Maxwell’s equations for the anomalous field have the
form

∇ × Ha = σ̃bEa+ja

∇ × Ea = iωμHa,
(6.200)

where

ja (r) = �σ̃ (r)E (r) = �σ̃ (r)
[
Eb (r) + Ea (r)

]
(6.201)

is the density of excess electric currents within the inhomogeneity D.
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Substituting the excess electric current ja for the extraneous electric current je , and the background
conductivity σ̃b for the total conductivity σ̃ in Eq. (6.191), we obtain the separate equations for the
electric and magnetic anomalous fields:

μ∇ ×
(

1

μ
∇ × Ea

)
− k̃2

bEa = iωμja,

σ̃b∇ ×
(

1

σ̃b

∇ × Ha

)
− k̃2

bHa = σ̃b∇ ×
(

1

σ̃b

ja
)

, (6.202)

where k̃2
b = iωμσ̃b = iωμσb + ω2με.

Taking into account (6.201), we finally find after some algebra,

μ∇ ×
(

1

μ
∇ × Ea

)
− k̃2Ea = iωμ�σ̃Eb,

∇ ×
(

1

σ̃b

∇ × Ha

)
− iωμHa − ∇ ×

(
�σ̃

σ̃b

Ea

)
= ∇ ×

(
�σ̃

σ̃b

Eb

)
. (6.203)

Calculating the anomalous electric field from the second Maxwell’s equation, and substituting it back
into (6.203), we can cast the magnetic field equation in the form

∇ ×
(

1

σ̃
∇ × Ha

)
− iωμHa = ∇ ×

(
�σ̃

σ̃
Eb

)
. (6.204)

In the case of the quasi-stationary field, Eqs. (6.203) and (6.204) can be written as follows:

μ∇ ×
(

1

μ
∇ × Ea

)
− k2Ea = iωμ�σEb,

σ∇ ×
(

1

σ
∇ × Ha

)
− k2Ha = σ∇ ×

(
�σ

σ
Eb

)
. (6.205)

We can use the Dirichlet boundary-value conditions (6.197), asymptotic boundary conditions
(6.198), or absorbing boundary conditions in the formulation of the boundary-value problem for an
anomalous electromagnetic field.

6.4.2 ELECTROMAGNETIC POTENTIAL EQUATIONS AND BOUNDARY CONDITIONS
Another approach to the formulation of electromagnetic boundary-value problem is to use the electro-
magnetic potentials introduced in Chapter 4. This approach has been used in a number of publications
on numerical electromagnetic methods (Biro and Preis, 1990; Everett and Schultz, 1996; Everett, 1999;
Haber et al., 2000).

In the framework of this approach we solve the corresponding second order partial differential
equations for the electromagnetic potentials, A and U :

∇2A + μ0σ̃ (iωA − ∇U) = −μ0je,

∇ · [̃σ (iωA − ∇U)] = −∇ · je.
(6.206)
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The electromagnetic field is expressed in terms of these potentials by:

E = iωA − ∇U, (6.207)

H = 1

μ0
∇ × A, (6.208)

where the vector potential A satisfies the Coulomb gauge condition

∇ · A = 0. (6.209)

The advantage of this approach is in the simplicity of both the potential equations and the boundary-
value conditions. Biro and Preis (1990) demonstrated that the Coulomb gauge can be enforced by the
following boundary-value condition on the surface ∂V of the modeling region:

A · n|∂V = 0. (6.210)

This condition is motivated by the integral identity∫∫∫
V

∇ · Adv =
∫∫

∂V

A · nds. (6.211)

Due to the Coulomb gauge, the volume integral on the left-hand side of (6.211) is equal to zero. The
boundary condition (6.210) provides the same result as well.

Similar to the field separation into the background and anomalous parts, one can represent the elec-
tromagnetic potentials as the sums of the corresponding potentials for the background and anomalous
fields:

A = Ab + Aa, U = Ub + Ua, (6.212)

where

Eb = iωAb − ∇Ub, Ea = iωAa − ∇Ua. (6.213)

The anomalous field potentials satisfy the equations obtained from Eqs. (6.206) by substituting the
excess electric current ja , Eq. (6.201), for the extraneous electric current je , and the background con-
ductivity σ̃b for the total conductivity σ̃ :

∇2Aa + μ0σ̃b

(
iωAa − ∇Ua

)= −μ0ja,

∇ · [σ̃b

(
iωAa − ∇Ua

)]= −∇ · ja. (6.214)

Taking into account expressions (6.201) and (6.213), we obtain

∇2Aa + μ0σ̃
(
iωAa − ∇Ua

)= −μ0�σ̃Eb,

∇ · [̃σ (iωAa − ∇Ua
)]= −∇ · �σ̃Eb. (6.215)

The formulation of the boundary-value problem for potentials is completed by adding the correspond-
ing boundary conditions:

A · n|∂V = 0, and
∂U

∂n

∣∣∣∣
∂V

= 0. (6.216)
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FIGURE 6.4

The model region is discretized into a number of prisms. The indices i, k, and l are used to number the grid
point in the x, y, and z directions, respectively. Electromagnetic parameters, σ , μ, and ε, are assumed to be
constant within each elementary prism.

Thus, in this case we have to solve the boundary-value problem for two electromagnetic potentials,
vector and scalar, simultaneously.

6.4.3 FINITE DIFFERENCE APPROXIMATION OF BOUNDARY-VALUE PROBLEM
The finite difference method provides a simple but effective tool for numerically solving the electro-
magnetic boundary-value problem (Weaver and Brewitt-Taylor, 1978; Zhdanov et al., 1982; Zhdanov
and Spichak, 1992; Weaver, 1994; Mackie et al., 1993, 1994; Smith, 1996; Zhdanov et al., 1997). It is
based on a replacement of the differential operators in Eqs. (6.191), (6.193), (6.203), (6.205), (6.206),
and (6.215) by the finite difference operators, acting on the discrete values of the electromagnetic field.
There are several ways to obtain the discrete analogs of Maxwell’s equations. In the vast majority
of finite difference algorithms, the model region is discretized into a number of prisms as shown in
Fig. 6.4.

A Cartesian coordinate system is defined with the z axis directed downward, and the x axis directed
to the right. The indices i, k, and l are used to number the grid point in x, y, and z directions, respec-
tively. The electromagnetic parameters, σ , μ, and ε, are assumed to be constant within each elementary
prism. We denote this grid by

∑
:

∑
=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

x1 = x′, xNI
= x′′, xi+1 = xi + �xi,

i = 1,2, ...,NI

y1 = y′, yNK
= y′′, yk+1 = yk + �yk,

(xi, yk, zl) k = 1,2, ...,NK

z1 = z′, zNL
= z′′, zl+1 = zl + �zl,

l = 1,2, ...,NL

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

.
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FIGURE 6.5

Discretization of the electromagnetic field on a staggered grid, according to Yee (1966) and Wang and
Hohmann (1993). The electric field components, parallel to the corresponding edges, are sampled at the
centers of the prism edges, while the magnetic field components, orthogonal to corresponding faces, are
sampled at the centers of the prism faces.

6.4.4 DISCRETIZATION OF MAXWELL’S EQUATIONS USING A STAGGERED GRID
One common technique of field discretization is based on a staggered-grid scheme (Yee, 1966; Wang
and Hohmann, 1993), which is effective in solving the coupled first order Maxwell’s equations. On a
staggered grid, the electric field components, parallel to the corresponding edges, are sampled at the
centers of the prism edges, while the magnetic field components, orthogonal to corresponding faces,
are sampled at the centers of the prism faces, as shown in Fig. 6.5. The advantage of the staggered
grid is that the corresponding components of the electric field E and magnetic field B =μH, selected
above, are continuous on the edges and faces of the homogeneous prisms. Thus, the staggered grid
is composed of two elementary loops (Wang and Hohmann, 1993): the electric loop is formed by
four E components parallel to the edges of one face of a prism, and the magnetic loop is composed
of four adjacent B components, as shown in Fig. 6.6. The concept of electric and magnetic loops
in a staggered grid is useful in discretizing the Maxwell’s equations. For example, from the second
Maxwell’s equation (6.194) we have

B = 1

iω
∇ × E. (6.217)

Integrating this equation over a face S of the prism, bounded by a rectangular contour L, and using
Stokes’s theorem, we find∫∫

S

B · nds = 1

iω

∫∫
S

(∇ × E) ·nds = 1

iω

∫
L

E·τdl, (6.218)

where n is a unit vector, normal to the prism face, S, and τ is the corresponding unit vector tangential
to the prism edges, L; the directions of n and τ are consistent with the corkscrew rule, i.e., with a
corkscrew rotating in the direction τ , the point moves in the direction n. We can evaluate the integrals
in Eq. (6.218) approximately in terms of the discretized functions of the electric and magnetic fields.
For node (i, k, l), the x, y, and z components of electric field E are sampled at (i + 1

2 , k, l), (i, k + 1
2 , l),
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FIGURE 6.6

The concept of electric and magnetic loops in a staggered grid in discretizing Maxwell’s equations (according
to Wang and Hohmann, 1993). The electric loop is formed by four E components parallel to the edges of one
face of a prism, and the magnetic loop is composed of four adjacent B components.

and (i, k, l + 1
2 ), respectively, and the x, y, and z components of magnetic field B are sampled at

(i, k + 1
2 , l + 1

2 ), (i + 1
2 , k, l + 1

2 ), and (i + 1
2 , k + 1

2 , l), respectively. For example, at a prism face
parallel to the vertical plane xz (see Fig. 6.6) the discrete version of the integral equation (6.218) is as
follows:

iωBx

(
i, k + 1

2
, l + 1

2

)
�yk�zl =

[
Ey

(
i, k + 1

2
, l

)
− Ey

(
i, k + 1

2
, l + 1

)]
�yk

+
[
Ez

(
i, k + 1, l + 1

2

)
− Ez

(
i, k, l + 1

2

)]
�zl. (6.219)

Similar algebraic expressions can be obtained for other faces of an elementary prism. We derive anal-
ogous formulae by numerically integrating the first Maxwell’s equation. Combining all these algebraic
equations together, we arrive at a full system of linear equations for the discretized values of the elec-
tromagnetic field on a staggered grid.

Note that in practical implementation it is useful to transform an unequally gridded model into one
that is equally gridded by making appropriate transformations of the size of the cells, the conductivity
and permeability, and the field values (Madden and Mackie, 1989). Following Mackie et al. (1993),
we denote the transformed parameters by a prime superscript, and introduce the scaling factors for the
transformation as

px = �x

�x′ , py = �y

�y′ , pz = �z

�z′ . (6.220)
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We can introduce now the transformed conductivity and magnetic permeability tensors as

σ̂ ′ =
⎡
⎣ σpypz/px 0 0

0 σpxpz/py

0 0 σpxpy/pz

⎤
⎦ , (6.221)

μ̂′ =
⎡
⎣ μpypz/px 0 0

0 μpxpz/py

0 0 μpxpy/pz

⎤
⎦ . (6.222)

In the majority of geophysical applications we assume that the medium is isotropic. However, in
some important practical cases, for example in well-logging, anisotropic properties of the rock forma-
tions can play a significant role. In this case we can easily generalize the staggered grid technique for
anisotropic models by taking into account the tensor character of the conductivity and permeability and
applying formulae similar to (6.221)–(6.222):

σ̂ ′ =
⎡
⎣ σxxpypz/px 0 0

0 σyypxpz/py

0 0 σzzpxpy/pz

⎤
⎦ , (6.223)

μ̂′ =
⎡
⎣ μxxpypz/px 0 0

0 μyypxpz/py

0 0 μzzpxpy/pz

⎤
⎦ . (6.224)

In the last formulae we assume that σxx, σyy, σzz and μxx,μyy,μzz are the principal values of the
conductivity and permeability tensors, and the axes of the grid are oriented along the principal axes of
these tensors.

As a result of scaling we obtain a system of linear equations for discretized values of the electro-
magnetic field on a staggered grid,

(Ds + iωμσ ) e = iωμc, (6.225)

where e is the 3N vector (N is the number of the mesh nodes) of unknown values of the electric field;
σ and μ are the diagonal matrices of the conductivities and permeabilities in the cells of the grid; Ds

is the complex-symmetric 3N × 3N matrix of coefficients for the system, which is independent of
frequency, ω and sparse with 13 nonzero entries per row; and c is the vector of free terms, determined
by the source and the boundary-value conditions.

The choice of an efficient method of solving the linear system of FD equations is crucial in order to
minimize the execution time of forward modeling algorithms. Fast solutions of large algebraic systems
arising in 3D frequency domain electromagnetic modeling are known to be of major importance in
geophysical applications. This is especially important for EM inversion requiring sequential solution
of multiple forward problems. Recently, significant advances have been made in developing the direct
solvers for forward EM problems (e.g., Streich, 2009; da Silva et al., 2012; Grayver et al., 2013;
Jaysaval et al., 2014). However, the direct solvers still impose challenging memory requirements for
large-scale 3D problems, which makes the iterative solvers more attractive in geophysical applications
(Saad, 2003).
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The system of Eqs. (6.225) is sparse, complex, and generally quite large. Beyond that, the system
is very ill conditioned due to the large ratio of the size of the computational domain to the smallest grid
step (Druskin and Knizhnerman, 1994), and to the presence of a highly resistive air layer.

An important consideration in numerical modeling is control of the accuracy. Errors in modeling,
in general, are caused by errors of three types:

• 1) those due to the approximation involved in replacing a continuous function by a discretized
function,

• 2) those that arise in the solution of the finite difference equations, and
• 3) those involved in numerical differentiation of the numerical results to obtain the field components

that are not discretized (the magnetic field in the solution of the electric field equation, and the
electric field in the solution of the magnetic field equation).

The most effective check on computational errors of all three types is a criterion based on the inte-
gral relationships between the fields within the region of anomalous conductivity Va and at the surface
of the earth. For example, the electric field at the observation points, rj , must satisfy the condition

E
(
rj

)=
∫∫∫

Va

ĜE

(
rj | r

) · �σ (r)E (r) dv + Eb
(
rj

)
, (6.226)

where ĜE is the electric Green’s tensor for the background (normal) conductivity model.
Substituting the values for the electric field obtained from a finite difference computation scheme

into the right hand part of Eq. (6.226) and then integrating numerically, we can compare the result
obtained, Eint , with the finite difference solution, Ef −d , at the observation points, and establish a
criterion for the accuracy of the modeling:

‖ Eint − Ef −d ‖ / ‖ Ef −d ‖≤ ε. (6.227)

In essence, the use of this criterion establishes agreement between a solution obtained by finite
difference modeling and a solution obtained by the integral equation method.

6.4.5 CONTRACTION PRECONDITIONER FOR A SYSTEM OF FD EQUATIONS
It is also convenient to consider the finite difference solution for the anomalous fields only, because
this approach provides a relatively simple way of incorporating different types of sources in the EM
modeling. We have demonstrated above in Eq. (6.205), that the anomalous electric field, Ea(x, y, z)

satisfies the following partial differential equation (if μ = μ0):

∇ × ∇ × Ea − iωμ0σ Ea = iωμ0σa Eb, (6.228)

where ω is the source angular frequency, μ0 is the magnetic permeability of the free space, σ(x, y, z)

and σa(x, y, z) are the total and anomalous conductivities respectively, and Eb(x, y, z) is the back-
ground electric field due to a 1D background conductivity model σb(z). The equation has to be solved
for Ea(x, y, z) numerically in some bounded domain and completed with zero Dirichlet boundary con-



250 CHAPTER 6 ELECTROMAGNETIC FIELDS IN INHOMOGENEOUS MEDIA

ditions. We also assume that the following double inequality holds,

ασb(z) ≤ σ(x, y, z) ≤ βσb(z),0 < α ≤ 1 ≤ β, (6.229)

which controls the contrast of anomalous conductivity with respect to the background.
Given a computational grid with Nx ×Ny ×Nz cells, we apply a conventional FD discretization on

a staggered grid, as was done above (Yee, 1966; Yavich and Zhdanov, 2016). Introducing the diagonal
matrices of discrete conductivities for the total, background, and anomalous models, σ̂ = σ̂ b + σ̂ a ,

σ̂ = diag (σ1, σ2, ..., σN ,σ1, σ2, ..., σN ,σ1, σ2, ..., σN) ,

σ̂ a = diag
(
σa1, σa2, ..., σaN ,σa1, σa2, ..., σaN ,σa1, σa2, ..., σaN

)
,

σ̂ b = diag (σb1, σb2, ..., σbN ,σb1, σb2, ..., σbN ,σb1, σb2, ..., σbN) ,

and as well as the respective discrete electric fields, e = ea+eb , one can write a discrete form of
Eq. (6.228) for anomalous electric field as follows:

Âea = iωμ0σ̂ aeb, (6.230)

where Â is a square system matrix corresponding to the total conductivity. For layered background
models, eb can be computed by averaging its analytical counterpart. We denote the size of this system
as n ≈ 3Nx × Ny × Nz.

As discussed in section 6.4.4, the most effective way of solving the matrix equation (6.230) for
large-scale problems is based on iterative methods and the use of the corresponding preconditioners.
For example, Zaslavsky et al. (2011) suggested using a volume integral equation approach to arrive at
an effective preconditioning operator for the FD solver for the magnetic field.

Let Âb be the FD system matrix, corresponding to the background conductivity model. Importantly,
this matrix can be implicitly factorized, and the action of the inverse matrix can be efficiently computed
(Zaslavsky et al., 2011; Yavich and Zhdanov, 2016). As a result, the inverse matrix, Â−1

b , can be used
as a preconditioner to matrix equation (6.230):

Â−1
b Âea = iωμ0Â−1

b σ̂ aeb. (6.231)

We will refer to the inverse matrix, Â−1
b as the Green’s function (GF) preconditioner, because it is

linear proportional to a matrix of the discrete Green’s operator for the background media, Ĝb, (Yavich
and Zhdanov, 2016):

Ĝb = iωμ0Â−1
b . (6.232)

The complexity of applying the GF preconditioner is O(n4/3), and auxiliary memory required is
near 3n only. Applying the analysis presented in Yavich and Zhdanov (2016), the spectral condition
number of the GF preconditioned system can be estimated as follows:

cond(Â−1
b Â) ≤ β/α. (6.233)

This result implies that convergence of an iterative solver applied to (6.231) has minor or no depen-
dence on the grid size and the aspect ratio of the cells, as well as the frequency, while it degrades on
models with high-contrast bodies.



6.4 DIFFERENTIAL EQUATION METHODS 251

To minimize the impact of high conductivity contrasts, another preconditioner could be constructed.
We can follow the paper by Yavich and Zhdanov (2016) and apply FD contraction operator similar to
one introduced in Hursán and Zhdanov (2002) and Zhdanov (2002) for the IE method.

Let us define a matrix of the modified FD Green’s operator, ĜM
b , and diagonal matrices, K̂1 and

K̂2, according to the following formulae:

ĜM
b = 2iωμσ̂

1/2
b Â−1

b σ̂
1/2
b + Î,

K̂1 = 1

2
(σ̂ + σ̂ b)σ̂

−1/2
b , K̂2 = 1

2
(σ̂ − σ̂ b)σ̂

−1/2
b . (6.234)

Using these notations, Eq. (6.231) can be written in an equivalent form as follows:

êa = ĜM
b K̂2K̂−1

1 êa + iωμ0σ̂
1/2
b Â−1

b σ̂ aeb, (6.235)

where

êa = K̂1ea. (6.236)

By introducing a new operator,

C = GM
b K2K−1

1 , (6.237)

we rewrite system (6.235) as follows:

(I − C)êa = iωμ0σ̂
1/2
b Â−1

b σ̂ aeb. (6.238)

We will refer to this system as a contraction operator (CO) preconditioned system, since it was
shown in Yavich and Zhdanov (2016) that C is a contraction operator for media of any contrast,
‖C‖ <1. Moreover, it can be proved that this preconditioned system has a smaller or equal spectral
condition number than that of the GF preconditioner, implying faster or equal convergence of the cor-
responding iterative solvers,

cond(I − C) ≤ max{1/α,β}. (6.239)

The complexity of applying the CO preconditioner is O(n4/3) as well.
This preconditioner represents an FD analog of the preconditioner of the system of the EM in-

tegral equations based on the contraction operator, discussed in section 6.1.6. The FD contraction
preconditioner can be easily constructed using the known conductivity distribution in the model. This
preconditioner makes it possible to speed up the convergence of the iterative solvers of the FD equa-
tions significantly

6.4.6 DISCRETIZATION OF THE ELECTROMAGNETIC POTENTIAL DIFFERENTIAL
EQUATIONS

We can use a staggered grid approach for discretizing the equations for electromagnetic potentials.
We begin with the analysis of Eqs. (6.215). Following the basic principles of the balance method, we
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FIGURE 6.7

The staggered grid for electromagnetic field discretization in the electromagnetic potential method. The normal
components of electric field E are defined at the centers of the cell faces, while the tangential components of
magnetic field H are defined on the cell edges.

integrate these equations over an elementary cell Vikl of the mesh
∑

, and apply Gauss’s theorem to
the volume integral containing Laplacian and divergence operators:∫∫

Sikl

(n · ∇)Aads + μ0

∫∫∫
Vikl

σ̃
(
iωAa − ∇Ua

)
dv = −μ0

∫∫∫
Vikl

�σ̃Ebdv,∫∫
Sikl

σ̃
(
iωAa − ∇Ua

) · nds = −
∫∫

Sikl

�σ̃Eb · nds, (6.240)

where Sikl is the rectangular boundary of the cell Vikl , and n is the unit vector normal to it, directed
outward.

For the field and potential discretization, we will use the same staggered technique on the grid
∑

introduced above. However, now we assume that the normal components of electric field Ea are defined
at the centers of the cell faces, while the tangential components of magnetic field Ha are defined on the
cell edges, as it shown in Fig. 6.7. In other words, we introduce the discrete electric field functions
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and

Ux

i,k+ 1
2 ,l+ 1

2
= ∇xU

a(xi, yk+ 1
2
, z

l+ 1
2
) =

Ua(xi+1, yk+ 1
2
, z

l+ 1
2
) − Ua(xi, yk+ 1

2
, z

l+ 1
2
)

�xi

,

U
y

i+ 1
2 ,k,l+ 1

2
= ∇yU

a(x
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2
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2
) =

Ua(x
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2
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2
) − Ua(x
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2
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2
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�yk
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,

at the centers of the cell faces. The discrete conductivity functions σ̃
i+ 1

2 ,k+ 1
2 ,l+ 1

2
= σ̃ (x

i+ 1
2
, y

k+ 1
2
, z

l+ 1
2
)

and �σ̃
i+ 1

2 ,k+ 1
2 ,l+ 1

2
= �σ̃(x

i+ 1
2
, y

k+ 1
2
, z

l+ 1
2
) are defined on the dual rectangular, uneven three-

dimensional mesh
∑̃

, introduced above.
We can evaluate now the volume and surface integrals in Eq. (6.240) approximately in terms of the

discretized functions. This can be achieved by using the following relationships:

μ0
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μ0σ̃i+ 1

2 ,k+ 1
2 ,l+ 1

2
×

×

⎛
⎜⎜⎜⎝iω

⎛
⎜⎜⎜⎝

Ax

i,k+ 1
2 ,l+ 1

2
+ Ax

i+1,k+ 1
2 ,l+ 1

2

A
y

i+ 1
2 ,k,l+ 1

2
+ A

y

i+ 1
2 ,k+1,l+ 1

2

Az

i+ 1
2 ,k+ 1

2 ,l
+ Az

i+ 1
2 ,k+ 1

2 ,l+1

⎞
⎟⎟⎟⎠−

⎛
⎜⎜⎜⎝

Ux

i,k+ 1
2 ,l+ 1

2
+ Ux

i+1,k+ 1
2 ,l+ 1

2

U
y

i+ 1
2 ,k,l+ 1

2
+ U

y

i+ 1
2 ,k+1,l+ 1

2

Uz

i+ 1
2 ,k+ 1

2 ,l
+ Uz

i+ 1
2 ,k+ 1

2 ,l+1

⎞
⎟⎟⎟⎠
⎞
⎟⎟⎟⎠Vikl . (6.241)

The surface integrals are computed using a simple difference form. For example:

∫∫
Sikl

(n · ∇)Aads =
∫∫

Sikl

∂Aa

∂n
ds, (6.242)

where the derivative ∂Aa/∂n can be computed using a simple finite difference form.
Finally,

∫∫
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where Sx
ikl , S

y
ikl , S

z
ikl are the areas of the x, y, and z faces of the elementary prismatic cell of the grid

∑
.
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The resulting system of linear algebraic equations and the accompanying boundary conditions for
vector and scalar potentials can be expressed using matrix notations as[

D1A + iωD2A D1U

iωD3A D2U

][
a
u

]
=
[

cA

cU

]
, (6.243)

where a is the vector of unknown values of the vector potential(
Ax

i,k+ 1
2 ,l+ 1

2
,A

y

i+ 1
2 ,k,l+ 1

2
,Az

i+ 1
2 ,k+ 1

2 ,l

)
,

u is the vector of unknown values of the scalar potential(
Ua

i,k+ 1
2 ,l+ 1

2
,Ua

i+ 1
2 ,k,l+ 1

2
,Ua

i+ 1
2 ,k+ 1

2 ,l

)
;

D1A, D2A, D3A, D1U , and D2U are the corresponding matrices of coefficients for the system, which are
independent of frequency, ω; and cA, cU are the vectors of free terms, determined by the background
field and the anomalous conductivity. The system (6.243) is solved using one of the methods of linear
algebra. The electric field components are determined from the simple formula:
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2 ,l
.

The magnetic field on the staggered grid is computed using formulae similar to (6.219). The calcula-
tion for the magnetic field completes the numerical algorithm of electromagnetic modeling based on
electromagnetic potentials.

6.4.7 FINITE ELEMENT SOLUTION OF BOUNDARY-VALUE PROBLEMS
The method of finite elements is one of the most powerful techniques for numerical solution of
boundary-value problems. The mathematical literature on the finite element method contains hun-
dreds of publications. The foundations of this technique can be found in Tong and Rossettos (1977),
Zienkiewicz and Taylor (1989), and Beltzer (1990). The method is based on a division of the mod-
eling region into a number of comparatively small subregions (finite elements) and an approximation
of the unknown function within each element as a combination of some basis functions. There are
many different versions of the finite element method, depending on the type of the basis functions and
the techniques for determining the coefficients of the basis function expansions. I will present here a
technique based on the Galerkin method.

We introduce a complex Hilbert space L2 (V ) of the vector functions determined in the modeling
region V and integrable in V with an inner product:

(x,y)L2(V ) =
∫∫∫

V

x (r) · y∗ (r) dv.
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In accord with standard practice, the region V in which calculations are to be made is divided
into elements. In a two-dimensional case, the common practice is to divide the region into triangular
elements, involving three points in the plane at a time. For three-dimensional problems, the equivalent
element would be a tetrahedral element, De, involving four points in space.

We introduce also a system of basis functions {v1 (r) , v2 (r) , ....vN (r)} in the Hilbert space
L2 (V ). In the simplest case, we can use as basis functions the linear functions of coordinates, x,
y, and z, which are determined at any point within one of the elements, De , but are zero outside. We
introduce a finite dimensional Hilbert subspace, L

(N)
2 , of the space L2 (D) : L

(N)
2 ⊂ L2 (D) spanned

by the basis functions {v1 (r) , v2 (r) , ....vN (r)}. We will be looking for an approximate solution of
the electromagnetic field equations in the form

E (r) ≈
N∑

n=1

anvn (r) , (6.244)

H (r) ≈
N∑

n=1

bnvn (r) , (6.245)

where an, bn (n = 1,2, ...,N) are the scalar coefficients of the expansions.
The second order electric or magnetic field equations (6.191) can be written in operator form as

(
Lμ − iωμσ̃

)
E = iωμje,(

Lσ − iωμσ̃
)

H = σ̃∇ ×
(

1

σ̃
je
)

, (6.246)

where Lμ and Lσ are the second order differential operators:

Lμ = μ∇ ×
(

1

μ
∇×

)
,

Lσ = σ̃∇ ×
(

1

σ̃
∇×

)
. (6.247)

We substitute expansion (6.244) into the first equation (6.246)

N∑
n=1

an

(
Lμ − iωμσ̃

)
vn = iωμje, (6.248)

and, following the conventional technique of the Galerkin method, take the inner product of both sides
of Eq. (6.248) with the basis function vp:

N∑
n=1

an

(
Lμvn,vp

)
L2(D)

− iω

N∑
n=1

an

(
μσ̃vn,vp

)
L2(D)

= iω
(
μje,vp

)
L2(D)

. (6.249)
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Introducing the notations (
Lμvn,vp

)
L2(D)

= Lμ
pn,(

μσ̃vn,vp

)
L2(D)

= σ̃pn,

and (
μje,vp

)
L2(D)

= jE
p ,

we can write Eq. (6.249) in the form

N∑
n=1

Lμ
pnan − iω

N∑
n=1

σ̃pnan = iωjE
p . (6.250)

Let us evaluate the component L
μ
pn:

Lμ
pn = (

Lμvn,vp

)
L2(D)

=
∫∫∫

V

Lμvn (r) · v∗
p (r) dv

=
∫∫∫

V

∇ ×
(

1

μ(r)
∇ × vn (r)

)
· μ(r)v∗

p (r) dv. (6.251)

Note that the common practice is to compute the inner product of the differential operator Lμ and
the basis function, using integration by parts, which in a 3-D case is based on the vector identity

R · ∇ × P − P · ∇ × R = ∇ · (P × R)

and the Gauss theorem:∫∫∫
V

R · ∇ × Pdv =
∫∫∫

V

P · ∇ × Rdv +
∫∫

∂V

(P × R) ds. (6.252)

Taking into account (6.252), we can modify (6.251) as

Lμ
pn =

∫∫∫
V

(
1

μ(r)
∇ × vn (r)

)
·
(
∇ × μ(r)v∗

p (r)
)

dv

+
∫∫

∂V

(∇ × vn (r))×v∗
p (r) ds, (6.253)

where the integral over ∂V is a surface integral over the boundary of the domain. The integrals in
the last expression are usually calculated element by element due to the special selection of the basis
functions in the finite-element method. Also, the surface integrals are mutually canceled out for the
neighboring elements with the joint faces. Only the surface integrals over the element faces forming
the boundary of the modeling region are left, and they are determined by the boundary condition of the
boundary-value problem under consideration. As a result, we arrive at the following expression for the
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internal elements of the matrix L
μ(int)
pn :

Lμ(int)
pn =

∫∫∫
V

(
1

μ(r)
∇ × vn (r)

)
·
(
∇ × μ(r)v∗

p (r)
)

dv. (6.254)

Finally, we can cast Eq. (6.250) for the basis function coefficients in the matrix form(
Lμ − iωσ̃

)
a =iωjE, (6.255)

where the matrices Lμ and σ̃ , and vectors, a and jE , are given by:

Lμ =
[
Lμ

pn

]
, σ̃ = [̃

σpn

]
, a = [an] , jE =

[
jE
p

]
.

Note that the structure of Eq. (6.255) is similar to the structure of the finite difference matrix equa-
tion (6.225). Thus one can use, for example, spectral Lanzcos decomposition method (Druskin et al.,
1999) to solve this equation and to determine the coefficients a = [a1, a2, ...aN ].

Substituting the coefficients a = [a1, a2, ...aN ] into expansion (6.244) we determine the electric
field, and then, from the second Maxwell’s equation, find the magnetic field:

B = 1

iω
∇ × E. (6.256)

In a similar way we can find the magnetic field using expansion (6.245) and the corresponding
second order differential equation. The matrix equation for the coefficients of magnetic field expansion
has the form (

Lσ − iωσ̃
)

b =iωjH , (6.257)

where the matrix Lσ , and vectors, b and jH , are given by,

Lσ =
[
Lσ

pn

]
, b = [bn] , jH =

[
jH
p

]
,

and

Lσ
pn =

∫∫∫
V

(
1

σ̃ (r)
∇ × vn (r)

)
·
(
∇ × σ̃ (r)v∗

p (r)
)

dv,

jH
p =

(
σ̃∇ ×

(
1

σ̃
je
)

,vp

)
L2(D)

.

The solution of Eq. (6.257) can be obtained by the spectral Lanzcos decomposition method (Zhdanov,
2002).

6.4.8 EDGE-BASED FINITE ELEMENT METHOD
The edge-based finite element method was introduced by Nedelec (1980). The advantage of the
edge-based finite element method is that the divergence free conditions are satisfied automatically
by an appropriate selection of the basis functions. The basis function of the Nedelec element is
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FIGURE 6.8

A rectangular element used in the edge-based finite element method. The number within a circle indicates the
index of the corresponding node, and the number without a circle is the index of the corresponding edge.

a vector function defined along the element edges and at the center of each edge. The tangen-
tial continuity of electric and magnetic fields is imposed automatically on the element’s interfaces
while the normal components are still can be discontinuous. The edge-based finite element method
was widely used in electrical engineering for over 30 years, however, it attracted the attention of
the geophysical community recently only (e.g., Mukherjee and Everett, 2011; Silva et al., 2012;
Cai et al., 2014).

I present the edge-based finite element method, follow the papers by Jin (2002) and Cai et al. (2014).
The modeling domain can be discretized using rectangular, tetrahedron, hexahedron or other complex
elements. For simplicity, we will discuss the rectangular elements first (see Fig. 6.8). Following the
work by Jin (2002) and Cai et al. (2014), we denote the center of the element Dn as (xn

c , yn
c , zn

c ), and
the edge length in the x, y, z directions as lnx , lny , lnz , respectively. The tangential components of the
electric field are assigned to the center of each edge. Thus, the scalar components of the anomalous
electric field, Ea(n), inside the rectangular prism Dn can be expressed as follows:

Ea(n)
x (r) =

4∑
i=1

en
xiN

n
xi (r) , En

y =
4∑

i=1

en
yiN

n
yi (r) , En

z =
4∑

i=1

en
ziN

n
zi (r) , (6.258)

where en
xi, en

yi, en
zi (n = 1,2, ...N; i = 1,2,3,4) are the scalar coefficients of the expansions and the

scalar edge basis functions are defined by the following expressions:

Nn
x1 (r) = 1

lny lnz

(
yn
c + lny

2
− y

)(
zn
c + lnz

2
− z

)
, (6.259)

Nn
x2 (r) = 1

lny lnz

(
y − yn

c + lny

2

)(
zn
c + lnz

2
− z

)
, (6.260)

Nn
x3 = 1

lny lnz

(
yn
c + lny

2
− y

)(
z − zn

c + lnz

2

)
, (6.261)
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Nn
x4 (r) = 1

lny lnz

(
y − yn

c + lny

2

)(
z − zn

c + lnz

2

)
, (6.262)

Nn
y1 (r) = 1

lnz lnx

(
zn
c + lnz

2
− z

)(
xn
c + lnx

2
− x

)
, (6.263)

Nn
y2 (r) = 1

lnz lnx

(
z − zn

c + lnz

2

)(
xn
c + lnx

2
− x

)
, (6.264)

Nn
y3 (r) = 1

lnz lnx

(
zn
c + lnz

2
− z

)(
x − xn

c + lnx

2

)
, (6.265)

Nn
y4 (r) = 1

lnz lnx

(
z − zn

c + lnz

2

)(
x − xn

c + lnx

2

)
, (6.266)

Nn
z1 (r) = 1

lnx lny

(
xn
c + lnx

2
− x

)(
yn
c + lny

2
− y

)
, (6.267)

Nn
z2 (r) = 1

lnx lny

(
x − xn

c + lnx

2

)(
yn
c + lny

2
− y

)
, (6.268)

Nn
z3 (r) = 1

lnx lny

(
xn
c + lnx

2
− x

)(
z − yn

c + lny

2

)
, (6.269)

Nn
z4 (r) = 1

lnx lny

(
x − xn

c + lnx

2

)(
y − yn

c + lny

2

)
. (6.270)

Eq. (6.258) can be written in a more compact form as follows:

Ea(n) (r) =
12∑
i=1

en
i Nn

i (r) , (6.271)

where

Nn
i (r) = Nn

xi (r)dx, Nn
i+4 = Nn

yi (r)dy, Nn
i+8 = Nn

zidz, (6.272)

for i = 1,2,3,4.
An important property of the vector edge basis functions is that they are divergence free but not

curl free:

∇ · Nn
i = 0, ∇ × Nn

i �= 0. (6.273)

The vector basis functions are also continuous at the element boundaries. Therefore, the divergence-
free condition of the electric field in the source free region and the continuity conditions are automati-
cally fulfilled using the edge-based finite element formulation.

The anomalous field in the entire modeling domain, D, is given by the following expression:

Ea (r) =
N∑

n=1

Ea(n) (r) =
N∑

n=1

12∑
i=1

en
i Nn

i (r) . (6.274)
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Using the operator notations (6.246), the first equation in (6.205) can be written as follows:(
Lμ − iωμσ̂

)
E =iωμjb, (6.275)

where

jb (r) = �σ̂ (r)Eb (r) .

We substitute expansion (6.274) in Eq. (6.275),

N∑
n=1

12∑
i=1

en
i

(
Lμ − iωμσ̂

)
Nn

i = iωμjb, (6.276)

and, following the Galerkin method described above, take the inner product of both sides of Eq. (6.248)
with the basis function Np

j :

N∑
n=1

12∑
i=1

en
i

(
LμNn

i ,Np
j

)
L2(D)

− iω

N∑
n=1

12∑
i=1

en
i

(
μσ̂Nn

i ,Np
j

)
L2(D)

= iω
(
μjb,Np

j

)
L2(Dn)

(6.277)

Introducing the notations(
LμNn

i ,Np
j

)
L2(Dn)

= L
np
ij ,

(
μσ̂Nn

i ,Np
j

)
L2(Dn)

= σ
p
ij , (6.278)

and (
μjb,Np

j

)
L2(Dn)

= j
p
j ,

we can write Eqs. (6.277) in the following form:

N∑
n=1

12∑
i=1

en
i L

p
ij − iω

N∑
n=1

12∑
i=1

en
i σ

p
ij = iωj

p
j . (6.279)

Note that the inner products in formulas (6.278) can be calculated analytically using integration by
parts, based on the vector Green’s theorem (6.252) (Jin, 2002; Cai et al., 2014).

After assembling the local element matrices in Eq. (6.279) into a global system, one can obtain a
sparse linear system of equations as follows:

Ae = b, (6.280)

where e is a vector of the unknown coefficients, en
i .

In order to get a unique solution for this equation, proper boundary conditions need to be added.
Following the work of Jin (2002) and Silva et al. (2012), we consider the homogeneous Dirichlet
boundary conditions in edge element formulation:

Ea|∂D = 0 (6.281)
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which holds approximately for the anomalous electric field at some distance from the domain with the
anomalous conductivity. For the numerical modeling, the distance, where conditions (6.281) hold, can
be determined based on the skin depth of the field.

One can use the quasi-minimum residual method with Jacobian preconditioner to solve the linear
system of Eqs. (6.280). In order to capture the rapid change of electromagnetic field close to the source
region and target area and to minimize the computational cost, one can use a nonuniform rectangular
grid. Jacobian preconditioner works fairly well for this mesh. I should note in conclusion of this section
that the FD contraction preconditioner, developed in section 6.4.5. can be applied to solve the linear
system of FE equations (6.280) as well.
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We have demonstrated in Chapter 6, that the problem of determining the behavior of an electromagnetic
field interacting with an earth model is well defined, even if the procedures involved in that solution
may be intractable at times. It has become the custom in electromagnetic geophysics to call this prob-
lem – given a geoelectrical model, to determine the electromagnetic field generated by a given source
– the forward problem. In geophysical practice, we have to deal with quite an opposite problem of
attempting to find the model causing the observed electromagnetic field behavior. This is the inverse
problem. The process of solving the inverse problem is called inversion.

The inverse problem differs in important ways from the forward problem. The forward problem is
almost always well posed. Given an earth model, we are certain that there is a single, unique solution
of Maxwell’s equations which describes the EM field behavior. A numerical evaluation of that solution
can be accomplished with any specified accuracy of computation. In contrast, in the inverse problem,
while we may be almost certain that there is a unique physical inverse solution, widely differing nu-
merical geoelectric models may be found, which may cause almost exactly the same electromagnetic
field behavior. Moreover, the accuracy with which we know the electromagnetic field behavior is con-
taminated to some extent by noise and measurement error. However, even in the case of very accurate
observations, the inversion results may have arbitrarily large differences from one another. This lack
of uniqueness on the practical level makes inverse solutions difficult if not impossible in some cases.
For this reason, the inverse problem as usually encountered in geoelectrical field practice is said to be
ill posed. The foundations of the regularization theory were developed in numerous publications of
Russian mathematician Andrei N. Tikhonov (e.g., Tikhonov, 1963a, 1963b, 1999).
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7.1 ILL-POSED INVERSE PROBLEMS
7.1.1 FORMULATION OF WELL-POSED AND ILL-POSED PROBLEMS
To better understand the nature of ill-posed problems and inversion as a mathematical process, let us
follow the logic of Tikhonov and Arsenin (1977). Consider that a mathematical model of a phenomenon
is characterized by a vector m which belongs to some space of models M . Let d be some observed
indirect attributes of the phenomenon (that is, data d ∈ D, where D is the space of data). An operator
A relates the two:

d = A(m) . (7.1)

In general, we will expect that the m attributes (true data d) are not directly observable. Instead, we have
only some approximate values dδ and an estimate of their accuracy δ such that ‖d − dδ‖D ≤ δ, where
‖...‖D is some norm (“distance” between vectors d and dδ) in the space of data, D (for a definition and
properties of the norm and normed space see Zhdanov, 2002, 2015). Solution of the inverse problem
consists of the following principal steps
1) Finding out whether or not the chosen model mδ is compatible with the observational data; that

is, finding a model, mδ ∈ M , with the attributes (data) such that ‖d−A(mδ)‖D ≤ δ under the
condition that mδ → m as δ → 0.

2) Determining, if possible, of the errors of the approximate solutions within the adopted model; that
is, the estimation of the distance between mδ and m using an appropriate metric.

The mathematical difficulty in solving inverse problems is that the inverse operator, A−1, may not
exist or may not be continuous over the domain AM ⊂ D. We can define problems as ill posed or well
posed as follows. A well-posed problem must meet these requirements:
1) The solution m of equation d = A(m) exists over the entire space D.
2) The solution m is unique.
3) The solution is stable; that is, small perturbations of d cause only small perturbations of the solu-

tion.
The approximate solution of an inverse problem can be taken to be mδ = A−1dδ inasmuch as

mδ → m as δ → 0.
The problem (7.1) is ill-posed if at least one of the conditions, listed above, fails. As a consequence,

the element mδ = A−1dδ (which may not even exist) is not an approximate solution inasmuch as mδ

can deviate from the exact solution m arbitrarily even for small δ.
Attempts to solve ill-posed problems were undertaken well before development of a coherent gen-

eral approach. Simple ill-posed problems were solved intuitively. But, intuitive approaches work only
when we consider relatively simple geoelectric models. Present capabilities in measuring and process-
ing geophysical field data make it necessary to consider very complex geoelectric models. At present,
through the use of the theory of regularization, we can find highly effective numerical algorithms for
the solution of a wide range of inverse problems for complex geological structures. The basis of this
theory is the concept of a regularizing algorithm, defined as an operator (or rule) that establishes a rela-
tionship between each pair (dδ, δ) and an element mδ ∈ M such that mδ → m as δ → 0. Regularizing
algorithms have been developed for many ill-posed problems and implemented on computers. This has
permitted automated processing of geophysical data.
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7.1.2 CORRECTNESS SET
It can be demonstrated that the majority of electromagnetic inverse problems are ill posed, because at
least one of the conditions listed above fails. The simplest way to overcome this difficulty is to narrow
the class of models which are used in inversion. In this case the originally ill-posed inverse problem
may become well posed. Mathematically it means that instead of considering m from the entire model
space M , we can select m from some subspace of M , consisting of simpler and/or more suitable models
for the given inverse problem. This idea was first proposed by Tikhonov (1963a, 1963b). He introduced
a notion of the correctness set, C, of the solutions with the property that there exists an inverse operator
A−1, defined on AC ⊂ D, and that it is a continuous operator. The main characteristic of the correctness
set is that the inverse problem becomes well posed if it is determined on the correctness set only.

Tikhonov and Arsenin (1977) introduced the mathematical principles for selecting the correctness
set C. For example, if the models are described by a finite number of bounded parameters, they form
a correctness set C in the Euclidean space of the model parameters. This result can be generalized for
any metric space.

First, we introduce a definition.

Definition 34. The subset C of a metric space M is called compact if any sequence ml ∈ C of elements
in C contains a convergent subsequence mlj ∈ C, which converges to an element m in C.

For example, it is known that any subset R of Euclidean space En is compact if and only if it is
bounded:

‖x‖ ≤ c, c > 0, for any x ∈ R,

where ‖x‖ denotes a length (norm) of the vector in the Euclidean space (Zhdanov, 2002).
Tikhonov and Arsenin (1977) demonstrated that any compact subset of the metric space M can be

used as a correctness set for an ill-posed inverse problem (7.1).

7.1.3 QUASI-SOLUTION OF THE ILL-POSED PROBLEM
We assume now that the right-hand side of (7.1) is given with some error:

dδ = d + δd, (7.2)

where

‖d − dδ‖D ≤ δ. (7.3)

Definition 35. A quasi-solution of the problem (7.1) in the correctness set C is an element mδ ∈ C

which minimizes the norm ‖d − dδ‖D , i.e.:

‖Amδ−dδ‖D = inf
m∈C

‖Am − dδ‖D , (7.4)

where infϕ denotes the greatest lower bound of the variable ϕ.

Obviously, we can reach the minimum of the ‖Am − dδ‖D in C, if the correctness set is compact.
In this case the quasi-solution exists for any data dδ .
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FIGURE 7.1

A quasi-solution, mδ , is selected from the correctness set C under the condition that its image, A(mδ), is the
closest element to the observed noisy data, dδ , from the subset AC : ‖Amδ−dδ‖D = infm∈C ‖Am − dδ‖D .

Fig. 7.1 illustrates the definition of a quasi-solution. The element m ∈ M is an exact solution of the
inverse problem

d = A(m) . (7.5)

Subset AC of the data space D is an image of the correctness set C obtained as a result of the appli-
cation of operator A. A quasi-solution, mδ , is selected from the correctness set C under the condition
that its image, A(mδ), is the closest element in the subset AC to the observed noisy data, dδ .

It can be proved also that the quasi-solution is a continuous function of dδ (Tikhonov and Arsenin,
1977; Zhdanov, 2002).

The idea of the quasi-solution makes it possible to substitute the inverse problem solution by min-
imization of the distance μD(Am,dδ) in some appropriate class of suitable models. The standard
method of functional minimization can be used to solve this problem and, therefore, to find the quasi-
solution. In this way, we significantly simplify the inverse problem solution. However, this approach
is effective only if we know a priori the corresponding class of the models (the correctness set) where
we are searching for the solution. In many situations, it is difficult to describe this class completely, or
we prefer not to restrict ourselves to some specific class. In this case we have to use a more general
approach to a stable solution of the inverse problem, which will be discussed in the next sections.

7.2 FOUNDATIONS OF REGULARIZATION THEORY
7.2.1 DEFINITION OF MISFIT FUNCTIONAL
The optimality of an interpretation obtained by inversion is measured in terms of an error of fit, or,
as we shall call it, a misfit functional. The concept is clear – error is a quantitative measure of the
disagreement of the electromagnetic field computed for a hypothetical model and the electromagnetic
field actually observed. However, the specific definition of error can vary, and the reasons for picking
one or another definition are controlled by the physics of the inverse problem and/or by statistical
considerations.
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FIGURE 7.2

Definition of RMS error measure for a curve plotted in logarithmic coordinates. Errors of individual points are
measured as the distance between a data point and a fitted curve when both are plotted to logarithmic
coordinates.

The concept of error is demonstrated by the data set shown in Fig. 7.2. It shows a typical data
set obtained by some electromagnetic method. The solid curve has been generated by some forward
modeling program appropriate to the method used in acquiring the data. The N observations do not lie
on the theoretical curve, nor will they ever, no matter what the optimality of modeling. One can always
expect some error in measurement, but more fundamentally, one cannot expect the computed curve to
pass exactly through the observed points even with noise-free data unless the earth behaves in exactly
the way the model has been formulated. In the one-dimensional case, for example, this means the earth
would have to consist exactly of a set of horizontal layers with uniform resistivities. Such will never
be the case.

Fitting a set of geoelectrical data with a model is fundamentally different from synthesizing a
set of data with a series approximation. For example, if one has a time series of data, it is possible
to determine a finite-length Fourier series or a finite-length power series which will pass precisely
through each point. Such approximations are done using series in which each term is orthogonal to
each other; that is, the contribution of each term to the series is independent of all the other terms. The
solutions to forward problems in electromagnetic geophysics are never an orthogonal set of functions,
and therefore, cannot be forced to match an arbitrary set of points.
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The error of fit is defined as some function of the individual differences between the fitting curve
and the data at each point:

en = f (ρ
pr
n − ρobs

n ), n = 1,2,3, ...,N, (7.6)

and for the misfit functional,

ϕ = ϕ(e1, e2, ..., en), (7.7)

where en is the error of an individual data point, ϕ is the error measure for the set of points, ρ
pr
n is the

predicted apparent resistivity computed for the data point n and ρobs
n is the observed resistivity for data

point n.
There exist several methods for computing the misfit functional ϕ. The functional rule for defining

the individual error, en, is often called the error norm, L. The most popular norm is the L2, or least
squares norm,

en = (ρ
pr
n − ρobs

n )2, (7.8)

and

ϕL2 =
∥∥∥ρpr − ρobs

∥∥∥2

L2
=

N∑
n=1

en, (7.9)

where ‖...‖L2
denotes the L2 norm (for a definition and properties of the L2 norm see Zhdanov, 2002).

The L2 norm is usually considered to be appropriate for errors which follow a Gaussian distribution.
In practice, another measure of errors is frequently used, the root mean square (RMS) error, which

measure the differences between data predicted by a model and data actually observed. If the observed
data can be treated as uncorrelated random variables, the RMS error is the square root of the variance,
known as the standard error (standard deviation) of the data:

RMS (ρ) =
√∑N

n=1(ρ
pr
n − ρobs

n )2

N
. (7.10)

In many applications of electromagnetic method it is preferable to measure the convergence be-
tween the observed and predicted data using the logarithmic scale. In this case, the individual error,
eln
n , can be defined as

eln
n = (lnρ

pr
n − lnρobs

n )2, (7.11)

and the corresponding misfit functional of the log data will take the form:

ϕln
L2

=
∥∥∥lnρpr − lnρobs

∥∥∥2

L2
=

N∑
n=1

en. (7.12)

The RMS error in the log scale can be calculated as

RMS (lnρ) =
√∑N

n=1(lnρ
pr
n − lnρobs

n )2

N
. (7.13)

Fig. 7.2 presents an illustration of the RMS error measure for a curve plotted in logarithmic coordinates.
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If there are extraneous outliers in the data, often called bad points, the importance of the bad points
in defining the error measure is inappropriately large. Such points can be deleted arbitrarily, but one
runs the risk of biasing the inversion process. A more rational approach is through weighting the error
measure.

The greater the value of en in Eq. (7.8), the greater will be the weight an outlier is given in the error
measure. Often, an L1 or minimax error is used rather than the least squares error, and the corresponding
misfit is calculated as

ϕL1 =
∥∥∥ρpr − ρobs

∥∥∥2

L1
=

(
N∑

n=1

∣∣∣ρpr
n − ρobs

n

∣∣∣
)2

, (7.14)

where ‖...‖L1
denotes the L1 norm (for a definition and properties of the L1 norm see Zhdanov, 2002).

In robust or hybrid error measures, the norm used for small errors is different from the norm used
for large errors. We will discuss the principles of the robust estimation in more detail in Chapter 13,
where we will use this approach for the analysis of magnetotelluric data.

7.2.2 REGULARIZING OPERATORS
The formal solution of the ill-posed inverse problem could result in unstable, unrealistic models. The
regularization theory provides guidance for overcoming this difficulty. The foundations of the regular-
ization theory were developed in numerous publications by Andrei N. Tikhonov, which were reprinted
in 1999 as a special book, published by Moscow State University (Tikhonov, 1999). In this chapter,
I will present a short overview of the basic principles of the Tikhonov regularization theory, following
his original monograph (Tikhonov and Arsenin, 1977).

Let us consider the inverse geophysical problem described by the operator equation

d = A(m), (7.15)

where m represents model parameters, and d is observed geophysical data. In general cases, the inverse
operator A−1 is not continuous and, therefore, the inverse problem (7.15) is ill posed. The main idea
of any regularization algorithm is to consider, instead of one ill-posed inverse problem (7.15), a family
of well-posed problems,

d = Aα(m), (7.16)

which approximate the original inverse problem in some sense (Strakhov, 1968, 1969a, 1969b). The
scalar parameter α > 0 is called a regularization parameter. We require also that

mα→ mt , if α → 0,

where mα = A−1
α (d) is the solution of the inverse problem (7.16), and mt is the true solution of

the original problem (7.15). Thus, we replace the solution of one ill-posed inverse problem with the
solutions of a family of well-posed problems, assuming that these solutions, mα , tend asymptotically
to the true solution, as α tends to zero.
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In other words, any regularization algorithm is based on the approximation of the noncontinuous
inverse operator A−1 by the family of continuous inverse operators A−1

α (d) that depend on the regu-
larization parameter α. The regularization must be such that, as α vanishes, the operators in the family
should approach the exact inverse operator A−1.

We can see that the regularizing operators can be constructed by approximating the ill-posed equa-
tion (7.15) by the system of well-posed equations (7.16), where the corresponding inverse operators
A−1

α are continuous. These inverse operators can be treated as the regularizing operators:

A−1
α (d) = R(d, α).

The only problem now is how to find the family of regularizing operators. Tikhonov and Arsenin
(1977) suggested the following scheme for constructing regularizing operators. It is based on introduc-
ing special stabilizing and parametric functionals.

7.2.3 STABILIZING FUNCTIONALS
A stabilizing functional (or a stabilizer) is used to select from the space M of all possible models the
subset Mc, which is a correctness set.

Definition 36. A nonnegative functional s(m) in some metric space M is called a stabilizing functional
if, for any real number c > 0 from the domain of functional values, the subset Mc of the elements
m ∈ M , for which s(m) ≤ c, is compact.

The main role of the stabilizing functional (a stabilizer) is to select the appropriate class of models
for inverse problem solution. In practice, we usually select the model that is simplest in some sense,
yet still fits the data. In other words, we do not want features in the model which are not needed to fit
the data.

There are several common choices for a stabilizer (Zhdanov, 2002, 2015). One is based on the least
squares criterion, or, in other words, on the L2 norm for functions describing model parameters:

sL2(m) = ‖m‖2
L2

= (m,m)L2
=

∫
V

|m(r)|2 dv = min . (7.17)

In the last formula we assume that the function m(r), describing model parameters, is given within
a three-dimensional domain V , and r is a radius-vector of an observation point. The conventional
argument in support of the norm (7.17) comes from statistics and is based on an assumption that the
least squares image is the best over the entire ensemble of all possible images.

We can use, also, a quadratic functional sw:

sw = ‖Wm‖2
L2

= (Wm,Wm)L2
=

∫
V

|w (r)m(r)|2 dv = min, (7.18)

where w (r) is an arbitrary weighting function, and W is a linear operator of multiplication of the
function m(r) by the weighting function w (r).

Another stabilizer uses a minimum norm of difference between a selected model and some a priori
model mapr :

sL2apr(m) = ∥∥m − mapr

∥∥2
L2

= min . (7.19)
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The minimum norm criterion (7.17), as applied to the gradient of the model parameters ∇m, brings us
to a maximum smoothness stabilizing functional:

smax sm (m) = ‖∇m‖2
L2

= (∇m,∇m)L2

=
∫

V

|∇m(r)|2 dv = min . (7.20)

In some cases, one can use the minimum norm of the Laplacian of model parameters ∇2m,

smax sm (m) =
∥∥∥∇2m

∥∥∥2 =
(
∇2m,∇2m

)
= min . (7.21)

It has been successfully used in many inversion schemes developed for geophysical data interpretation
(see, for example, Constable et al., 1987; Smith and Booker, 1991; Zhdanov, 1993; Zhdanov and Fang,
1996a, 1996b). This stabilizer produces smooth models, which in many practical situations fail to
describe properly the real blocky geological structures. It also can result in spurious oscillations when
m is discontinuous.

One can use a total variation stabilizing functional (Rudin et al., 1992), which is essentially the L1

norm of the gradient:

sT V (m) = ‖∇m‖L1
=

∫
V

|∇m(r)|dv, (7.22)

or a modified TV stabilizing functional:

sβT V (m) =
∫

V

√
|∇m(r)|2 + β2dv, (7.23)

where β is a small number.
The advantage of the last functional is that it does not require the function m to be continuous,

only piecewise smooth (Vogel and Oman, 1998). Since the TV norm does not penalize discontinuity
in the model parameters, we can remove oscillations while preserving sharp conductivity contrasts. At
the same time, it imposes a limit on the total variation of m and on the combined arc length of the
curves along which m is discontinuous. That is why this functional produces a much better result than
maximum smoothness functionals when the blocky structures are imaged.

TV functionals sT V (m) and sβT V (m), however, tend to decrease the bounds of variation of the
model parameters, as can be seen from (7.22) and (7.23), and in this sense they still try to “smooth”
the real image. However, this “smoothness” is much weaker than in the case of traditional stabilizers
(7.20) and (7.19).

One can diminish this “smoothness” effect by introducing another stabilizing functional which
minimizes the area where significant variations of the model parameters and/or discontinuity oc-
cur (Portniaguine and Zhdanov, 1999a). This stabilizer is called a minimum gradient support
(MGS) functional. For the sake of simplicity we will discuss first a minimum support (MS) func-
tional, which provides a model with a minimum area of the distribution of anomalous parame-
ters.
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We introduce a support of m (denoted sptm) as the combined closed subdomains of V where
m �= 0. We call sptm a model parameter support. Consider the following functional of the model
parameters:

sβ (m) =
∫

V

m2 (r)
m2 (r) + β2

dv =
∫

spt m

[
1 − β2

m2 (r) + β2

]
dv

= sptm − β2
∫

spt m

1

m2 (r) + β2
dv. (7.24)

From the last expression we can see that

sβ (m) → sptm, if β → 0. (7.25)

Thus, sβ (m) can be treated as a functional, proportional (for a small β) to the model parameter support.
We can use this functional to introduce a minimum support (MS) stabilizing functional sMS (m) as

sMS (m) = sβ
(
m − mapr

) =
∫

V

(
m − mapr

)2(
m − mapr

)2 + β2
dv. (7.26)

This functional has an important property: it minimizes the total area with nonzero departure of
the model parameters from the given a priori model. Thus, a dispersed and smooth distribution of
the parameters with all values different from the a priori model mapr results in a big penalty func-
tion, while a well-focused distribution with a small departure from mapr will have a small penalty
function.

We can use this property of the minimum support functional to increase the resolution of blocky
structures. To do so, we modify sMS (m) and introduce a minimum gradient support (MGS) functional
as

sMGS (m) = sβ [∇m] =
∫

V

∇m · ∇m

∇m · ∇m + β2
dv. (7.27)

We denote by spt∇m the combined closed subdomains of V where ∇m �= 0. We call spt∇m a
gradient support. Then, expression (7.27) can be modified:

sMGS (m) = spt∇m − β2
∫

spt∇m

1

∇m · ∇m + β2
dv. (7.28)

From the last expression we can see that

sMGS (m) → spt∇m, if β → 0. (7.29)

Thus, the functional sMGS (m) can really be treated as a functional proportional (for a small β) to the
gradient support. This functional helps to generate a sharp and focused image of the inverse model.
Fig. 7.3 illustrates this property of the minimum gradient support functional.



7.2 FOUNDATIONS OF REGULARIZATION THEORY 279

By analogy with the minimum support functional, sMS (m), we can introduce a vertical minimum
support functional by the following formula:

sV MS(m) =
∫∫∫

V

[
m2 (r)∫∫

S
m2 (r) dxdy + β2

]
dv, (7.30)

where S is a horizontal section of the rectangular domain V .
We introduce a vertical support of m (denote vspt (m)) as the combined closed subdomains of S

where m �= 0. The functional sV MS(m) is equal to:

sMS(m) =
∫

vspt(m)

[ ∫∫
S
m2 (r) dxdy∫∫

S
m2 (r) dxdy + β2

]
dz

=
∫

vspt(m)

[
1 − β2∫∫

S
m2 (r) dxdy + β2

]
dz

= vspt (m) − β2
∫

vspt(m)

[
1∫∫

S
m2 (r) dxdy + β2

]
dz. (7.31)

From the last equation we see that, the vertical minimum support functional is proportional (for a small
β) to the model parameter vertical support:

sV MS(m) → vspt (m) , if e → 0.

Thus, application of the minimum vertical support functional should result in producing the models
with the anomalies having a thin dimension in the vertical direction. This kind of models are useful,
for example, in geophysical exploration for relatively thin oil and gas reservoirs.

Thus, the MS or MGS stabilizers introduced above select the inverse models from a class of models
with the minimum volume of the domain with the anomalous parameter distribution (MS stabilizer)
or with a minimum volume of area where the gradient of the model parameters is nonzero (MGS sta-
bilizer). These classes of models describe compact objects (minimum support) or objects with sharp
boundaries (minimum gradient support), which are typical targets in geophysical exploration. We call
this technique a focusing regularized inversion to distinguish it from the traditional smooth regularized
inversion.

Let us analyze now more carefully how one can use a stabilizer to select an appropriate class of
the models. Assume that the data dδ are observed with some noise dδ = dt+δd, where dt is the true
solution of the problem. In other words, we assume that the misfit (distance) between the observed data
and true data is less than the given level of the errors, δ, in the observed data,

‖dδ−dt‖D ≤ δ, (7.32)

where δ = ‖δd‖.
In this situation, it is natural to search for an approximate solution in the set Qδ of the models m

such that

‖A(m) − dδ‖ ≤ δ. (7.33)
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FIGURE 7.3

Illustration of the principle of the minimum gradient support inversion. A smooth inversion produces a smooth
image of a true rectangular model, while the inversion with the minimum gradient support stabilizer generates
a sharp image, close to the true model.

Thus, Qδ ⊂ M is a set of possible solutions.
The main application of a stabilizer is to select from the set of possible solutions Qδ the solutions

that continuously depend on the data and which possesses a specific property depending on the choice
of a stabilizer. Such solutions can be selected by the condition of the minimum of the stabilizing
functional:

s(m; m ∈ Qδ) = min . (7.34)

We have introduced a stabilizing functional under the condition that it selects a compact subset MC

from a metric space of the model parameters. Thus, we can say that a stabilizer from a set of possible
solutions, Qδ , selects a solution, which at the same time belongs to the correctness set MC . Fig. 7.4
helps to explain this role of the stabilizing functional.

The existence of the model, minimizing (7.34), was demonstrated by Tikhonov and Arsenin (1977).
We will denote this model as mδ :

s(mδ; mδ ∈ Qδ) = min . (7.35)

One can consider a model mδ as the result of an application of the operator R(dδ, δ) to the observed
data dδ , depending on the parameter δ:

mδ = R(dδ, δ) (7.36)

The major theorem of the regularization theory states that the operator R(dδ, δ), introduced by
formula (7.36), is the regularizing operator for Eq. (7.15), and mδ can be used as an approximate
solution of the inverse problem (note that in this case α = δ, while in general cases α = α(δ)). The
proof of this theorem can be found in Tikhonov and Arsenin (1977) and Zhdanov (2002).
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FIGURE 7.4

The stabilizing functional selects from a set of the possible solutions, Qδ , a solution, mδ , which at the same
time belongs to the correctness set MC .

7.2.4 TIKHONOV PARAMETRIC FUNCTIONAL
It has been proved by Tikhonov and Arsenin (1977) that, for a wide class of stabilizing functionals,
their minimum is reached on the model mδ such that ‖A(mδ) − dδ‖D = δ. Thus, we can solve the
problem of minimization (7.34) under the condition that

‖A(mδ) − dδ‖D = δ. (7.37)

In other words, one should consider the problem of minimization of the stabilizing functional (7.34),
when the model m is subject to the constraint (7.37). A common way to solve this problem is to
introduce an unconstrained parametric functional P α(m,dδ), m ∈ M , given by

P α(m,dδ) = ‖A(mδ) − dδ‖2
D + αs(m), (7.38)

and to solve the problem of minimization of this functional:

P α(m,dδ) = min. (7.39)

Functional ‖A(mδ) − dδ‖2
D is called a misfit functional. Thus, the parametric functional P α(m,dδ)

is a linear combination of the misfit and stabilizing functionals, and the unknown real parameter α is
similar to the Lagrangian multiplier. It is determined under the condition

‖A(mα) − dδ‖D = δ, (7.40)

where mα is the element on which P α(m,dδ) reaches its minimum. The functional P α(m,dδ) is called
the Tikhonov parametric functional.

It can be proved that, for any positive number, α > 0, and for any data, dδ ∈ D, we can determine
an operator, R(dδ, α), with the values in M , such that the model

mα = R(dδ, α) (7.41)

gives the minimum of the Tikhonov parametric functional P α(m,dδ).
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The fundamental result of the regularization theory is that this operator, R(dδ, α), is a regularizing
operator for the problem (7.1) (Tikhonov and Arsenin, 1977).

Thus, as an approximate solution of the inverse problem (7.1), we take the solution of another
problem (7.39) (problem of minimization of the Tikhonov parametric functional P α(m,dδ)), close to
the initial problem for the small values of the data errors δ.

7.3 REGULARIZATION PARAMETER
7.3.1 TIKHONOV METHOD OF REGULARIZATION PARAMETER SELECTION
The regularization parameter α describes the trade-off between the best fitting and most reasonable sta-
bilization. In a case where α is selected to be too small, the minimization of the parametric functional
P α(m) is equivalent to the minimization of the misfit functional; therefore we have no regularization,
which can result in an unstable incorrect solution. When α is too large, the minimization of the para-
metric functional P α(m) is equivalent to the minimization of the stabilizing functional s(m), which
will force the solution to be closer to the a priori model. Ultimately, we would expect the final model to
be exactly like the a priori model, while the observed data are totally ignored in the inversion. Thus, the
critical question in the regularized solution of the inverse problem is the selection of the optimal reg-
ularization parameter α. The basic principles used for determining the regularization parameter α are
discussed in Tikhonov and Arsenin (1977). The solution of this problem can be based on the following
consideration.

Let us assume that data dδ are observed with some noise, dδ = dt +δd, where dt is the true solution
of the problem and the level of the errors in the observed data is equal to δ:

‖dδ − dt‖ ≤ δ. (7.42)

Then the regularization parameter can be determined by the misfit condition (7.41)

‖A(mα) − dδ‖ = δ. (7.43)

To justify this approach we will examine more carefully the properties of all three functionals involved
in the regularization method: the Tikhonov parametric functional and the stabilizing and misfit func-
tionals.

Let us introduce the following notations:

p(α) =P α(mα,dδ), parametric functional,

s(α) = s(mα), stabilizing functional, (7.44)

i(α) =‖A(mα) − dδ‖ , misfit functional.

We examine some properties of the functions p(α), i(α), and s(α).

Property 1. Functions p(α), i(α), and s(α) are monotonic functions: p(α) and i(α) are not decreasing
and s(α) is not increasing.
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Proof. Let α1 < α2 and

pk = p(αk) = P αk (mαk
,dδ),

ik = i(αk) = μ2
D(A(mαk

),dδ),

sk = s(αk) = s(mαk
).

The following inequality holds:

p2 = i2 + α2s2 ≥ i2 + α1s2, (7.45)

because α1 < α2.
On the other hand

P α1(mα2 ,dδ) = i2 + α1s2 ≥ i1 + α1s1 = p1 = P α1(mα1 ,dδ), (7.46)

because mα1 realizes the minimum p1 of the functional P α1(m,dδ).
Thus from (7.45) and (7.46) we have

p2 ≥ p1 (7.47)

for

α2 > α1,

which means that p(α) is a monotonic function of α.
Furthermore,

P α2(mα1 ,dδ) = i1 + α2s1 ≥ i2 + α2s2 = P α2(mα2 ,dδ), (7.48)

because mα2 realizes the minimum p2 of the functional P α2(m,dδ).
Subtracting the left-hand side of inequality (7.48) from the right-hand side of inequality (7.46) and

the right-hand side of inequality (7.48) from the left-hand side of inequality (7.46), we obtain

(α1 − α2)s2 ≥ (α1 − α2)s1. (7.49)

Since α1 < α2,

s1 ≥ s2. (7.50)

From inequalities (7.46) and (7.50) it follows that

i2 − i1 ≥ α1(s1 − s2)

and hence

i2 ≥ i1.

Property 2. It can be proved that the functions p(α), i(α), and s(α) are continuous functions (if the
element mα is unique).

Note, also, that

p(α) → 0 for α → 0,



284 CHAPTER 7 PRINCIPLES OF ILL-POSED INVERSE PROBLEM SOLUTION

FIGURE 7.5

Illustration of the principle of optimal regularization parameter selection. The plots show the behavior of the
misfit functional, parametric functional, and a stabilizer versus the logarithm of the regularization parameter, α.

and

p(0) = 0. (7.51)

From the fact that

i(α) + αs(α) = p(α) → 0, for α → 0,

it follows that

i(0) = 0. (7.52)

Thus we have proved the following theorem.

Theorem 37. If i(α) is a one-to-one function, then, for any positive number δ < δ0 = μD(A(m0),dδ)

(where m0 is some a priori model), there exists α(δ) such that μD(A(mα(δ)),dδ) = δ.

Fig. 7.5 helps to explain the principle of optimal regularization parameter selection. One can see
that, because of the monotonic character of the function i(α), there is only one point, α0, where i(α0) =
μ2

D(A(mα0),dδ) = δ2.
Let us consider one simple numerical method for determining the parameter α. Consider, for ex-

ample, a progression of numbers:

αk = α1q
k−1, k = 1,2, ..., n; 0 < q < 1. (7.53)
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FIGURE 7.6

The L curve represents a simple curve for all possible α of the misfit functional, i(α), versus the stabilizing
functional, s(α), plotted in log-log scale. The distinct corner, separating the vertical and the horizontal
branches of this curve, corresponds to the quasi-optimal value of the regularization parameter α.

For any number αk we can find the element mαk
minimizing P αk (m,dδ) and calculate the misfit

μD(A(mαk
),dδ). The optimal value of the parameter α is the number α0 = αk0, for which, with the

necessary accuracy, we have the equality

μD(A(mαk0),dδ) = δ. (7.54)

The equality (7.54) is called the misfit condition.

7.3.2 L-CURVE METHOD OF REGULARIZATION PARAMETER SELECTION
L-curve analysis (Hansen, 1998) represents a simple graphical tool for qualitative selection of the
quasi-optimal regularization parameter.

It is based on plotting for all possible α the curve of the misfit functional, i(α), versus the stabilizing
functional, s(α) (where we use notations (7.44)). The L curve illustrates the trade-off between the best
fitting (minimizing a misfit) and the most reasonable stabilization (minimizing a stabilizer). In a case
where α is selected to be too small, the minimization of the parametric functional P α(m) is equivalent
to the minimization of the misfit functional; therefore i(α) decreases, while s(α) increases. When α

is too large, the minimization of the parametric functional P α(m) is equivalent to the minimization of
the stabilizing functional; therefore s(α) decreases, while i(α) increases. As a result, it turns out that
the L-curve, when it is plotted in log-log scale, very often has the characteristic L-shape appearance
(Fig. 7.6) that justifies its name (Hansen, 1998).

The distinct corner, separating the vertical from the horizontal branches of this curve, corresponds
to the quasi-optimal value of the regularization parameter α. We should note that in many practical
cases the plot of the misfit functional, i(α), versus the stabilizing functional, s(α), does not have a
clear corner, which can be easily identified by a visual analysis. Most often this curve has a relatively
smooth behavior, as shown in Fig. 7.7. In this situation the optimal value of the regularization parameter
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FIGURE 7.7

L-curve plot for selection of the quasi-optimal regularization parameter α. The star dot shows the point where
the curvature of the curve is greatest, corresponding to the quasi-optimal value of the regularization
parameter α.

can be found by plotting the curvature of the L curve. Obviously, the point with the maximum curvature
corresponds to the “corner” of the L curve. Fig. 7.7 presents an example of these calculations. We show
in this figure the L curve, the first derivative of the L curve, and the plot of its second derivative (the
curvature). The star dot shows the point where the curvature of the curve is greatest, corresponding to
the quasi-optimal value of the regularization parameter α.
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Electromagnetic (EM) inverse methods are widely used in the interpretation of geophysical EM data
in mineral, hydrocarbon, and groundwater exploration. During the last decade we have observed re-
markable progress in the development of a multi-dimensional interpretation technique. Many papers
have been published during the last 20 years on 3-D inversion of EM geophysical data (Madden and
Mackie, 1989; Eaton, 1989; Zhdanov and Keller, 1994; Zhdanov and Fang, 1996b; Alumbaugh and
Newman, 1997; Newman and Alumbaugh, 1997; Zhdanov and Fang, 1999; Zhdanov et al., 2000b;
Zhdanov and Hursán, 2000; Sasaki, 2001; Zhdanov and Tartaras, 2002; Zhdanov and Golubev, 2003;
Mackie and Watts, 2004; Siripunvaraporn et al., 2004, 2005; Gribenko and Zhdanov, 2007; Zhdanov et
al., 2014a, 2014b). However, EM inversion is still one of the most difficult problems of EM geophysics.
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Difficulties arise even in forward modeling because of the huge size of the numerical problem to
be solved for adequate representation of the complex 3-D distribution of EM parameters in the media.
As a result, computer simulation time and memory requirements could be excessive especially for
realistic models. Additional difficulties are related to EM inverse problem solution. These problems
are nonlinear and ill posed, because, in general cases, the solutions can be unstable and/or nonunique.
In order to overcome these difficulties one should use the methods of regularization theory to obtain
stable, unique solutions of the original ill-posed EM inverse problems.

In this chapter we will outline the basic principles of electromagnetic inversion and imaging based
on the methods of regularization theory.

8.1 LINEAR INVERSIONS
The simplest approach to the solution of electromagnetic inverse problems is based on linearization
of the forward modeling operator. This approach has found wide practical application because of the
ease of its implementation, the accessibility of software for linear inversion, and the speed of numer-
ical calculations. Linearization uses the family of linear and nonlinear approximations based on the
Born method, described in Chapter 6. The simplest approach to linearization is based on the Born
approximation.

8.1.1 BORN INVERSION
The simplest approach to the solution of the electromagnetic inverse problem is based on linearization
of the integral equations (6.40) and (6.41) using a Born approximation:

Ea
(
rj

)≈ GE

(
�σ̃Eb

)
=
∫∫∫

D

ĜE

(
rj | r

)
�σ̃ (r)Eb (r) dv, (8.1)

Ha
(
rj

)≈ GH

(
�σ̃Eb

)
=
∫∫∫

D

ĜH

(
rj | r

)
�σ̃ (r)Eb (r) dv. (8.2)

Note that comparing formulae (8.1), (8.2) and (6.62), (6.63), we see that the expressions on the right-
hand sides of the Born approximations can be represented as the Fréchet derivative operators calculated
for the background conductivity σ̃b and the anomalous conductivity �σ̃ :

GE

(
�σ̃Eb

)
= FE (̃σb,�σ̃ ) , (8.3)

GH

(
�σ̃Eb

)
= FH (̃σ ,�σ̃ ) . (8.4)

The argument in the expressions for the Fréchet differentials, FE,H (̃σb,�σ̃ ), consists of two parts.
The first part, σ̃b, is the background conductivity distribution, for which we calculate the forward
modeling operator variation; the second part, �σ̃ , is the anomalous conductivity, which plays the role
of the background conductivity variation. We will use below the following simplified notations for the
Fréchet differentials:

FE,H (̃σb,�σ̃ ) = Fb
E,H (�σ̃ ),
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where the upper subscript “b” denotes that the differentials are calculated for the background conduc-
tivity.

Substituting the Born approximation (8.3) into formula (6.40), we arrive at the linearized form of
the forward modeling operator:

Ea = Fb
E (�σ̃ ) . (8.5)

In a solution of the inverse problem we assume that the anomalous field, Ea , and the background
conductivity, σ̃b, are given. The goal is to find the anomalous conductivity distribution, �σ̃ . In this
case, formula (8.5) has to be treated as a linear equation with respect to �σ̃ .

8.1.2 DISCRETE LINEAR EM INVERSE PROBLEM
We can represent the linear integral equations (8.1) and (8.2), based on the Born approximation, using
more general operator notations:

d = A(m), (8.6)

where m represents the conductivity model parameters, d are observed geophysical EM data, and A is
a corresponding linear Born operator.

In practical solutions of the inverse problems encountered in electromagnetic methods, we must
remember that, along with the continuous function describing the EM field, we have a finite set of
these data (measurements of values for the electromagnetic field or some related numerical values
at a finite number of observation points for specific times or frequencies). This set of data forms a
column vector of length ND , which we will designate as d. As an example, consider a case in which
x-component, Ex , has been measured at two points, x1 and x2, along a profile at two frequencies, ω1
and ω2. The vector d is:

d =

⎡
⎢⎢⎣

Ex(x1,ω1)

Ex(x1,ω2)

Ex(x2,ω1)

Ex(x2,ω2)

⎤
⎥⎥⎦ .

In constructing an initial model for the geoelectrical structure of the earth in one, two, or three
dimensions, some organized approach to parameterization must be used in characterizing the spatial
distribution of resistivity in the model. For example, in a one-dimensional model with specified lo-
cations of the boundaries between layers, the model is parameterized by a step-wise constant set of
conductivity values within each layer, σ1, σ2, ..., σNM

. In a two-dimensional model, parameterization
can be accomplished as follows. Suppose that for x ≤ xL, x ≥ xR(xL < xR), and z ≥ zb , the geoelec-
trical model is described by some specified one-dimensional geoelectrical sequence:

σ(x, z) =
⎛
⎝ σL(z) x ≤ xL

σR(z) x ≥ xR

σL(z) = σR(z) z ≥ zb

. (8.7)

The region of unknown conductivity, σ(x, z), is located within a region of rectangular cross sec-
tion V : {xL ≤ x ≤ xR , 0 ≤ z ≤ zb}. The rectangle V is subdivided with some mesh (rectilinear) into
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blocks or cells with constant values of conductivity, σ1, σ2, ..., σNM
. A column vector, m, of length

NM of model parameters is formed from the values which uniquely describe the geoelectrical section
within the designated window in the selected model. An analogous procedure is used to parameterize
a three-dimensional model. In our case, for example, mj = σj .

And so, after discretizing the field data, d , and distributing conductivities over the model, σ , the
solution to the inverse problem stated in Eq. (8.6) can be written in matrix form:

d = Am, (8.8)

where A is the N ×L discrete matrix analog to the nonlinear operator A which appeared earlier in this
book in the numerical solution of the Maxwell system of equations.

Expression (8.8) describes a system of N linear equations with respect to L unknown parameters,
m1,m2,m3, ...,mL:

di =
L∑

j=1

Aijmj , i = 1,2,3, ...,N. (8.9)

Thus, solving the inverse problem (8.6) means solving the system of linear equations (8.9) with
respect to parameters m1,m2,m3, ...,mL.

There exist several different methods of solving the matrix equation (8.8) (see, for example,
Zhdanov, 2002). Taking into account that the electromagnetic inverse problem is ill posed, we will
present below the corresponding regularization methods for its solution.

8.1.3 THE TIKHONOV REGULARIZATION METHOD OF LINEAR INVERSION
Let us consider a general approach to linear inversion based on the Tikhonov regularization technique
introduced in Chapter 7. The corresponding parametric functional can be introduced in the following
form:

P α(m,d) = ‖WdAm − Wdd‖2 + α‖Wmm − Wmmapr‖2,

where Wd and Wm are some weighting matrices of data and model (not necessarily diagonal), mapr is
some a priori model, and ‖...‖ denotes the Euclidean norm in the spaces of data and models.

We will discuss some specific choices of Wd and Wm later.
We can also rewrite the functional P α(m,d) in the matrix notation:

P α(m,d) = (WdAm − Wdd)T (WdAm − Wdd)

+ α(Wmm − Wmmapr)
T (Wmm − Wmmapr).

According to the basic principles of the regularization method, we have to find a quasi-solution of the
inverse problem as the model mα that minimizes the parametric functional

P α(mα,d) = min .

The regularization parameter α is determined from the misfit condition:

‖WdAmα − Wdd‖ = δ,



8.1 LINEAR INVERSIONS 293

where δ is some a priori estimation of the level of “weighted” noise of the data:

‖Wdδd‖ = δ. (8.10)

To solve this problem, following Zhdanov (2002), we calculate the first variation of P α(m,d):

δP α(m,d) = 2(WdAδm)T (WdAm − Wdd) + 2α(Wmδm)T (Wmm − Wmmapr) = 0.

The last equation can be rewritten as

δmT
[
(AT WT

d WdA + αWT
mWm)m −

(
AT WT

d Wdd + αWT
mWmmapr

)]
= 0,

from which we obtain at once a regularized normal equation for the original inverse problem (8.8),

(AT WT
d WdA + αWT

mWm)mα = AT WT
d Wdd + αWT

mWmmapr, (8.11)

and its regularized solution,

mα = (AT WT
d WdA + αWT

mWm)−1(AT WT
d Wdd + αWT

mWmmapr). (8.12)

Usually the weighting matrices Wd and Wm are selected to be symmetric (or even diagonal), so
Eq. (8.12) can be rewritten:

mα = (AT W2
dA + αW2

m)−1(AT W2
dd + αW2

mmapr). (8.13)

The last expression gives the regularized solution of the generalized least-squares problem.

8.1.4 DEFINITION OF THE WEIGHTING MATRICES FOR MODEL PARAMETERS AND
DATA

Let us analyze the sensitivity of the data to the perturbation of one specific parameter mk . To solve this
problem, we apply the variational operator to both sides of Eq. (8.9):

δdi = Aikδmk. (8.14)

In the last formula, Aik are the elements of the matrix A of the forward modeling operator, and there is
no summation over index k. Therefore, the norm of the perturbed vector of the data can be calculated
as

‖δd‖ =
√∑

i

(δdi)
2 =

√∑
i

(Aik)
2δmk. (8.15)

We determine the integrated sensitivity of the data to the parameter mk as the ratio

Sk = ‖δd‖
δmk

=
√∑

i

(Aik)
2. (8.16)
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One can see that the integrated sensitivity depends on the parameter k. In other words, the sensitivity
of the data to the different parameters varies, because the contributions of the different parameters to
the observation are also variable.

The diagonal matrix with the diagonal elements equal to Sk = ‖δd‖/δmk is called an integrated
sensitivity matrix:

S = diag

⎛
⎝√∑

i

(Aik)
2

⎞
⎠= diag

(
AT A

)1/2
. (8.17)

In other words, it is formed by the norms of the columns of the matrix A.
The basic idea of introducing a weighting matrix, Wm, for the model parameters is as follows. We

identify this matrix as the diagonal integrated sensitivity matrix

Wm = [
Wj

]= [
Sj

]= S. (8.18)

Thus, the weights are selected to be equal to the sensitivities:

Wj = Sj . (8.19)

We can now introduce the weighted model parameters:

mw = Wmm. (8.20)

Using these notations, we can rewrite the inverse problem equation (8.8) as follows

d = AW−1
m Wmm = A

w
mw, (8.21)

where Aw is a weighted forward modeling operator,

Aw = AW−1
m . (8.22)

Now we perturb the data with respect to one specific weighted parameter mw
k :

δdi = Aw
ikδm

w
k ,

and calculate a new integrated sensitivity Sw
k of the data to the weighted parameter mw

k as the ratio

Sw
k = ‖δd‖

δmw
k

=
√∑

i

(
Aw

ik

)2
δmw

k

δmw
k

=
√∑

i

(
Aw

ik

)2

=
√∑

i

(
AikW

−1
k

)2 = W−1
k

√∑
i

(Aik)
2 = W−1

k Sk = 1. (8.23)

Formula (8.23) shows that the new matrix of the integrated sensitivity Sw is a unit matrix:

Sw = I.
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Therefore, data are uniformly sensitive to the new weighted model parameters!
Note that the corresponding weighted stabilizing functional takes the form

sw (m) = (m − mapr)
T W2

m(m − mapr) = (m − mapr)
T S2(m − mapr). (8.24)

It imposes a stronger penalty on departure from the a priori model for those parameters that contribute
more significantly to the data.

Thus, the model weighting results in practically equal resolution of the inversion with respect to
different parameters of the model.

In a similar way, we can define the diagonal data weighting matrix, formed by the norms of the
rows of the matrix A:

Wd = diag

⎛
⎝√∑

k

(Aik)
2

⎞
⎠= diag

(
AAT

)1/2
. (8.25)

These weights make normalized data less dependent on the specific parameters of observations (for
example, frequency and distance from the anomalous domain), which improves the resolution of the
inverse method.

8.1.5 APPROXIMATE REGULARIZED SOLUTION OF LINEAR INVERSE PROBLEM
In practical geophysical applications the size of the linear inverse problem (8.8) can be so large, that
direct matrix inversion can be extremely time consuming. This situation is typical for seismic or elec-
tromagnetic data inversion. In this case we can use a simple approach to approximate the solution of the
inverse problem. The basic ideas of this technique as applied to the Born inversion in electromagnetics
and acoustics were formulated by Blok and Oristaglio (1995).

We rewrite the regularized normal equation (8.11) in the form

(AT W2
dA + αW̃2

m)mα = AT W2
dd + αW̃2

mmapr, (8.26)

where we use a tilde sign above Wm, because we will introduce different model parameters weights in
the case of an approximate solution.

Let us assume that the regularization parameter α is so big that we can neglect the term AT W2
dA

compared with the term αW̃2
m on the left-hand side of (8.26):

αW̃2
mmα ≈ AT W2

dd + αW̃2
mmapr. (8.27)

From the last formula we obtain at once an approximate regularized solution:

mα ≈ α−1W̃−2
m AT W2

dd + mapr. (8.28)

We can see that computing the approximate solution mα does not require an inversion of the matrix
A and can be found by simple matrix multiplication. The coefficient α−1 can now be treated as just a
scaling factor, which can be found by minimizing the misfit between the observed and predicted data:

‖Amα − d‖ = ‖α−1AW̃−2
m AT W2

dd + Amapr − d‖ = min . (8.29)
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In the following chapters we will demonstrate that approximation (8.28) results in effective imaging
schemes, including electromagnetic migration.

Note, however, that in the case of the approximate solution, the weighting matrix for the model
parameters should be selected as the square root of the integrated sensitivity matrix:

W̃m = [
W̃mj

]=
[√

Sj

]
= √

S = diag

⎛
⎝ 4

√∑
k

(Aik)
2

⎞
⎠= diag

(
AT A

)1/4
. (8.30)

This choice of the weighting matrix can be justified by the following consideration.
Let us denote by mw̃2

α the approximate regularized solution (8.28) with weights,

mw̃2

α = W̃2
mmα. (8.31)

According to (8.27), the weighted solution is expressed by the formula:

mw̃2

α = α−1AT W2
dd + mw̃2

apr, (8.32)

where mw̃2

apr = W̃2
mmapr .

Introducing the notation of (8.31), we rewrite the inverse problem equation (8.8) as follows:

d = AW̃−2
m W̃2

mm = A
w̃2

mw̃2
, (8.33)

where Aw̃2
is a new weighted forward modeling operator,

Aw̃2 = AW̃−2
m . (8.34)

Perturbing the data with respect to one specific weighted parameter mw̃2

k , δdi = Aw̃2

ik δmw̃2

k , we calcu-

late a new integrated sensitivity Sw̃2

k of the data to one new weighted parameter mw2

k :

Sw̃2

k = ‖δd‖
δmw̃2

k

=
√∑

i

(
Aw̃2

ik

)2 =
√∑

i

(
AikW̃

−2
k

)2 = W̃−2
k

√∑
i

(Aik)
2 = W̃−2

k Sk = 1. (8.35)

Formula (8.35) shows that the new matrix of the integrated sensitivity Sw̃2
is a unit matrix:

Sw̃2 = I.

As a result, the weighted approximate regularized solution, given by formula (8.32), provides a uniform
estimate of the different model parameters. However, at the final stage of inversion we should return
from the weighted parameters, mw̃2

α , to the real model parameters, mα , using the formula

mα = W̃−2
m mw̃2

α = α−1W̃−2
m AT W2

dd + mapr. (8.36)
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Note in conclusion that different selections of model parameter weights are dictated by the different
methods of solution of the inverse problem. If we apply the direct inversion according to formula (8.12),
we should use weights equal to sensitivities. If we use the approximate inversion described by formula
(8.36), we select the weights as square roots of the sensitivities. In both cases the weights are selected
under the condition that they provide uniform sensitivity of the solution to the observed data.

8.1.6 THE LEVENBERG-MARQUARDT METHOD
Let us consider a special case when Wd = I and Wm = I. Then Eq. (8.13) turns out to be

mα = (AT A + αI)−1(AT d + αmapr). (8.37)

Assume now that mapr = 0:

mα = (AT A + αI)−1AT d. (8.38)

The solution (8.38) describes the classical Levenberg-Marquardt method of damped least squares,
where α plays the role of a “damping factor” (Levenberg, 1944; Marquardt, 1963).

For a better understanding of how the regularization parameter or “damping factor” α works, let us
apply a singular value decomposition method to matrix A:

A = UQVT ,

where U and V are orthogonal matrices and Q is a diagonal matrix (Zhdanov, 2002). Then we have

AT A = VQ2VT . (8.39)

From the last equation we obtain at once

(AT A + αI)−1 = (VQ2VT + αVIVT )−1 = (V[diag(α + Q2
i )]VT )−1

= V[diag(
1

α + Q2
i

)]VT . (8.40)

We can clearly see from Eq. (8.40) how regularization makes the nearly singular matrix well con-
ditioned; even if Qi → 0, division by zero does not occur.

8.1.7 CONDUCTIVITY IMAGING BY THE BORN APPROXIMATION
We can now introduce a fast imaging technique based on a Born approximation. Let us recall formula
(8.28) for an approximate regularized solution of the linear inverse problem. In the case of Eq. (8.5),
this formula takes the form (assuming that we have no a priori model):

�σ̃≈k
(
W�

EWE

)−1 Fb�
E

(
Ea
)
, (8.41)
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where Fb�
E is an adjoint Fréchet derivative operator, WE is a weighting operator, and the scalar coeffi-

cient k is a solution of the minimization problem:

∥∥∥kFb
E

((
W�

EWE

)−1 Fb�
E

(
Ea
))− Ea

∥∥∥2 = min . (8.42)

Let us find, first, an explicit form of the adjoint Fréchet derivative operator Fb�
E . By definition, the

adjoint operator must satisfy to the following equation (Zhdanov, 2002),(
Fb

E (�σ̃ ) , f
)

D
=
(
�σ̃ ,Fb�

E (f)
)

M
, (8.43)

where f = f (r) is arbitrary vector function defined in domain D.
We can rewrite formula (8.43) as (Zhdanov, 2002):

(
Fb

E (�σ̃ ) , f
)

D
=
∫∫

S

GE

(
�σ̃Eb

)
· f∗

(
r′)ds′

=
∫∫

S

[∫∫∫
D

ĜE

(
r′ | r

) · �σ̃ (r)Eb (r) dv

]
· f∗

(
r′)ds′

=
∫∫∫

D

�σ̃ (r)
{∫∫

S

[
ĜE

(
r′ | r

) · Eb (r)
]∗ · f

(
r′)ds′

}∗
dv

=
(
�σ̃ ,Fb�

E (f)
)

M
. (8.44)

From the last formula we have(
�σ̃ ,

[
Fb�

E (f) −
∫∫

S

[
ĜE

(
r′ | r

) · Eb (r)
]∗ · f

(
r′)ds′

])
M

= 0. (8.45)

Eq. (8.45) should hold for any �σ̃ , for example for

�σ̃ ′ = Fb�
E (f) −

∫∫
S

[
ĜE

(
r′ | r

) · Eb (r)
]∗ · f

(
r′)ds′.

Therefore, ∥∥∥∥Fb�
E (f) −

∫∫
S

[
ĜE

(
r′ | r

) · Eb (r)
]∗ · f

(
r′)ds′

∥∥∥∥2

M

= 0.

From the last formula we conclude that the adjoint Fréchet derivative operator Fb�
E is given by the

formula:

Fb�
E (f) =

∫∫
S

[
ĜE

(
r′ | r

) · Eb (r)
]∗ · f

(
r′)ds′ = Eb∗ (r) ·

∫∫
S

˜̂G∗
E

(
r′ | r

) · f
(
r′)ds′, (8.46)

where a tilde denotes the operation of transposition.
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In a similar way we can obtain the formula for the adjoint Fréchet derivative operator Fb�
H :

Fb�
H (f) = Eb∗ (r) ·

∫∫
S

˜̂G∗
H

(
r′ | r

) · f
(
r′)ds′. (8.47)

Substituting expression (8.46) into formula (8.41), we finally arrive at the following imaging for-
mula:

�σ̃ (r)≈k
(
W ∗

EWE

)−1 Eb∗ (r) ·
∫∫

S

˜̂G∗
E

(
r′ | r

) · Ea
(
r′)ds′. (8.48)

In a similar way we can derive an imaging formula based on anomalous magnetic field observations:

�σ̃ (r)≈k
(
W�

H WH

)−1 Eb∗ (r) ·
∫∫

S

˜̂G∗
H

(
r′ | r

) · Ha
(
r′)ds′. (8.49)

The weighting operators WE and WH for electric and magnetic forward operators are linear oper-
ators of the multiplication of conductivity �σ̃ by the functions wE (r) and wH (r) equal to the square
root of the integrated sensitivity:

wE =√
SE, and wH =√

SH . (8.50)

The integrated sensitivity, SE , in accordance with (6.70), is calculated by the formula

SE (r) =
√∫∫

S

∣∣ĜE (r′ | r) · Eb (r)
∣∣2 ds′ =

∥∥∥ĜE

(
r′ | r

) · Eb (r)
∥∥∥

D
. (8.51)

Formula (8.51) should be treated as the integrated sensitivity of the anomalous electric field to the local
conductivity anomaly located at a point with the radius vector r. Similarly, we can find the integrated
sensitivity of the anomalous magnetic field to the local conductivity anomaly, using formula (6.71):

SH (r) =
√∫∫

S

∣∣ĜH (r′ | r) · Eb (r)
∣∣2 ds′ =

∥∥∥ĜH

(
r′ | r

) · Eb (r)
∥∥∥

D
. (8.52)

The weighting functions, according to (8.50), are equal to

wE (r) =
√∥∥ĜE (r′ | r) · Eb (r)

∥∥
D

, wH (r) =
√∥∥ĜH (r′ | r) · Eb (r)

∥∥
D

. (8.53)

Substituting formulae (8.53) into (8.48) and (8.49), we finally find:

�σ̃ (r)≈k
Eb∗ (r) · ∫ ∫

S
˜̂G∗

E

(
r′ | r

) · Ea
(
r′)ds′∥∥ĜE (r′ | r) · Eb (r)

∥∥
D

. (8.54)

or

�σ̃ (r)≈k
Eb∗ (r) · ∫ ∫

S
˜̂G∗

H

(
r′ | r

) · Ha
(
r′)ds′∥∥ĜH (r′ | r) · Eb (r)

∥∥
D

. (8.55)
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Formulae (8.54) and (8.55) have a clear physical interpretation. Let us introduce a unit conductance
�0 = 1 S. According to the reciprocity theorem (see Chapter 3), the integral term in Eq. (8.54) can be
treated as the complex conjugate of the electric field ER (divided by the unit conductance �0),

ER (r) =
∫∫

S

˜̂GE

(
r′ | r

) · Ea
(
r′)ds′

=
∫∫

S

ĜE

(
r | r′) · �0Ea∗ (r′)ds′/�0 =

∫∫
S

ĜE

(
r | r′) · jSE

(
r′)ds′/�0, (8.56)

generated at the point r by the fictitious electric current, distributed over the surface of observations S

with the surface density jSE , equal to the complex conjugate anomalous field multiplied by �0:

jSE
(
r′)=�0Ea∗ (r′) . (8.57)

We have introduced the unit conductance �0 in both Eqs. (8.56) and (8.57) to keep the correct dimen-
sions of the fictitious electric current jSE and the normalized electric field ER (r).

The approximate anomalous conductivity in formula (8.54) is obtained as a scalar product of the
auxiliary field ER∗ (r) with the complex conjugate background field at the point r, normalized by the
magnitudes of the background field and the norm of the corresponding Green’s tensor at the same
point:

�σ̃ (r) ≈ k�σ̃ ′
E (r) , and �σ̃ ′

E (r) = Eb∗ (r) · ER∗ (r)∥∥ĜE (r′ | r) · Eb (r)
∥∥

D

, (8.58)

where the scalar coefficient k is the solution of the minimization problem∥∥∥kFb
E

(
�σ̃ ′

E (r)
)− Ea

∥∥∥2 = min .

Formula (8.55) has a similar interpretation, only in this case we should introduce by reciprocity the
magnetic field HR ,

HR (r) =
∫∫

S

˜̂GH

(
r′ | r

) · Ha∗ (r′)ds′ =
∫∫

S

ĜH

(
r | r′) · Ha∗ (r′)ds′,

generated at the point r by the fictitious electric current, distributed over the surface of observations S

with the surface density jSH , determined by the expression1

jSH
(
r′)= Ha∗ (r′) .

As a result, we arrive at the following formula for the anomalous conductivity:

�σ̃ (r) ≈ k�σ̃ ′
H (r) , and �σ̃ ′

H (r) = Eb∗ (r) · HR∗ (r)∥∥ĜH (r′ | r) · Eb (r)
∥∥

D

, (8.59)

1Note that, according to the first Maxwell’s equation, the surface density of the electric current has the dimensions of magnetic
field.
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where the scalar coefficient k is the solution of the minimization problem

∥∥∥kFb
H

(
�σ̃ ′

H (r)
)− Ha

∥∥∥2 = min .

Note that in the definition of the auxiliary fields ER∗ (r) = ER∗ (r,ω) and HR∗ (r) = HR∗ (r,ω) we
use the complex conjugate Green’s tensors. It can be demonstrated that the transition to the complex
conjugate function in frequency domain corresponds to changing a sign in front of time variable t in
the time domain. Thus, using the convolution theorem (Arfken and Weber, 1995, p. 863–865), we can
write the expressions for the auxiliary electric and magnetic fields in time domain as follows:

1

2π

∫ +∞

−∞
ER∗ (r,ω) e−iωt ′dω = 1

2π

∫ +∞

−∞

∫∫
S

Ĝ∗
E

(
r | r′) · Ea

(
r′,ω

)
ds′e−iωt ′dω

=
∫∫

S

∫ +∞

−∞
ĜE(r,−t | r′,−t ′)Ea

(
r′, t

)
dtds′ = ẼR

(
r, t ′

)
, (8.60)

and

1

2π

∫ +∞

−∞
HR∗ (r,ω) e−iωt ′dω =

∫∫
S

∫ +∞

−∞
ĜH (r,−t | r′,−t ′)Ha

(
r′, t

)
dtds′

= H̃R
(
r, t ′

)
. (8.61)

The minus sign in front of time variable t in the expression for the Green’s tensors indicates that
the electromagnetic field propagation occurs backward in time. Therefore, the fields ẼR

(
r, t ′

)
and

H̃R
(
r, t ′

)
are referred to as the “back-propagated” or “back-scattering” fields. We will discuss the

properties of these fields in more details in Chapter 9 on electromagnetic field migration.

8.1.8 ITERATIVE BORN INVERSIONS
Other techniques available for linearization of the original electromagnetic integral equation are based
on transforming this nonlinear problem to a sequence of linear problems. Two common iterative
schemes are the Born iterative and distorted-Born iterative methods (Chew, 1990).

In the Born iterative method the original integral equation for the electric field E is written
twice: first as a domain equation (8.62) with respect to the electric field inside the anomalous do-
main D, and second, as a data equation (8.63) connecting the observed anomalous field (electric data
dE= Ea= E − Eb , or magnetic data dH = Ha= H − Hb) with the electric field within the anomalous
domain

E = GE (�σ̃E) + Eb, (8.62)

dE = GE (�σ̃E) , dH = GH (�σ̃E) , (8.63)

where GE and GH are the electric and magnetic Green’s operators determined by formula (6.37).
Note that each equation, (8.62) and (8.63), is bilinear because of the product of two unknowns,

�σ̃ and E. However, if we specify one of the unknowns, the equations become linear. The iterative
Born inversion is based on subsequently determining �σ̃ from Eq. (8.63) for a specified E, and then
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updating E from Eq. (8.62) for a predetermined �σ̃ , etc. Within the framework of this method the
Green’s tensors ĜE and ĜH , and the background field Eb stay unchanged.

In the distorted-Born iterative method, the background field and the Green’s tensors are updated
after each iteration according to the updated conductivity �σ̃ . However, this approach is difficult to
implement in practice, because it requires calculation of the Green’s tensors for inhomogeneous media,
which is an extremely time consuming problem in itself.

The interested reader may find more information about the iterative Born method in the monograph
by Zhdanov (2002).

8.2 NONLINEAR INVERSION
8.2.1 FORMULATION OF THE NONLINEAR EM INVERSE PROBLEM
Consider a general nonlinear inverse problem for anomalous electric or magnetic fields:

dE = AE (�σ̃ ) = GE (�σ̃E) , (8.64)

dH = AH (�σ̃ ) = GH (�σ̃E) , (8.65)

where AE,H (�σ̃ ) are nonlinear forward modeling operators, given by the formulae:

AE,H (�σ̃ ) = GE,H (�σ̃E) =
∫∫∫

V

ĜE

(
r′ | r

) · �σ̃
[
Eb (r) + Ea (r)

]
dv. (8.66)

The nonlinearity of the operators AE,H

(
r′ | �σ̃

)
with respect to the anomalous conductivity �σ̃ comes

from the fact that the anomalous electric field Ea is also a function of �σ̃ .
According to the conventional Tikhonov regularization method, we substitute for the solution of

the inverse problems (8.64) or (8.65) a minimization of the corresponding parametric functional with,
for example, a minimum norm stabilizer:

P α (�σ̃ ) = (
AE,H (�σ̃ ) − d, AE,H (�σ̃ ) − d

)
D

+ α
(
W
(
�σ̃ − �σ̃apr

)
, W

(
�σ̃ − �σ̃apr

))
M

, (8.67)

where W is the corresponding weighting operator.
The minimization problem (8.67) can be solved by the conjugate gradient methods (Press et al.,

1987; Tarantola, 1987; Zhdanov, 2002).

8.2.2 REGULARIZED SOLUTION OF NONLINEAR DISCRETE EM INVERSE PROBLEM
We now return to the discrete problem, which we have discussed in section 8.1.2. The inverse EM
problems (8.64) or (8.65) can be written in the form of the matrix equation:

d = A(mtrue),

where A is a nonlinear matrix operator, and mtrue is a true but unknown set of conductivity model pa-
rameters. For simplicity, we assume within this section that all parameters are real numbers. However,
the same technique with a little modification, can be applied to complex parameters as well.
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The misfit functional ϕ(m) can be written in the form

ϕ(m) = (A(m) − d)T (A(m) − d). (8.68)

For a regularized solution of a nonlinear inverse problem, let us introduce a parametric functional,

P α(m,d) =‖WdA(m) − Wdd‖2 + α‖Wmm − Wmmapr‖2

= (WdA(m) − Wdd)T (WdA(m) − Wdd)

+ α(Wmm − Wmmapr)
T (Wmm − Wmmapr), (8.69)

where Wd and Wm are some weighting matrices of data and model parameters, mapr is some a priori
model. Some possible methods of introducing Wd and Wm were discussed above. Numerical experi-
ment demonstrates that, for iterative methods of inversion of gradient type, the recommended choice
of the model parameters weighting matrix Wm is the square root of the integrated sensitivity matrix
according to formula (8.30). This choice of matrix Wm is based on the simple fact that the first itera-
tion of a gradient method, as in the approximate solution (8.36), is usually proportional to the inverse
square of the matrix Wm. Therefore, application of the weights (8.30) helps to produce a suitable first
iteration close to the true model. Under these circumstances, the convergence of the entire iteration
process is improved.

According to the basic principles of the regularization method, we have to find the model mα ,
a quasi-solution of the inverse problem, which minimizes the parametric functional:

P α(m,d) = min .

8.2.3 THE STEEPEST DESCENT METHOD FOR NONLINEAR REGULARIZED
LEAST-SQUARES INVERSION

We consider an iterative algorithm for parametric functional minimization. It is reasonable to build this
algorithm on the idea that, at every iteration mn, a parametric functional decreases. In other words we
impose the descent condition that

P α(mn+1) < P α(mn) for all n ≥ 0. (8.70)

A method that imposes this condition is called a descent method. The question is how to find iterations
{mn} which satisfy the descent condition. To solve the problem of minimization of the parametric
functional using the steepest descent method, let us calculate the first variation of P α(m,d), assuming
that the operator A(m) is differentiable, so that

δA(m) = Fmδm, (8.71)

where Fm is the Fréchet derivative matrix of A.
Thus, we have

δP α(m,d) = 2(WdFmδm)T (WdA(m) − Wdd) + 2α(Wmδm)T (Wmm − Wmmapr),
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or after some algebra

δP α(m,d) = 2(δm)T FT
mW2

d(A(m) − d) + 2α(δm)T W2
m(m − mapr), (8.72)

where we assume that the matrices Wd and Wm are diagonal.
In order to satisfy the descent condition (8.70), we select

δm = −kαlα(m), (8.73)

where kα is some positive real number (length of a step) and lα(m) is a column matrix defining the
direction of the steepest ascent of the parametric functional:

lα(m) = FT
mW2

d(A(m) − d) + αW2
m(m − mapr). (8.74)

Certainly, by substituting Eqs. (8.73) and (8.74) into (8.72), we have

δP α(m,d) = −2kα(lα(m), lα(m)) < 0, (8.75)

so lα(m) describes the “direction” of increasing (ascent) of the functional φ(m), because it is opposite
to the descent direction, δm. An iterative process of the method is constructed according to the formula

mn+1 = mn + δm = mn − kα
n lα(mn),

where the coefficient kα
n is defined by a line search according to the condition (Zhdanov, 2002):

P α(mn+1) = P α
(
mn − kα

n lα(mn)
)= �α(kα

n ) = min . (8.76)

8.2.4 THE NEWTON METHOD FOR NONLINEAR REGULARIZED LEAST-SQUARES
INVERSION

The main idea of the Newton method is to try to solve the problem of minimization in one step:

m1 = m0 + �m. (8.77)

Thus, instead of moving downhill along a long path formed by mutually orthogonal directions of the
steepest descent, one can try to reach the minimum of the misfit functional along one direction. To
determine this specific direction, �m, let us write the linearized parametric functional

P α(m1,d) =P α(m0 + �m,d)

= (WdA(m0) + WdFm0�m − Wdd)T (WdA(m0) + WdFm0�m − Wdd)

+ α(Wmm0 + Wm�m − Wmmapr)
T (Wmm0 + Wm�m − Wmmapr). (8.78)

The first variation of the parametric functional is equal to

δ�mP α(m1,d) = δ�mP α(m0 + �m,d)

= (δ�m)T
[
FT

m0
W2

d

(
A(m0) + Fm0�m − d

)+ αW2
m(m0 + �m − mapr)

]
.
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It is evident that the necessary condition for the minimum of the parametric functional,

δP α(m1,d) = 0,

is satisfied only if

FT
m0

W2
d

(
A(m0) + Fm0�m − d

)+ αW2
m(m0 + �m − mapr) = 0.

From the last equation, taking into consideration (8.74), we obtain

�m = −2H−1
α,m0

lα(mn),

where

Hα,m0 = 2
(

FT
m0

W2
dFm0 + αW2

m

)
is the regularized quasi-Hessian matrix.

Thus, the Newton algorithm for the nonlinear regularized least-squares inversion can be expressed
by the formula

mn+1 = mn − 2H−1
α,mn

lα(mn),

where

Hα,mn = 2
(

FT
mn

W2
dFmn + αW2

m

)
.

8.2.5 NUMERICAL SCHEMES OF THE NEWTON METHOD FOR NONLINEAR
REGULARIZED LEAST-SQUARES INVERSION

The algorithm of the Newton method for a discrete inverse problem can be summarized as follows:

rn = A(mn) − d, (a)

lαn
n = lαn(mn) = FT

mn
W2

drn + αnW2
m(mn−mapr), (b)

Hαn,mn = 2
(
FT

mn
W2

dFmn + αnW2
m

)
, (c)

mn+1 = mn − 2H−1
αn,mn

lαn
n (mn), (d)

(8.79)

where αn are the subsequent values of the regularization parameter, updated on each iteration. This
method is called the Newton method with adaptive regularization.

The iterative process (8.79) is terminated when the misfit reaches the given level ε0:

φ(mN) = ‖rN‖2 ≤ ε0.
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8.2.6 NONLINEAR LEAST-SQUARES INVERSION BY THE CONJUGATE GRADIENT
METHOD

The conjugate gradient method is based on the same ideas as the steepest descent, and the iteration
process is very similar to the last one:

mn+1= mn + δmn= mn − k̃α
ñ lα(mn), (8.80)

where

δmn= −k̃α
ñ lα(mn).

However, the “directions” of ascent l̃α(mn) are selected in a different way. At the first step we use the
“direction” of the steepest ascent:

l̃α(m0) = lα(m0).

At the next step the “direction” of ascent is a linear combination of the steepest ascent at this step and
the “direction” of ascent l̃α(m0) on the previous step:

l̃α(m1) = lα(m1)+β1 l̃α(m0).

At the n-th step

l̃α(mn+1) = lα(mn+1) + βα
n+1̃lα(mn). (8.81)

The regularized steepest descent directions are determined according to the formula for the least-
squares method:

lα(mn) = FT
mn

W2
d(A(mn) − d) + αW2

mn
(mn−mapr). (8.82)

Determination of the length of iteration step, a coefficient k̃α
n , can be based on the linear or parabolic

line search:

P α(mn+1) = P α(mn − k̃α
n l̃α(mn)) = f (̃kα

n ) = min .

Solution of this minimization problem gives the following best estimation for the length of the step
using a linear line search:

k̃α
n = l̃αT (mn)lα(mn)

l̃αT (mn)
[(

FT
mn

W2
dFmn + αW2

m

)̃
lα(mn)

]
= l̃αT (mn)lα(mn)∥∥WdFmñ lα(mn)

∥∥2 + α
∥∥Wm̃lα(mn)

∥∥2
. (8.83)

One can use a parabolic line search also (Fletcher, 1995) to improve the convergence rate of the RCG
method.
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The CG method requires that the vectors l̃α(mn) introduced above will be mutually conjugate. This
requirement is fulfilled if the coefficients βn are determined by the formula (Tarantola, 1987)

βα
n+1 = ‖lα(mn+1)‖2

‖lα(mn)‖2
. (8.84)

Using Eqs. (8.80), (8.81), (8.83), and (8.84), we can obtain m iteratively.

8.2.7 THE NUMERICAL SCHEME OF THE REGULARIZED CONJUGATE GRADIENT
METHOD FOR NONLINEAR LEAST-SQUARES INVERSION

In this section we first consider a method of selecting the parameter α. The regularization parameter
α describes a trade-off between the best fitting and most reasonable stabilization. In a case when α is
selected to be too small, the minimization of the parametric functional P α(m) is equivalent to the min-
imization of the misfit functional φ(m), and therefore we have no regularization, which can result in an
unstable incorrect solution. When α is too large, the minimization of the parametric functional P α(m)

is equivalent to the minimization of the stabilizing functional s(m), which will force the solution to be
closer to the a priori model. Ultimately, we would expect the final model to be exactly like the a priori
model, while the observed data are totally ignored in the inversion. Thus, the critical question in the
regularized solution of an inverse problem is the selection of the optimal regularization parameter α.

The basic principles used for determining the regularization parameter α were discussed in the
previous sections of the book. We introduced in Chapter 7 a simple numerical method to determine the
parameter α. Consider for example the progression of numbers

αk = α1q
k−1; k = 1,2,3, . . . q > 0. (8.85)

The first iteration of the steepest descent or any other gradient method is run usually with α0 = 0. The
initial value of the regularization parameter, α1, is determined after the first iteration, m1, as a ratio:

α1 = ‖WdA(m1) − Wdd‖2

‖Wmm1 − Wmmapr‖2
.

In this way we have an approximate balance between the misfit and stabilizing functional. For any
number αk we can find an element mαk

, minimizing P αk (m), and calculate the misfit ‖ A
(
mαk

)−d ‖2.
The optimal value of the parameter α is the number αk0, for which we have

‖ A
(
mαk0

)− d ‖2= δ, (8.86)

where δ is the level of noise in the observed data. The equality (8.86) is called the misfit condition.
This algorithm, as well as the L-curve method (see Chapter 2), has clear practical limitations, because
it requires a complete numerical solution of the inverse problem for each value of the regularization
parameter αk .

An alternative approach is based on the simple idea, which we have already discussed above, that
the regularization parameter α can be updated in the process of the iterative inversion. For example,
one can use the following algorithm for the RCG method:

l̃αn+1(mn+1) = lαn+1(mn+1) + βn+1 l̃αn(mn),
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where αn are the subsequent values of the regularization parameter. This method is called the adaptive
regularization method. In order to avoid divergence, we begin an iteration from a value of α1, which
can be obtained as a ratio of the misfit functional and the stabilizer for an initial model, then reduce
αn according to formula (8.85) on each subsequent iteration and continuously iterate until the misfit
condition (8.86) is reached.

The algorithm of the regularized conjugate gradient method can be summarized as follows:

rn = A(mn) − d, (a)

lαn
n = lαn(mn) = FT

mn
W2

drn + αnW2
m(mn−mapr), (b)

β
αn
n = ∥∥lαn

n

∥∥2
/
∥∥lαn−1

n−1

∥∥2
, l̃αn

n = lαn
n + β

αn
n l̃αn−1

n−1 , l̃α0
0 = lα0

0 , (c)

k̃
αn
n =

(̃
lαnT
n lαn

n

)
/
{∥∥WdFmñ lαn

n

∥∥2 + α
∥∥Wm̃lαn

n

∥∥2
}

, (d)

mn+1 = mn − k̃
αn
n l̃αn

n , (e)

(8.87)

where αn are the subsequent values of the regularization parameter. The iterative process (8.87) is
terminated when the misfit reaches the given level ε0:

φ(mN) = ‖rN‖2 ≤ ε0.

This method is called the conjugate gradient method with adaptive regularization.

8.2.8 FRÉCHET DERIVATIVE CALCULATION
In Chapter 6 we developed the expressions for the Fréchet differentials of the forward modeling elec-
tromagnetic operator (6.62) and (6.63), which we reproduce here for convenience:

FE(̃σ , δσ̃ ) = Fσ̃
E

(
r′ | δσ̃ )=

∫∫∫
D

Ĝσ̃
E

(
r′ | r

) · δσ̃ (r)E (r) dv, (8.88)

and

FH (̃σ , δσ̃ ) = Fσ̃
H

(
r′ | δσ̃ )=

∫∫∫
D

Ĝσ̃
H

(
r′ | r

) · δσ̃ (r)E (r) dv. (8.89)

In the last formulae, σ̃ = σ̃b + �σ̃ is a conductivity distribution, for which we calculate the forward
modeling operator variation; δσ̃ is the corresponding variation of the conductivity σ̃ , which is obvi-
ously equal to the variation of the anomalous conductivity, δσ̃ = δ�σ̃ . Tensors Ĝσ̃

E,H are electric and
magnetic Green’s tensors calculated for the given conductivity σ̃ . Vector E in expressions (8.88) and
(8.89) represents the total electric field, E = Eb + Ea for the given conductivity σ̃ .

Note that in the RCG algorithm (8.87) the expression F�
E,HnRE,Hn denotes the result of an appli-

cation of the adjoint Fréchet derivative operator to the corresponding electric or magnetic residual field
RE,Hn = AE,H (�σ̃n) − dE,H on the n-th iteration.

The expressions for the adjoint Fréchet derivative operators are given by formulae (8.46) and (8.47).
Based on these formulae, we can write:
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F�
E,HnRn = Fσ̃n�

E,H (r | Rn) =
∫∫

S

[
ĜE,H

(
r′ | r

) · En (r)
]∗ · RE,Hn

(
r′)ds′

= E∗
n (r) ·

∫∫
S

˜̂G∗
E,Hn

(
r′ | r

) · RE,Hn

(
r′)ds′, (8.90)

where En (r) = Eb (r) + Ea
n (r) is the electric field, and ĜE,Hn are the electric or magnetic Green’s

tensors, computed on n-th iteration for the conductivity distribution, σ̃n (r) = σ̃b (r) + �σ̃n (r); a tilde
denotes the operation of transposition.

According to the reciprocity theorem (see Chapter 3), the integral term in the last formula can be
treated as the complex conjugate of the electric field, ER

n (r) (in the case of the electric Green’s tensor
ĜE and the electric residual field REn), or the complex conjugate of the magnetic field HR

n (r) (in the
case of the magnetic Green’s tensor ĜH and the magnetic residual field RHn),

ER∗
n (r) =

∫∫
S

Ĝ∗
En

(
r | r′) · REn

(
r′)ds′ =

[∫∫
S

ĜEn

(
r | r′) · R∗

En

(
r′)ds′

]∗
,

HR∗
n (r) =

∫∫
S

Ĝ∗
Hn

(
r | r′) · RHn

(
r′)ds′ =

[∫∫
S

ĜHn

(
r | r′) · R∗

Hn

(
r′)ds′

]∗
. (8.91)

Here, the fields ER
n (r) and HR

n (r),

ER
n (r) =

∫∫
S

ĜEn

(
r | r′) · R∗

En

(
r′)ds′,

HR
n (r) =

∫∫
S

ĜHn

(
r | r′) · R∗

Hn

(
r′)ds′, (8.92)

are generated at the point r inside the volume V by the fictitious electric currents distributed along
the surface of observation S with the surface density jSEn

(
r′) or jSHn

(
r′), determined by the complex

conjugate residual fields:

R∗
En

(
r′)= jSEn

(
r′) ; R∗

Hn

(
r′)= jSHn

(
r′) . (8.93)

Therefore, from (8.90) and (8.91) we find that the result of applying the adjoint Fréchet operator to
the residual field is just equal to the scalar product of the complex conjugate of the electric field En,
computed at the n-th iteration, with the corresponding auxiliary electric ER∗

n or magnetic HR∗
n fields

due to the reciprocal sources on the observation surface:

Fσ̃n�
E (r | REn) = E∗

n (r) · ER∗
n (r) ,

Fσ̃n�
H (r | RHn) = E∗

n (r) · HR∗
n (r) . (8.94)

Thus, we can conclude, that the calculation of the terms F�
E,HnRE,Hn requires just one additional

forward modeling solution on each iteration for the auxiliary electric field ER
n or magnetic field HR

n

due to the reciprocal sources.
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In the practical application of the solution of the nonlinear inverse problem described above sig-
nificant difficulties are experienced, however. The most critical problem can be described as follows.
The numerical calculation of the reciprocal fields ER

n and HR
n on the n-th iteration requires, according

to formula (8.92), the knowledge of the corresponding Green’s tensors ĜE,Hn for the conductivity σ̃n,
obtained on the previous iteration. In general cases, the function σ̃n (r) cannot be represented by sim-
ple horizontally or cylindrically layered models, for which it is relatively easy to compute the Green’s
tensors. The computation of the Green’s tensors for an arbitrary conductivity distribution becomes a
difficult numerical problem itself, similar to the distorted-Born iterative method.

8.2.9 FRÉCHET DERIVATIVE CALCULATION USING QUASI-BORN APPROXIMATION
It was demonstrated in Chapter 6 that, in a case of the models with variable backgrounds a 3D geoelec-
trical model can be represented by the normal (horizontally layered) conductivity σnorm, background
conductivity, σb = σnorm + �σb , and an arbitrarily varying conductivity, σ = σb + �σa , within a do-
main D. In this model, the EM field can be presented as a sum of the normal fields, En, Hn, generated
by the given source(s) in the model with normal distribution of conductivity, σnorm, a variable back-
ground effect, E�σb , H�σb , produced by the inhomogeneous background conductivity, �σb, and the
anomalous fields, E�σa , H�σa , due to the anomalous conductivity distribution, �σa , as follows:

E = En + E�σb + E�σa , H = Hn + H�σb + H�σa . (8.95)

It was shown in section 6.3.5 that the anomalous fields can be expressed using the quasi-Born
approximations as follows:

E�σa ≈ EQB = GE

[
�σ̃Eb

]
=
∫∫∫

D

ĜE

(
rj | r

) ·
[
�σ̃Eb (r)

]
dv, (8.96)

H�σa ≈ HQB = GH

[
�σ̃Eb

]
=
∫∫∫

D

ĜH

(
rj | r

) ·
[
�σ̃Eb (r)

]
dv, (8.97)

where the Green’s tensors, ĜE and ĜH , are defined for the normal (horizontally layered) conductivity
σnorm, and the background EM field, Eb, Hb , is a sum of the normal fields and those caused by the
inhomogeneous background conductivity:

Eb = En + E�σb , Hb = Hn + H�σb . (8.98)

Thus, expressions (8.95) for the total EM field take the following form:

E ≈ Eb + EQB, H ≈ Hb + HQB. (8.99)

By perturbing the anomalous conductivity δ�σ̃ (r) we can calculate the corresponding perturbation
of the electric, δE

(
rj

)
, and magnetic, δH

(
rj

)
fields as follows:

δE
(
rj

)= δEQB =
∫∫∫

D

ĜE

(
rj | r

) ·
[
δ�σ̃Eb (r)

]
dv, (8.100)

δH
(
rj

)= δHQB =
∫∫∫

D

ĜH

(
rj | r

) ·
[
δ�σ̃Eb (r)

]
dv. (8.101)
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From the last formulas, we derive the following expressions for the Fréchet derivatives based on
quasi-Born approximations:

∂E
(
rj

)
∂�σ̃ (r)

≈ FQB
E

(
rj | r

)= ĜE

(
rj | r

) · Eb (r) , (8.102)

∂H
(
rj

)
∂�σ̃ (r)

≈ FQB
H

(
rj | r

)= ĜH

(
rj | r

) · Eb (r) , (8.103)

where we assume having an infinitely small domain of the conductivity perturbations.
Formulas (8.102) and (8.103) provide an effective numerical estimate of the Fréchet derivatives,

which can be used in the solution of the EM inverse problems. We should emphasize once again that in
these formulas the Green’s tensors, ĜE and ĜH , are defined for the normal (horizontally layered) con-
ductivity σnorm, while the background electric field, Eb , corresponds to inhomogeneous background
conductivity, σb = σnorm + �σb .

8.3 QUASI-LINEAR INVERSION
8.3.1 PRINCIPLES OF QUASI-LINEAR INVERSION
One approach, which can be used in 3-D inversion, is based on principles of quasi-linear (QL) approx-
imation. According to QL approximation, the anomalous electric field Ea inside the inhomogeneous
domain D is linearly proportional to the background field Eb through some electrical reflectivity ten-
sor λ̂:

Ea = λ̂ · Eb. (8.104)

Substituting (8.104) into (8.63), we obtain

dE,H = GE,H

(
�σ̃

(̂
I + λ̂

) · Eb
)

= GE,H

(
m̂ · Eb

)
, (8.105)

where m̂ is a material property tensor:

m̂=�σ̃
(̂
I + λ̂

)
. (8.106)

Note that Eq. (8.105) is linear with respect to m̂. The reflectivity tensor λ̂ can be determined from the
following linear equation inside the inhomogeneous domain D, as long as we know m̂:

λ̂ · Eb = GE

(
m̂ · Eb

)
. (8.107)

After determining m̂ and λ̂, it is possible to evaluate the anomalous conductivity distribution �σ̃

from Eq. (8.106). This inversion scheme reduces the original nonlinear inverse problem to three linear
inverse problems: the first one (the quasi-Born inversion) for the tensor m̂, the second one for the
tensor λ̂, and the third one (correction of the result of the quasi-Born inversion) for the conductivity
�σ̃ . This method is called a quasi-linear (QL) inversion (Zhdanov and Fang, 1996b, 1999; Zhdanov
et al., 2000b).
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8.3.2 LOCALIZED QUASI-LINEAR INVERSION
The quasi-linear inversion, introduced above, cannot be used for interpretation of multitransmitter data,
because both the reflectivity tensor λ̂ and the material property tensor m̂ depend on the illuminating
background electromagnetic field. However, in many geophysical applications, for example, in airborne
EM and in well-logging, the data are collected with moving transmitters. In this case one can build an
effective inversion scheme based on the localized quasi-linear approximation, introduced in Chapter 6,
which is source independent.

Following Zhdanov and Tartaras (2002), we introduce a new tensor function:

m̂L (r) = �σ̃ (r)
(̂
I + λ̂L (r)

)
, (8.108)

which we call a localized material property tensor. Note that this tensor function is independent of the
transmitter position, because λ̂L does not depend on the background field. This is the main difference
between the localized QL inversion and the original QL inversion (Zhdanov and Fang, 1999).

In the case of a scalar reflectivity tensor, we introduce a scalar parameter mL (r):

mL (r) = �σ̃ (r) (1 + λL (r)) . (8.109)

We assume now that the anomalous parts of the electric, Ea
(
rj

)
, and/or magnetic, Ha

(
rj

)
, fields

(generated by a transmitter with one or different positions) are measured at a number of observation
points, rj . Using LQL approximation for the observed fields, d, we arrive at the following equation,
similar to (8.105):

d = Gd

(
mL (r)Eb (r)

)
, (8.110)

which is linear with respect to the localized material property function mL (r). In the last equation
d stands for the electric or magnetic field, E or H, and Gd denotes the corresponding operator GE

or GH . The main difference between Eqs. (8.110) and (8.105) is that in the framework of the LQL
approximation the material property function mL (r) does not depend on the illuminating source.

8.4 QUASI-ANALYTICAL INVERSION
Quasi-analytical approximations (6.137) and (6.138) provide another tool for fast and accurate electro-
magnetic inversion. This approach leads to a construction of the quasi-analytical (QA) expressions for
the Fréchet derivative operator of a forward problem, which simplifies dramatically the forward EM
modeling and inversion for inhomogeneous geoelectrical structures (Zhdanov and Hursán, 2000).

8.4.1 FRÉCHET DERIVATIVE CALCULATION
By introducing a perturbation of the anomalous conductivity δ�σ̃ (r) we can calculate the correspond-
ing perturbation of the electric field δE

(
rj

)
on the basis of Eq. (6.137):

δE
(
rj

) =
∫∫∫

D

ĜE

(
rj | r

) ·
[

δ�σ̃ (r)
1 − g (r)

Eb (r)
]

dv
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+
∫∫∫

D

ĜE

(
rj | r

) ·
[
�σ̃ (r) δg (r)

(1 − g (r))2
Eb (r)

]
dv, (8.111)

where

δg (r) = δEB (r) · Eb∗ (r)
Eb (r) · Eb∗ (r)

=
∫∫∫

D

[
ĜE

(
r | r′) · δ�σ̃

(
r′)Eb

(
r′)] · Eb∗ (r)

Eb (r) · Eb∗ (r)
dv′. (8.112)

Substituting Eq. (8.112) into the second integral in (8.111) and changing the notation for the integration
variables, r → r′ and r′→ r, we obtain∫∫∫

D

ĜE

(
rj | r

) ·
[
�σ̃ (r) δg (r)

(1 − g (r))2
Eb (r)

]
dv =

∫∫∫
D

δ�σ̃ (r) K̂
(
rj | r

) · Eb (r) dv, (8.113)

where

K̂
(
rj |r)=

∫∫∫
D

�σ̃
(
r′)

(1−g (r′))2
ĜE

(
rj |r′){[ĜE

(
r′ |r) · Eb

(
r′)] · Eb∗ (r′)

Eb (r′)·Eb∗ (r′)

}
dv′. (8.114)

Therefore

δE
(
rj

)=
∫∫∫

D

δ�σ̃ (r)FE

(
rj | r

)
dv, (8.115)

where the vector function FE

(
rj | r

)
is the kernel of the integral Fréchet derivative operator:

FE

(
rj | r

)=
[

1

1 − g (r)
ĜE

(
rj | r

)+ K̂
(
rj | r

)] · Eb (r) . (8.116)

In a similar way, by perturbing both sides of Eq. (6.138), we can write

δH
(
rj

)=
∫∫∫

D

δ�σ̃ (r)FH

(
rj | r

)
dv, (8.117)

where

FH

(
rj | r

)=
[

1

1 − g (r)
ĜH

(
rj | r

)+ K̂
(
rj | r

)] · Eb (r) . (8.118)

In particular, considering the infinitely small domain of the conductivity perturbation, we arrive at the
following formula for the Fréchet derivative of the electric and magnetic fields:

∂E
(
rj

)
∂�σ̃ (r)

= FE

(
rj | r

)
,

∂H
(
rj

)
∂�σ̃ (r)

∣∣∣∣∣
�σa

= FH

(
rj | r

)
. (8.119)

The last formulas provide analytical expressions for computing the Fréchet derivative for the for-
ward modeling operator. Note that, in this case, the amount of calculation for the forward modeling
solution and for the Fréchet derivative is equivalent to computing the Born approximation.
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8.4.2 INVERSION BASED ON THE QUASI-ANALYTICAL METHOD
The inversion based on the QA approximation is implemented by minimization of the corresponding
Tikhonov parametric functional:

P α (σ ) = ϕ (σ ) + αs (σ ) , (8.120)

where ϕ (σ ) is a misfit functional between the theoretical values computed using the QA approxi-
mation, AQA (σ ), and the observed data d; s (σ ) is a stabilizing functional, and α is a regularization
parameter. The optimal value of α is determined from the misfit condition

ϕ (σ ) = δd, (8.121)

where δd is the noise level of the data.
The minimization problem (8.120) can be solved using any gradient type technique, say, by the reg-

ularized conjugate gradient (RCG) method, discussed above (see formulas (8.87)). The critical point
of an inversion algorithm is the calculation of the Fréchet derivative (sensitivity) operator F at every
iteration of the CG method. The quasi-analytical solutions described above provide a very effective and
elegant way of computing the Fréchet derivative (sensitivity matrix) directly, using formulas (8.116)
and (8.119). As we can see, in the inversion algorithm, the background field required by the QAVB ap-
proximation is equal to the predicted electric field found on the previous iteration. Therefore, no extra
computation is required to find the background field for the Fréchet derivative calculation. The cor-
responding numerical method of the Fréchet derivative computations is based on the discrete form of
the explicit integral expressions (13.293) and (13.294), which simplifies all calculations dramatically.
However, it is not necessary to keep the entire Fréchet derivative matrix in the computer memory.
We can save the results of the application of the adjoint Fréchet matrix to the weighted residual field,
F�

nW�
dWdrn, only. The major difference between the approach based on the adjoint operator (sec-

tion 8.2.8) and QLVB method is that in the first case one has to solve the full 3D EM forward problem
on every iteration of the inversion in order to find the term F�

nW�
dWdrn. In the case of QLVB ap-

proximation we do not need to solve any forward problem to find the Fréchet derivative, because we
compute them by direct algebraic expressions arising from the integral representations of the Fréchet
derivatives (8.119). The same algebraic expressions are used to find the optimal length of the iteration
step according to RCG method (8.87). As a result, the inversion technique, based on the IE method,
requires just one forward modeling on every iteration step without any extra memory usage, while the
conventional inversion schemes, based on the adjoint operator require, as a rule, at least three forward
modeling solutions per inversion iteration (one to compute the predicted data, another one to compute
the gradient direction, and the last one for optimal calculation of the iteration step).
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Inversion of three-dimensional (3-D) electromagnetic (EM) data in complex geoelectrical structures is
a very challenging problem of geophysics. The conventional approach based on standard 3-D forward
modeling and inversion meets significant difficulties because of the enormous amount of computa-
tions required in the case of the multitransmitter and multireceiver data acquisition systems typical for
modern EM geophysical surveys. There exists, however, an alternative approach to the solution of this
problem based on the principles of EM holography, which extends to EM cases the methods of optical
and radio holography.

Optical holography permits reconstruction of a volume image of the object by using a hologram
displaying not only the amplitude but also the phase structure of the wavefront of light. To make it pos-
sible to record by photographic emulsion not only amplitude but phase, the reference wave of light is
added. This additional wave is coherent with the object’s light and interferes with it, producing diffrac-
tion patterns which form an optical hologram on the photographic emulsion. To generate a volume
image it is sufficient to illuminate a hologram with a reference light wave. The wave scattered by pho-
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tographic diffraction patterns is identical to the original wavefront of light scattered by an object and
reproduces the volume image of the object. The ideas of optical holography have been applied to the
radio-frequency domain and utilized for detection (Hendrix, 1975).

It was demonstrated by Zhdanov (1981, 2001) that a similar approach can be applied in princi-
ple to a broad band electromagnetic (EM) field for imaging an object in nontransparent media, which
optical or radio-frequency signals cannot penetrate. The simplest way to do this is to place the EM
transmitting/receiving system on the surface of the examined media. The transmitters generate har-
monic (frequency domain) or pulse (time domain) primary EM field which propagates through the
medium, containing the object, and is recorded by the receivers. Just as in the case of an optical or
radio-frequency holography, it is necessary to provide a reference signal in order to measure relative
phases in the frequency domain. The recorded amplitudes and phases of an electromagnetic field scat-
tered by the object form a broad band EM hologram. As in optical and radiowave holography, we can
reconstruct the volume image of the object by “illuminating” the broad band EM hologram by the
reference signal. While in the optical or radio-frequency case this can be performed optically, yielding
a visible image, in the case of a broad band EM field the reconstruction is done numerically using
computer transformation.

In this chapter we will review the physical and mathematical principles of electromagnetic migra-
tion.

9.1 ELECTROMAGNETIC MIGRATION IN THE TIME DOMAIN
Electromagnetic migration is a type of transformation of the electromagnetic field observed at the
earth’s surface downward into the lower half-space. Using such a transformation, we can view the
geoelectric structure from a more advantageous perspective, and in some cases actually construct
an image of the earth’s interior. The principles of electromagnetic migration have been developed
in several publications (Zhdanov and Frenkel, 1983a, 1983b; Zhdanov, 1988; Zhdanov et al., 1988;
Zhdanov and Keller, 1994; Zhdanov et al., 1996, and Zhdanov, 1999). Electromagnetic migration,
similar to geopotential field migration, is based on a special form of downward continuation of the
observed field or one of its components. This downward continuation is obtained as the solution of
the boundary value problem in the lower half-space for the adjoint Maxwell’s equations, in which the
boundary values of the migration field on the earth’s surface are determined by the observed electro-
magnetic field. However, it is important to stress that electromagnetic migration is not the same as
analytic continuation, because it does not reconstruct the true electromagnetic field within the earth,
but merely transforms the field.

Electromagnetic migration is similar in important features to seismic migration (Schneider, 1978;
Claerbout, 1985; Zhdanov et al., 1988), but differs in that for geoelectric problems, electromagnetic
migration is done on the basis of a diffusion equation rather than a wave equation.

9.1.1 PHYSICAL PRINCIPLES OF ELECTROMAGNETIC MIGRATION
For convenience, we will review some of the general concepts of seismic migration (seismic holog-
raphy). Suppose that there is a local source for seismic waves at some point on the earth’s surface
and a system of receivers. We record the normal (vertical) motion of the earth’s surface at each of the
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receivers as a function of (ordinary) time, t . We introduce the concept of reverse time:

τ = T − t, (9.1)

where T is the time period over which the geophone response is recorded. The theorem of reciprocity
permits us to interchange the roles of source and receivers without change in the field behavior, whether
it be a seismic field or an electromagnetic field. Applying the theorem of reciprocity, we can imagine
sources at each receiver location, each being driven by a force which emulates the signal originally
recorded. In the theory of seismic migration, it is considered that the wave field is back propagat-
ing; that is, the wave field travels from the receiver array to the original source point along the same
paths as the actual wave field traveled from the source to the receivers (Claerbout, 1985). When the
backward traveling wave field is computed for negative times corresponding to the arrivals of the
forward-traveling wave field at points in the medium, the amplitude distribution of the migrated field
will indicate the locations of reflecting surfaces and diffraction points. Use of reciprocity and backward
transmission of the wave field will create an image in reverse time.

In principle at least, a similar approach can be applied in interpretation of electromagnetic field
behavior. Let us consider the case in which we have observed an electromagnetic field produced ei-
ther by ionospheric currents or a controlled source over an array of receivers. The array of receivers
will be considered to be situated on the surface of the earth for this discussion. Having recorded time-
varying electromagnetic field components over the array of receivers, we then conceptually replace the
receivers with an array of sources, each driven with a moment which replicates the actually recorded
time-varying field components. The conceptual sources are driven in reverse time to produce a field
that we will call the migrated electromagnetic field. Like in the seismic case, this field can “highlight”
the internal structure of the earth and give us a “geoelectric image” of the earth’s interior.

9.1.2 MIGRATION IN A MODEL WITH HOMOGENEOUS BACKGROUND CONDUCTIVITY
It is easy to explain the main properties of the migration field for a model with the homogeneous back-
ground conductivity. Consider a model in which the horizontal plane, z = 0, separates the conductive
earth (z > 0) from the insulating atmosphere (z < 0). The conductivity in the earth, σ(r), is an arbi-
trary function of the coordinates. This conductivity function can be represented as the superposition of
a constant background conductivity, σb, and an anomalous conductivity function, �σ(r):

σ(r) = σb + �σ(r). (9.2)

At this point, we do not need to specify the nature of the electromagnetic field incident on the earth’s
surface – it can originate naturally in the ionosphere, or be produced by a controlled source on the
earth’s surface. Everywhere outside the anomalous region, the electromagnetic field will satisfy a dif-
fusion equation:

�H − μ0σb

∂H
∂t

= 0,

�E − μ0σb

∂E
∂t

= 0. (9.3)
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For this simple model, we can discuss the problem of migration of any scalar component, P(r, t) of
an observed electromagnetic field. Note first of all that everywhere outside the zones with anomalous
conductivity this component would satisfy the equation:

�P(r, t) − μ0σb

∂P (r, t)
∂t

= 0. (9.4)

Let P 0(r, t) represent any of the components H 0
x ,H 0

y ,H 0
z ,E0

x or E0
y that can be observed at the

earth’s surface. We will define the migration field, P m, obtained from a specific scalar component, P 0,
of the electromagnetic field, as being the field that satisfies the following conditions:

P m(r, τ ) |z=0=
{

P 0(r, T − τ)z=0 for 0 ≤ τ ≤ T ,

0 for τ < 0, τ > T
, (9.5)

�P m(r, τ ) − μ0σb

∂P m(r, τ )

∂τ
= 0 for z > 0, (9.6)

P m(r, τ ) → 0, for | r |→ ∞, z > 0. (9.7)

Note that if we exchange reverse time, τ , for ordinary time, t , in Eq. (9.6), we have an equation which
is the conjugate to the diffusion equation:

�P m(r, t) + μ0σ
∂P m(r, t)

∂t
= 0. (9.8)

If the ordinary diffusion equation describes field propagation from the sources to receivers, then
Eq. (9.8) describes the inverse process of propagation from receivers to sources.

The problem of establishing the migrated field reduces to continuation of the field P 0 from the
earth’s surface into the lower half-space in reverse time, τ . This procedure is called electromagnetic
field migration.

It can be seen from these considerations that, the calculation of a migrated field is reduced to a
boundary value problem described by Eqs. (9.5) through (9.7). We can now develop several techniques
for the solution of these problems based on integral transformations, spectral representations in the
(k,ω) domain, finite difference approximations, and so on.

We will describe these approaches in the following paragraphs.

9.1.3 MIGRATION USING INTEGRAL TRANSFORMATION
For solution of the migration problem, we will specify an arbitrary point r′ in the lower half-space and
draw a sphere about this point with radius R. The part of the sphere located in the lower half-space will
be denoted as OR and the part of the plane z = 0 located inside OR will be denoted as SR . The domain
D is bounded by OR and SR . Let us consider a Green’s function for the diffusion equation, Gd , which
satisfies the equation:

�Gd + μ0σb

∂Gd

∂t
= δ(r − r′)δ(t − t ′), (9.9)
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where Gd has the form (Morse and Feshbach, 1953),

Gd(r′, t | r, t) = − (μ0σb)
1/2

8π3/2(t ′ − t)3/2
e−μ0σb|r′−r|2/4(t ′−t)H(t ′ − t), (9.10)

written for a Heaviside excitation function, H(t ′ − t):

H(t − t ′) =
{

0; t ′ − t < 0
1; t ′ − t > 0

.

Let us now multiply the left- and right-hand parts of Eq. (9.6) by Gd and integrate the products over
the time range −∞ < t < ∞ and over the space domain D. We then can transform the volume integral
D to a surface integral over SR + OR using Green’s formula and taking Eq. (9.9) into consideration:

P m(r′, t ′) =
∫ ∞

−∞

∫
SR+OR

(
P m ∂Gd

∂n
− Gd ∂P m

∂n

)
dsdt, (9.11)

where r′ ∈ D. Note that this equation remains valid if we replace Gd with the sum (Gd + g) where g

is any arbitrary solution to the diffusion equation in D:

P m(r′, t ′) =
∫ ∞

−∞

∫
SR+OR

[
P m ∂(Gd + g)

∂n
− (Gd + g)

∂P m

∂n

]
dsdt. (9.12)

Assume that the auxiliary field g goes to zero as R → ∞. Taking into consideration that P m ≡ 0 for
τ < 0 and for t > T , we have

P m(r′, τ ′) = −
∫ T

0

∫∫ ∞

−∞

[
P m ∂(Gd + g)

∂z
− (Gd + g)

∂P m

∂z

]
dsdτ. (9.13)

We know P m at the earth’s surface, but not ∂P m/∂z. But, if we take the function g as

g(r′, τ ′ | r, τ ) = −Gd(r′′, τ ′ | r, τ ), (9.14)

where the point r′′ is symmetrically located to r′ with respect to the plane z = 0 (that is, imaged through
the earth’s surface), then

(Gd + g) |z=0≡ 0.

Substituting from Eq. (9.14) into Eq. (9.13), after some simple algebraic operations, we have:

P m(r′, T − τ ′) = −2
∫ T

t ′

∫∫ ∞

−∞
P 0(r, t)

∂G̃(r′, t ′ | r, τ )

∂z
dxdydt, (9.15)

where G̃ is the conjugate to the Green’s function G for the diffusion equation (Morse and Feshbach,
1953; Zhdanov, 1988).

It is noteworthy that Eq. (9.15) is the electromagnetic counterpart to the Rayleigh integral
(Berkhout, 1980). Just as in the seismic application, Eq. (9.15) defines in space and normal time a
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field propagating towards the surface of observation (that is, upgoing waves), as can be seen from the
fact that Eq. (9.15) contains the function G̃, conjugated to the Green’s function G of the diffusion equa-
tion. Hence, just as in the seismic case, a migration transformation of electromagnetic field components
yields upgoing fields.

Also, as in the seismic case, migration of upgoing electromagnetic waves can easily be understood
in the wave number-spatial frequency (k,ω) domain. The spectral algorithm for performing migration
is treated in the next section.

9.2 ANALYTIC CONTINUATION AND MIGRATION IN THE (k,ω) DOMAIN
9.2.1 ANALYTIC CONTINUATION OF THE EM FIELD
The concept of analytic continuation is widely used in the potential field theory. It is based on an idea
of extrapolation of the geophysical field from the line or surface of observation into the target area. This
approach can be applied to electromagnetic fields as well (Berdichevsky and Zhdanov, 1984; Zhdanov,
1984, 1988).

An analytic continuation can be described most simply in terms of the same model we analyzed
in section 9.1.1. However, in this section we will analyze the field in the (k,ω) domain. A uniformly
conducting earth with electrical conductivity σb contains an inhomogeneity in a region D characterized
by an arbitrary distribution of conductivity σd(r) = σb +�σ(r). The distribution of the electromagnetic
field, E, H, is known over the surface of the earth (at z = 0). We are required to recompute this fields
at some depth, 0 < z < d , in the earth, with d being the distance from the earth’s surface to the region
D with anomalous conductivity.

We will present below a solution of the analytical continuation problem based on the Fourier spec-
trum transform. A specified component of the EM field P can be presented in the form of the Fourier
integral with respect to spatial and time frequencies, kx, ky, ω, as

P (r, t) = 1

8π3

∞∫∫∫
−∞

p
(
kx, ky, z,ω

)
e−i

(
kxx+kyy+ωt

)
dkxdkydω, (9.16)

where p
(
kx, ky, z,ω

)
is the 3-D Fourier transform of the field component P :

p
(
kx, ky, z,ω

) =
∞∫∫∫

−∞
P (r, t) ei

(
kxx+kyy+ωt

)
dxdydt. (9.17)

Applying the Fourier transform (9.16) to Eq. (9.4), we obtain the corresponding equation in the
(k,ω) domain for the spatial Fourier spectrum p

(
kx, ky, z,ω

)
:

∂2

∂z2
p = ν2

bp, z ≥ 0, (9.18)

where νb =
(
k2
x + k2

y − iωμσb

)1/2
, Reνb ≥ 0, is a wavenumber in the (k,ω) domain, and 0 < z < d .
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The general solution of Eq. (9.18) has the form:

p
(
kx, ky, z,ω

) = pu
(
kx, ky,0,ω

)
eνbz + pd

(
kx, ky,0,ω

)
e−νbz, z ≥ 0, (9.19)

where pu
(
kx, ky,0,ω

)
and pd

(
kx, ky,0,ω

)
are the spectrums of the upgoing and downgoing compo-

nents of the field on the surface of the earth, z = 0.
Eq. (9.19) solves the problem of EM field downward continuation in the homogeneous layer 0 <

z < d , if we know the upgoing and downgoing parts of the field. We can use the approach developed
by Berdichevsky and Zhdanov (1984) for the field separation into upgoing and downgoing parts. As an
illustration, we discuss in Chapter 15 the application of this technique to the marine controlled-source
EM data.

Thus, the analytic continuation of the downgoing and upgoing parts of the field is described by the
formulas:

pcd
(
kx, ky, z,ω

) = pd
(
kx, ky,0,ω

)
e−νbz, (9.20)

and

pcu
(
kx, ky, z,ω

) = pu
(
kx, ky,0,ω

)
eνbz, (9.21)

where pcd and pcu are results of analytic continuation.
In order to reconstruct the analytically continued fields, P cd and P cu, from their spectrums, we

apply the corresponding inverse Fourier transforms:

P cd (x, y, z, t) = 1

8π3

∞∫∫∫
−∞

pcd
(
kx, ky, z,ω

)
e−νbz−i

(
kxx+kyy+ωt

)
dkxdkydω, (9.22)

and

P cu (x, y, z, t) = 1

8π3

∞∫∫∫
−∞

pcu
(
kx, ky, z,ω

)
eνbz−i

(
kxx+kyy+ωt

)
dkxdkydω. (9.23)

The field proximal to a domain with anomalous conductivity at depth is representative of the loca-
tion and parameters of the anomalous conductivity. Therefore, analytical continuation can be used for
imaging of the geoelectrical anomalies (Zhdanov, 1988). However, because the exponential in the equa-
tion, exp (νbz), is growing with depth, the downward continuation of the upgoing field is an unstable,
ill-posed transformation, while the downward continuation of the downgoing field is stable. Electro-
magnetic migration provides an alternative stable solution for downward continuation. We discuss this
property of the migration field in the next section.

9.2.2 MIGRATION AS A SPECTRAL TRANSFORMATION
Electromagnetic migration can best be analyzed in the frequency domain. As an example, we will
consider the problem of the electric field migration. A similar result can be obtained for magnetic field
migration as well.
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According to the definition introduced above, the Fourier transform of the migration upgoing field
within the homogeneous background (σb = const) satisfies the equations:

∂2

∂z2
em = ν2

bem, z ≥ 0. (9.24)

The general solution of the last equation has the form:

pm
(
kx, ky, z,ω

) = a
(
kx, ky,0,ω

)
eνbz + b

(
kx, ky,0,ω

)
e−νbz, z ≥ 0, (9.25)

where a
(
kx, ky,0,ω

)
and b

(
kx, ky,0,ω

)
are the vector coefficients to be determined.

The migration field, according to a definition, should attenuate with the depth and should satisfy the
boundary condition (9.5), according to which the migration field is equal to the observed field recorded
in the reverse time. This boundary condition in the wave number-spatial frequency (k,ω) domain takes
the form:

pm
(
kx, ky,0,ω

) = pu∗ (
kx, ky,0,ω

)
, (9.26)

where pu∗ (
kx, ky,0,ω

)
is the complex conjugate spectrum of the upgoing component of the field on

the surface of the earth, z = 0. The transition to the complex conjugate spectrum is related to the use
of reverse time, τ , in the definition of the migration field.

Therefore, we have:

pm
(
kx, ky, z,ω

) = pu∗ (
kx, ky,0,ω

)
e−νbz, z ≥ 0. (9.27)

Thus, comparing formulas (9.21) and (9.27), we can see that, in the case of the downward continua-
tion, we should multiply the spectrum of the upgoing field by the function Sc

(
kx, ky,ω

)
, exponentially

increasing with the spatial and time frequencies,

Sc

(
kx, ky,ω

) = exp (νbz) , (9.28)

while in the case of migration we multiply the complex conjugate of the same spectrum, pu∗, by
function Sm

(
kx, ky,ω

)
exponentially decreasing with the frequencies,

Sm

(
kx, ky,ω

) = exp (−νbz) . (9.29)

Obviously, the function Sm

(
kx, ky,ω

)
represents a low-pass space-time filter suppressing the high

frequency components in the data, while the function Sc

(
kx, ky,ω

)
amplifies the high frequency com-

ponents, which usually represent just data noise. Therefore, the migration transformation of the EM
field is a stable procedure.

Note that a migration formula similar to (9.27) can be derived, if the observed field is given at any
level z = zb within the homogeneous background medium:

pm
(
kx, ky, z,ω

) = pu∗ (
kx, ky, zb,ω

)
e−νb(z−zb), z ≥ zb, (9.30)

where:

pu∗ (
kx, ky, zb,ω

) =
∞∫∫∫

−∞
P (x, y, zb, t) ei

(
kxx+kyy+ωt

)
dxdy. (9.31)
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This situation takes place, for example, in the case of a marine EM survey, when the data are collected
at some depth within the seawater layer, or at the sea bottom.

Taking the inverse Fourier transform of expression (9.30), we find:

P m (x, y, z, t) = 1

8π3

∞∫∫∫
−∞

pu∗ (
kx, ky, zb,ω

)
e−νb(z−zb)−i

(
kxx+kyy+ωt

)
dkxdkydω. (9.32)

Eq. (9.32) represents a (k,ω)-domain algorithm of EM migration, which can be treated as an EM
analog of the Gazdag (1978) seismic migration method. We can see that the migration transformation
is equivalent to the filtration of the observed data using a low-pass filter characterized by the function,
Sm

(
kx, ky, kb, z

)
, which is a spectral characteristic of the EM migration transformation:

Sm

(
kx, ky, kb, z

) = exp [−νb (z − zb)] . (9.33)

Thus, we have obtained a spectral algorithm for the migration of the electromagnetic field which
can be considered to be analogous to the seismic migration schemes of Gazdag (1978) and Stolt (1978).

9.2.3 CONVOLUTION FORM OF MIGRATION OPERATOR
Using the convolution theorem (Arfken and Weber, 1995, pp. 863–865), we can write Eq. (9.32) in the
form:

P m
(
x′, y′, z′,ω

) =
∞∫∫

−∞
K

(
x′ − x, y′ − y, z′,ω

)
P u∗ (x, y, zb,ω)dxdy, (9.34)

where K
(
x′, y′, z′,ω

)
is a convolution kernel function for a migration operator given by the formula:

K
(
x′, y′, z′,ω

) = 1

4π2

∞∫∫
−∞

e−νb

(
z′−zb

)
e−i

(
kxx′+kyy′)

dkxdky. (9.35)

Note that expressions P m
(
x′, y′, z′,ω

)
and P u∗ (x, y, zb,ω) in formula (9.34) represent the corre-

sponding fields in the frequency domain, ω:

P (x, y, z,ω) = 1

4π2

∞∫∫
−∞

p
(
kx, ky, z,ω

)
e−i

(
kxx+kyy

)
dkxdky, (9.36)

and p
(
kx, ky, z,ω

)
is related to P (x, y, z,ω) by a spatial frequency Fourier transform:

p
(
kx, ky, z,ω

) =
∞∫∫

−∞
P (x, y, z,ω) ei

(
kxx+kyy

)
dxdy. (9.37)
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The field components in the time domain can be found using the conventional inverse Fourier
transform:

P (x, y, z, t) = 1

2π

∞∫
−∞

P (x, y, z,ω) e−iωtdω. (9.38)

Let us analyze Eq. (9.35) for the convolution kernel function K
(
x′, y′, z′,ω

)
. The integral in

Eq. (9.35) can be expressed using a tabulated integral, J1
(
x′, y′, z′,ω

)
(Zhdanov and Keller, 1994,

p. 348):

J1
(
x′, y′, z′,ω

) = 1

2π

∞∫∫
−∞

e−νb

(
z′−zb

)
νb

e−i
(
kxx′+kyy′)

dkxdky

= exp (ikbr)

r
, z ≥ zb, (9.39)

where r =
√

x′2 + y′2 + (z′ − zb)
2.

Indeed, comparing Eqs. (9.35) and (9.39), we can see that:

K
(
x′, y′, z′,ω

) = − 1

2π

∂

∂z′ J1
(
x′, y′, z′,ω

) =
(
z′ − zb

)
2πr3

eikbr (1 − ikbr) . (9.40)

Note that the wavenumber kb is equal to:

kb = (1 + i)2π/λb, (9.41)

where λb is a wave length in the homogeneous background model. Substituting Eq. (9.41) into (9.40),
we have:

K
(
x′, y′, z′,ω

) = K
(
x′
λ, y

′
λ, z

′
λ

) = (�zλ)

2π

e(i−1)2πrλ

r3
λλ2

b

[1 + 2πrλ − i2πrλ] , (9.42)

where dimensionless parameters xλ, yλ, zλ, �zλ, and rλ are equal to:

xλ = x/λb, yλ = y/λb, zλ = z/λb, �zλ = (
z′ − zb

)
/λb, rλ = r/λb.

Thus, the convolution form of the migration operator, Eq. (9.34), has the form:

P m
(
x′
λ, y

′
λ, z

′
λ

) = (�zλ)

2π

∞∫∫
−∞

e(i−1)2πRλ

R3
λ

[1 + 2πRλ − i2πRλ]P u∗ (xλ, yλ, zλb) dxλdyλ, (9.43)

where:

Rλ =
√(

x′
λ − xλ

)2 + (
y′
λ − yλ

)2 + (�zλ)
2. (9.44)

The migration of an electromagnetic field, as defined in Eq. (9.43), consists merely of the applica-
tion of a linear filter operator in the spatial frequency domain.
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9.2.4 CONSTRUCTING A DIGITAL FILTER FOR EM MIGRATION
For the purpose of this section, we call any linear system operating on a discrete data set a digital filter.
We will demonstrate below that a digital filter for EM migration admits a realization where the output
is a linear combination of a finite number of input samples. This filter has a finite number of non-null
samples, which justifies the term Finite Impulse Response (FIR) filter. Thus, an FIR filter is nothing
more than a linear combination of a finite number of samples of the input signal.

Let us demonstrate that EM migration can be approximately described by some FIR filter
(Puahengsup et al., 2008). Assuming that x′ = 0 and y′ = 0, and sampling xλ and yλ with the steps
�xλ and �yλ, we obtain from formula (9.43):

P m
(
0,0, z′

λ

) =
∞∑

n=−∞

∞∑
l=−∞

CnlP
u∗ (n�xλ, l�yλ, zλb) , (9.45)

where:

Cnl = �xλ�yλλ
2
bK

(−n�xλ, −l�yλ, z′
λ

)
. (9.46)

Taking into account Eq. (9.42), we finally have the following expression for the coefficients of the
digital filter:

Cnl = �xλ�yλ
(�zλ)

2π

e(i−1)2πrnl

r3
nl

[1 + 2πrnl − i2πrnl] , (9.47)

where:

rnl =
√

(n�xλ)
2 + (l�yλ)

2 + (�zλ)
2. (9.48)

Let us write a Fourier transform for a convolution kernel function:

exp
[−νb

(
z′ − zb

)] =
∞∫∫

−∞
K

(
x, y, z′,ω

)
e−i

(
kxx+kyy

)
dxdy. (9.49)

At zero spatial frequencies kx = ky = 0, we have:

νb = (−iωμσb)
1/2 = −ikb = (1 − i)2π/λb

and:
∞∫∫

−∞
K

(
x, y, z′,ω

)
dxdy = e−νb

(
z′−zb

)
= e2π(i−1)�zλ . (9.50)

Therefore, the coefficients of the digital filter satisfy the conditions:

∞∑
n=−∞

∞∑
l=−∞

Cnl = e2π(i−1)�zλ . (9.51)
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In practice, we confine ourselves to a finite number of samples, (2N + 1) and (2L + 1) in the x and y

directions, respectively. Then formula (9.45) takes the form:

P m
(
0,0, z′

λ

) =
N∑

n=−N

L∑
l=−L

CnlP
u∗ (n�xλ, l�yλ, zλb) . (9.52)

Errors in this approximation can be reduced by introducing the modified filter coefficients, C̃nl , which
should satisfy the conditions:

N∑
n=−N

L∑
l=−L

C̃nl = e2π(i−1)�zλ . (9.53)

For example, if we denote by c0 a sum of the original coefficients:

N∑
n=−N

L∑
l=−L

Cnl = c0,

then we assume that:

C̃nl = aCnl, where a = c−1
0 e2π(i−1)�zλ . (9.54)

Indeed, in this case:

N∑
n=−N

L∑
l=−L

C̃nl = a

N∑
n=−N

L∑
l=−L

Cnl = ac0 = e2π(i−1)�zλ . (9.55)

Thus, we have constructed the following FIR filter for the migration of the electric field:

P m
(
0,0, z′

λ

) =
N∑

n=−N

L∑
l=−L

C̃nlP
u∗ (n�xλ, l�yλ, zλb) . (9.56)

We call the numbers, 2N and 2L, the window sizes, wx and wy , of the digital filter in the directions x

and y, respectively:

wx = 2N · �x, wy = 2L · �y.

The filter window size determines the number of horizontal samples in the input for the digital filter.

9.2.5 SPECTRAL CHARACTERISTIC OF THE DIGITAL FILTER
The spectral characteristic of the digital filter may serve as a useful indication of the accuracy of the
filter. We will compare the spectral characteristic of our digital filter with the analytical characteristic.

Note that Eq. (9.45) can be written for any point
(
x′
λ, y

′
λ, z

′
λ

)
as:

P m
(
x′
λ, y

′
λ, z

′
λ

) =
∞∑

n=−∞

∞∑
l=−∞

CnlP
u∗ (

x′
λ − n�xλ, y

′
λ − l�yλ, zλb

)
. (9.57)
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Let us apply Fourier transform (9.37) to both sides of Eq. (9.57):

pm
(
kλx, kλy, zλ

) =
∞∫∫

−∞
P m (xλ, yλ, zλ) ei

(
kλxx′

λ+kλyy′
λ

)
dx′

λdy′
λ

=
∞∑

n=−∞

∞∑
l=−∞

Cnl

∞∫∫
−∞

P u∗ (
x′
λ − n�xλ, y

′
λ − l�yλ, zλb

)
ei

(
kλxx′

λ+kλyy′
λ

)
dx′

λdy′
λ,

(9.58)

where

kλx = λkx, kλy = λky.

The given upgoing field at the point,
(
x′
λ − n�xλ, y

′
λ − l�yλ, zλb

)
can be treated as a convolution

between this field, P u∗(xλ, yλ, zλb), and a delta-function,

δ
[
xλ − (

x′
λ − n�xλ

)
, yλ − (

y′
λ − l�yλ

)]
,

along the horizontal plane zλ = zλb:

P u∗ (
x′
λ − n�xλ, y

′
λ − l�yλ, zλb

)
=

∞∫∫
−∞

P u∗ (xλ, yλ, zλb) δ
[
xλ − (

x′
λ − n�xλ

)
, yλ − (

y′
λ − l�yλ

)]
dxλdyλ. (9.59)

According to the convolution theorem, the Fourier transform of Eq. (9.59) can be represented as a
product of the spectrum pu∗ (

kλx, kλy, zλb

)
of the field P u∗ (xλ, yλ, zλb) and of the delta-function:

∞∫∫
−∞

P u∗ (
x′
λ − n�xλ, y

′
λ − l�yλ, zλb

)
ei

(
kλxx′

λ+kλyy′
λ

)
dx′

λdy′
λ

= pu∗ (
kλx, kλy, zλb

)
Sδ

(
kλx, kλy

)
, (9.60)

where

Sδ

(
kλx, kλy

) = e−i
(
kλxn�xλ+kλy l�yλ

)
. (9.61)

Substituting Eq. (9.60) into (9.58), and taking into account (9.61), we find:

pm
(
kλx, kλy, zλb

) =
∞∑

n=−∞

∞∑
l=−∞

Cnle
−i

(
kλxn�xλ+kλy l�yλ

)
pu∗ (

kλx, kλy, zλb

)
. (9.62)

Eq. (9.62) describes a (k,ω)-domain algorithm of EM migration, which represents a filtration of the
observed data using a low-pass digital filter characterized by the function S̃m

(
kλx, kλy, zλ

)
:

pm
(
kλx, kλy, zλ

) = S̃m

(
kλx, kλy, zλ

)
pu∗ (

kλx, kλy, zλb

)
, (9.63)
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where S̃m is a spectral characteristic of the digital filter:

S̃m

(
kλx, kλy, zλ

) =
∞∑

n=−∞

∞∑
l=−∞

Cnle
−i

(
kλxn�xλ+kλy l�yλ

)
. (9.64)

It is useful to produce the plots of the spectral characteristic of the digital filter, S̃m, as the func-
tions of the spatial frequencies,

(
kx, ky

)
, and the analytical spectral characteristic, Sm, of the migration

transformation:

Sm

(
kx, ky, kb, z

) = e−νb(z−zb), (9.65)

where νb =
(
k2
x + k2

y − iωμσb

)1/2
, Reνb ≥ 0. The background conductivity, σb , and the depth of

migration, (z − zb), should be treated as the parameters of these curves.
For example, if k2

b = iωμσb, then:

νb =
(
k2
x + k2

y − k2
b

)1/2 = 1

λ

(
k2
λx + k2

λy − i8π2
)1/2

.

Therefore, we have:

Sm

(
kλx, kλy, zλ

) = exp

[
−

(
k2
λx + k2

λy − i8π2
)1/2

(zλ − zλb)

]
. (9.66)

Analytical expression (9.66) should be close to the spectral characteristic of the digital filter (9.64).
The spectral characteristic of the digital filter can be used to check the accuracy of the technique by

comparing it with the analytical spectral characteristic of the migration transformation. In other words,
the plots of the analytical expression (9.66) should be close to the plots of the spectral characteristic of
the digital filter (9.64). Fig. 9.1 presents an example of this comparison between the spectral character-
istics of the analytical and digital filters. Clearly, the spectral characteristics can be considered to be the
low-pass spatial filters. Consequently, migration of a field using the algorithm expressed in Eq. (9.54)
is an inherently stable procedure.

9.3 FINITE DIFFERENCE MIGRATION
9.3.1 2-D FINITE DIFFERENCE MIGRATION
An especially important problem in the theory of migration is that of constructing an algorithm for
migration in inhomogeneous conducting two-dimensional media, or even three-dimensional geoelec-
tric structures. Such an algorithm can be constructed using the finite difference approximation for the
desired equations describing the field.

An early effort to make use of a finite-difference algorithm for the analytic continuation of an
electromagnetic field in a two-dimensionally inhomogeneous medium was described by Lee et al.
(1987). They described a novel approach to constructing the subsurface geoelectric structure using the
algorithm they developed. Here, we develop an analogous algorithm for electromagnetic migration,
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FIGURE 9.1

Comparison of the spectral characteristic of a digital filter with the analytical spectral characteristic of a
migration transformation: f = 10 Hz; �x = �y = 25 m; 
z = 50 m; N = L = 50.

rather than continuation. The development we will show here for transformation of a three-dimensional
geoelectric medium can be found in a book by Zhdanov et al. (1988).

We will begin our development by considering a simple problem of migration in a one-dimensional
medium. Let us examine an N -layer laterally uniform geoelectric model with a conductivity-depth
profile, σb(z), excited by a vertically incident planar monochromatic field for frequency, ω. The con-
ductivity profile will be step-wise constant; that is, each layer will be characterized by a conductivity,
σ�, and a thickness, d�.

Let us rewrite the spectral migration algorithm (9.27) for an arbitrary scalar component of migration
field P m:

pm(kx, ky, z
′,ω) = pu∗(kx, ky,0,ω)e−νbz

′
, (9.67)

where pu∗ (
kx, ky,0,ω

)
is the complex conjugate spectrum of the upgoing component of the field on

the surface of the earth, z = 0, and νb = (k2
x + k2

y + iωμ0σb)
1/2 for the choice of the real branch

Reνb > 0.
Taking the complex conjugate values of both sides of this equation, we obtain:

pm∗ (
kx, ky, z,ω

) = p0 (
kx, ky,0,ω

)
e−ν̃bz, z ≥ 0, (9.68)

where ν̃b =
(
k2
x + k2

y + iωμσb

)1/2
, Re ν̃b ≥ 0, and the asterisk * denotes complex conjugate values.

Note that on the right-hand side of Eq. (9.68) we have denoted by p0 the spectrum of the upgoing
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component of the field on the surface of the earth, z = 0:

p0 (
kx, ky,0,ω

) = pu
(
kx, ky,0,ω

)
.

Thus, formula (9.68) provides the algorithm of direct transformation of the observed data into the
complex conjugate migration field. In this and in subsequent sections we will analyze mainly the com-
plex conjugate migration field and its spectrum, because this corresponds well to the reverse time, τ ,
representation in the time domain.

For this particular plane wave model, we can set kx = ky = 0 in Eq. (9.68) and write:

P m∗(z,ω) = P 0(0,ω)e−[iωμoσb(z)]1/2z = P 0(0,ω)e−kb (z)z, (9.69)

where kb(z) is the wave number in the medium, with Re kn(z) > 0.
In particular, in the L-th layer,

P m∗(z,ω) = P 0(0,ω) exp

(
−

L∑
�=1

k�d�

)
, z =

L∑
�=1

d�. (9.70)

In summary, Eq. (9.70) is a simple algorithm for one-dimensional migration in a model in which
electrical conductivity varies only with depth.

We go next to a two-dimensional geoelectric model. We suppose that the region into which we
wish to migrate an electromagnetic field consists of a finite number of roughly horizontal layers, each
of which is vertically uniform, but characterized by a relatively slow lateral variation in wave number,
kb(x, z), with the condition that

|gradxkb(x, z)| � 1. (9.71)

This condition states that kb(x, z) can be considered to be constant locally in the lateral direction.
For this model, which is analogous to those described by Claerbout (1985) and by Lee et al. (1987),

the complex conjugate migration field can be represented satisfactorily using Eq. (9.69):

P m∗(x, z,ω) = Q(x, z,ω)e−kb(x,z), (9.72)

where it is assumed that the multiplier Q depends only weakly on z, and kb(x, z) = [iωμ0σb(x, z)]1/2

is the wave number for the region of the medium meeting the condition of Eq. (9.71). This represen-
tation underlines the exponential character of the relationship of the field to depth; that is, by using
instrumental recordings, either for an electromagnetic field or for a seismic wave field, it is possible to
reconstruct the behavior of the field at depth in analogy to the method proposed by Claerbout (1985).

With the migrated field so determined, the frequency spectrum of that field within each homoge-
neous layer will obey the complementary Helmholtz equation:(

∂2

∂x2
+ ∂2

∂z2

)
P m∗(x, z,ω) − k2

b(x, z)P m∗(x, z,ω) = 0. (9.73)

Substituting Eq. (9.72) into (9.73), ignoring all products involving kb(x, z) in view of the conditions in
Eq. (9.71), and deleting the multiplying term e−kb z, we will have:

∂2Q/∂x2 + ∂2Q/∂z2 − 2kb∂Q/∂z = 0. (9.74)
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We now differentiate this last expression with respect to z and divide by 2kb:

1

2kb

∂3Q

∂x2∂z
+ 1

2kb

∂3Q

∂z3
− ∂2Q

∂z2
= 0. (9.75)

Combining Eqs. (9.74) and (9.75) and ignoring the term ∂Q3/∂z3 (in view of the assumed weak
relationship between Q and z), we obtain the final result:

1

2kb

∂3Q

∂x2∂z
+ ∂2Q

∂x2
− 2kb

∂Q

∂z
= 0. (9.76)

This equation contains only the first derivative with respect to z. Therefore, using it, we can compute
the migrated field at some depth, z + �z from the known field at a shallower depth, z. To do so,
following the method proposed by Lee et al. (1987), we will find a finite difference approximation to
Eq. (9.76).

Let us construct a square grid, �, in the lower half-space (for z ≥ 0):

� = (xi, zj )

∣∣∣∣ xi+1 = xi + �x, i = 1,2, ...,NI

zj+1 = zj + �z, j = 1,2, ...,NJ
.

We will also define an auxiliary grid, �̃, consisting of nodal points lying on the same vertical lines
as the nodal points of the grid �, but midway between them:

�̃ = {(xi, zj+1/2); zj+1/2 = zj + 1/2�z}.
Let us now consider the discretized function Q(i, j) = Q(xi, zj ,ω) on the grid � and a discretized

function kij = kb(xi, zj+1/2) on the grid �̃, where zj+1/2 = zj + 1
2�zj . We then rewrite Eq. (9.76)

as an approximation using the discretized function Q(i, j) and kij . The result is a finite difference
operator which approximates the differential operators on the left-hand side of Eq. (9.76), referenced
to the auxiliary grid, �̃. We obtain as a result:

aij

∂2Q

∂x2
(i, j + 1) − bij

∂2Q

∂x2
(i, j) − 2kij

�z
Q(i, j + 1) + 2kij

�z
Q(i, j) = 0, (9.77)

where

aij = 1/2[1/(�zkij ) + 1]
bij = 1/2[1/(�zkij ) − 1]. (9.78)

Using the finite difference approximation operator for ∂2Q/∂x2, Eq. (9.77) can be written as follows:

aijQ(i + 1, j + 1) + AijQ(i, j + 1) + aijQ(i − 1, j + 1) = Dij , (9.79)

where

Dij = bijQ(i + 1, j) + BijQ(i, j) + bijQ(i − 1, j), (9.80)
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Aij = −2aij − 2kij (�x)2/�z, (9.81)

Bij = −2bij − 2kij (�x)2/�z. (9.82)

Consider that the discretized function Q(i, j) is known at the level j . In accord with Eq. (9.80),
all the coefficients Dij are known, and consequently, Eq. (9.79) forms a system of linear algebraic
equations with a symmetrical trigonal matrix of coefficients for the unknown values for the function
Q(i, j + 1) at the next lower level, j + 1. In Eq. (9.79), the index i can take values running from 2 to
NI − 1, and so, Eq. (9.79) forms a system of NI − 2 equations for NI unknown values of Q(i, j + 1),
i = 1,2, ...,HI . This system of equations must also be supplemented with two edge conditions – values
for the function Q(i, j) at the left and right edges of the grid �:

Q(1, j + 1) = Q1,j+1,

Q(NI , j + 1) = QNI ,j+1. (9.83)

Once the edge conditions (9.83) have been established, the system of equations can be solved read-
ily using a variety of numerical methods, such as, for example, the rank annihilation method (Samarsky,
1984).

We must now consider the choice of edge conditions for the function Q(i, j). An easy procedure for
establishing these edge conditions is based on one-dimensional migration of the observed field at the
left and right sides of the observed data set (that is, at nodes x1 and xNI

). In so doing, the assumption is
made that outside the geoelectric structure being considered, for x ≤ x1 and x ≥ xNI

, the earth consists
of a simple horizontally layered structure characterized by a uniform resistivity-depth profile, either
σL

b (z) or σR
b (z), for the left and right edges, respectively. Migration is achieved using Eq. (9.83) in

which for the left edge of the network we have

kb(z) = kL
b (z) = [iωμ0σ

L
b (z)]1/2 (9.84)

and for the right edge,

kb(z) = kR
b (z) = [iωμ0σ

R
b (z)]1/2. (9.85)

The values for the nodal points (x1, zj ) and (xNL
, zJ ) obtained in migration are found using

Eq. (9.72), and then the desired edge values for the function Q are found, Q(1, j) and Q(NI , j).

9.3.2 FINITE DIFFERENCE MIGRATION OF A 3-D EM FIELD
We should note that the two-dimensional algorithm for finite difference migration can readily be ex-
tended to three-dimensional cases. Indeed, in a 3-D case, formula (9.72) takes the form:

P m∗(x, y, z,ω) = Q(x,y, z,ω)e−kb(x,y,z), (9.86)

where it is assumed that the multiplier Q depends only weakly on z and kb(x, y, z) =
[iωμ0σb(x, y, z)]1/2. According to Eq. (9.86), one can find the migration field if the function
Q(x,y, z,ω) is known. This function can be calculated at different levels inside the sea bottom using
a 3-D finite-difference technique similar to one developed above for 2-D fields. It can be demonstrated
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that the corresponding scalar function Q satisfies the equation:

1

2kb

(
∂2

∂x2
+ ∂2

∂y2

)
∂Q

∂z
+

(
∂2

∂x2
+ ∂2

∂y2

)
Q − 2kb

∂Q

∂z
= 0. (9.87)

Let us introduce a discrete function Q(i, l, j) = Q(xi, yl, zj ,ω) on the rectangular grid
�(xi, yl, zj ), i = 1,2, ...Nx , l = 1,2, ...Ny , j = 1,2, ...Nz, and a discrete function kilj =
kn(xi, yl, zj+1/2), on the auxiliary grid �̃(xi, yl, zj+1/2) where zj+1/2 = zj + �zj/2. We then rewrite
Eq. (9.87) as an approximate finite-difference equation on the auxiliary grid �̃. First, we represent the
vertical derivative of Qm approximately in the node (xi, yl, zj+1/2):

∂Q

∂z
(xi, yl, zj+1/2) ≈ Q(xi, yl, zj+1) − Q(xi, yl, zj )

�zj

. (9.88)

We have the following approximation for the horizontal Laplacian of Qm as well:(
∂2

∂x2
+ ∂2

∂y2

)
Q ≈

(
∂2

∂x2
+ ∂2

∂y2

)
Q(xi, yl, zj+1) + Q(xi, yl, zj )

2
. (9.89)

Substituting (9.88) and (9.89) into (9.87), we find:

ailj

(
∂2

∂x2
+ ∂2

∂y2

)
Q(xi, yl, zj+1) − bilj

(
∂2

∂x2
+ ∂2

∂y2

)
Q(xi, yl, zj )

− 2kilj

�zj

Q(xi, yl, zj+1) + 2kilj

�zj

Q(xi, yl, zj ) = 0, (9.90)

where:

ailj = 1

2

[
1

�zjkilj

+ 1

]
, bilj = 1

2

[
1

�zjkilj

− 1

]
.

One can use the following finite-difference approximation operator for the horizontal Laplacian,
representing the derivatives of Q approximately in terms of the discrete function Q(i, l, j):(

∂2

∂x2
+ ∂2

∂y2

)
Q(xi, yl, zj )

= 1

(�xi)
2

[
Q(i + 1, l, j) −

(
1 + �xi

�xi−1

)
Q(i, l, j) + �xi

�xi−1
Q(i − 1, l, j)

]

+ 1

(�yl)
2

[
Q(i, l + 1, j) −

(
1 + �yl

�yl−1

)
Q(i, l, j) + �yl

�yl−1
Q(i, l − 1, j)

]
.

Representing the derivatives of Q approximately in terms of the discrete functions Q(i, l, j) and kilj ,
we obtain the following finite-difference equation for Q(i, l, j):

ailjQ(i + 1, l, j + 1) + ailj

(
�xi

�yl

)2

Q(i, l + 1, j + 1)
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+ AiljQ(i, l, j + 1) + ailj

�xi

�xi−1
Q(i − 1, l, j + 1)

+ ailj

(
�xi

�yl

)2
�yl

�yl−1
Q(i, l − 1, j + 1) = Dilj , (9.91)

where i = 2,3, ...Nx − 1, l = 2,3, ...Ny − 1, j = 1,2, ...Nz − 1,

Dilj = biljQ(i + 1, l, j) + bilj

(
�xi

�yl

)2

Q(i, l + 1, j)

+ BiljQ(i, l, j) + bilj

�xi

�xi−1
Q(i − 1, l, j) + bilj

(
�xi

�yl

)2
�yl

�yl−1
Q(i, l − 1, j) (9.92)

and coefficients Ailj , Bilj are equal to:

Ailj = −ailj

(
1 + (�xi)

2

�xi�xi−1
+ (�xi)

2

(�yl)
2

+ (�xi)
2

�yl�yl−1

)
− 2kilj (�xi)

2

�zj

Bilj = −bilj

(
1 + (�xi)

2

�xi�xi−1
+ (�xi)

2

(�yl)
2

+ (�xi)
2

�yl�yl−1

)
− 2kilj (�xi)

2

�zj

.

Note that, if the discrete function Q(i, l, j) is known at a level j , one can find the coefficients Dilj

from Eq. (9.92). Therefore, Eq. (9.91) becomes a system of linear equations with respect to the values
Q(i, l, j + 1) of the discrete function at the next level, j + 1. We also have the boundary condition at
the observation surface:

Qm(i, l,1) = P 0 (xi, yl,0) , i = 1,2, ..Nx,

and boundary conditions for the values of the function Q(i, l, j) at the left and right and back and front
boundaries of the area of migration. The boundary values on the left, right, back and front sides of the
migration domain can be obtained by a simple 1-D migration of the electric field downward at the sides
of the observation area using simple formulas:

P m∗(x, yB, z) =P 0 (x, yB,0) e−kbz, P m∗(x, yF , z) = P 0 (x, yF ,0) e−kbz,

P m∗(xL, y, z) = P 0 (xL, y,0) e−kbz,

P m∗(xR, y, z) = P 0 (xR, y,0) e−kbz, 0 < z < +∞. (9.93)

After all the values Q(i, l, j) are found, we compute the migration field P m∗ in the nodes of grid
�(xi, yl, zj ), using Eq. (9.86):

P m∗(xi, yl, zj ) = Qm(i, l, j)e−kbzj , i = 1,2, ...Nx, l = 1,2, ...Ny, j = 1,2, ...Nz. (9.94)

The solution of the finite-difference equations for the discrete function Q(i, l, j) can be obtained
using the same algorithm we have described above for 2-D finite difference migration.
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9.4 VISUALIZATION OF GEOELECTRIC STRUCTURES BY USE OF
MIGRATION IN THE FREQUENCY AND TIME DOMAINS

Visualization is a term which has come into use to describe data processing in which an image of
the subsurface structure is created, rather than sets of contour maps of the observed fields. Zhdanov
(1984, 1988) and Zhdanov et al. (1996) have developed techniques for visualization of deep geoelectric
structures using electromagnetic migration. We will at this point give a brief description of the basic
concepts on which the visualization of geoelectric structures is based. First, we examine the problem
in the frequency domain.

9.4.1 MIGRATION IMAGING CONDITION IN THE FREQUENCY DOMAIN
We have to use the imaging condition in order to enhance the migration image and to produce the
volume conductivity distribution from the migrated field. There are several different imaging conditions
discussed in the literature (e.g., Zhdanov et al., 1996; Mittet et al., 2005; Tompkins, 2004; Hokstad and
Røsten, 2007). In this section we discuss the simple imaging conditions introduced in Zhdanov et al.
(1996).

The amplitude of the migration field decays downward, which results in suppression of the noise
in the observed data. At the same time, the phase of the migration field is retarded with the depth es-
sentially in the same way as for the original upgoing field. Therefore, the summation of the migration
field for different frequencies results in constructive reinforcement of the amplitude at the scattering
objects associated with geoelectrical inhomogeneities, and in weakening of the signal in the homoge-
neous areas of the sea bottom. These useful features of the migration field can be successfully used for
imaging the geoelectrical structures.

We represent the observed electromagnetic field E, H as being the sum of a downgoing Ed ,Hd

field and an upgoing field, Eu,Hu:

E = Ed + Eu,

H = Hd + Hu. (9.95)

A detailed technique of the EM field separation into the upgoing and downgoing parts will be discussed
in Chapter 17.

Let us suppose, for example, that we have a three-dimensional model with a localized zone of
anomalous electrical conductivity. It can be shown that the phases of the downgoing and upgo-
ing fields, φd(r,ω) and φu(r,ω), differ one from the other in the background (normal part) of the
three-dimensional cross section, and are functions of frequency, but near the anomalous zone, D, the
differences are only weakly related to frequency (Zhdanov et al., 1996). From the physical point of
view, we have the effect analogous to the seismic case, when the primary (downgoing) and the scat-
tered (upgoing) components of the fields have the same phase at the position of the reflector. This
property of the migration field is usually used as an imaging condition in a seismic phase migration
algorithm (Claerbout, 1985). We use this imaging condition for an electromagnetic field as well, in
which a geoelectric boundary plays the role of a reflector.
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We can introduce apparent reflectivity functions, βEx,y (r,ω) and βHx,y (r,ω), defined as the ratio
of upgoing and downgoing electric or magnetic fields,

βEx,y(r,ω) = Eu
x,y(r,ω)

Ed
x,y(r,ω)

=
∣∣∣∣∣E

u
x,y(r,ω)

Ed
x,y(r,ω)

∣∣∣∣∣ ei(φu
E−φd

E)
a , (9.96)

βHx,y(r,ω) = −Hu
x,y(r,ω)

Hd
x,y(r,ω)

=
∣∣∣∣∣H

u
x,y(r,ω)

Hd
x,y(r,ω)

∣∣∣∣∣ ei(φu
H −φd

H ±π)
a . (9.97)

We noted above that, if the observation point r is in the vicinity of the anomalous region, D, then:

φu(r,ω) − φd(r,ω) → �φ(r), (9.98)

where �φ(r) depends only weakly on frequency. Therefore, we can “stack” the values of apparent
reflectivity functions, βEx,y and/or βHx,y over a range of frequencies:

βEx,y (r) = 1

L

L∑
l=1

βEx,y(r,ωl), βHx,y (r) = 1

L

L∑
l=1

βHx,y(r,ωl), (9.99)

where we use the different frequencies (ω1 < ω2 < ω3 < · · · < ωL).
Then, throughout the area outside the anomalous region we will stack unlike reflectivity functions,

leading to a decreased βEx,y and βHx,y , but close to the anomalous zone we will have cophasal stack-
ing, which increases βEx,y and βHx,y , and so, “traces” or outlines the inhomogeneity.

It must be stressed that, with this method of visualization, it is necessary only that we be able to
determine the phase of the upgoing field within the earth. If we compare the phase frequency charac-
teristics of the analytical continuation of the upgoing field and of its complex conjugate migration, we
see that they are equal!

Indeed, according to Eq. (9.68), the spectrum of the complex conjugate migration field can be
calculated as follows:

pm∗(kx, ky, z,ω) = pu(ky, ks,0,ω) exp (−ν̃bz) . (9.100)

It was demonstrated above in Eq. (9.21) that the spectrum, pc, characterizing the downward analytic
continuation of a scalar component of the upgoing field, is equal to

pc(kx, ky, z,ω) = pu(kx, ky,0,ω) exp (νbz) , (9.101)

where pu is the spectrum of the upgoing field at the surface of the earth.
Considering that Reνb = Re ν̃b and Imνb = − Im ν̃b , we see that the phase spectrum for the mi-

grated and analytically continued fields are identically the same:

φ(kx, ky, z,ω) = Imνb,

while the amplitude spectrums, am∗ = e− Re νbz
′

and ac,m = eRe νbz differ in a significant way. This
means that the migration field components, Em∗ and Hm∗ are characterized by the same phase as the
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unmigrated upgoing field. As a consequence of this, we can use the migration reflectivity functions
βm

Ex,y(x, y, z,ωl) and βm
Hx,y(x, y, z,ωl) defined according to the formulas:

βm
Ex,y(r,ω) = Em∗

x,y(r,ω)

Ed
x,y(r,ω)

, βm
Hx,y(r,ω) = −Hm∗

x,y (r,ω)

Hd
x,y(r,ω)

. (9.102)

The phase of the migration reflectivity function βm is significantly frequency-dependent except
near the inhomogeneity. Thus, stacking βm for a spectrum of frequencies (ω1 < ω2 < ω3 < · · · < ωL)

results in positive reinforcement at the scatterers and destructive interference elsewhere:

β
m

Ex,y (r) = 1

L

L∑
l=1

βm
Ex,y(r,ωl), β

m

Hx,y (r) = 1

L

L∑
l=1

βm
Hx,y(r,ωl). (9.103)

The inphase summation of the migration reflectivity functions indicates the position of the bound-
aries between the layers with different conductivities.

9.4.2 MIGRATION IMAGING CONDITION IN THE TIME DOMAIN
Next, we can consider approaches for visualizing electromagnetic fields in the time domain. For sim-
plicity, we will assume that the time-varying field is excited in the earth by a local surface-based
impulsive source or by an impulsive plane wave.

For an example, we will compute the characteristics of the propagation of a plane impulsive wave,
dδ(z, t), excited by a δ-function impulse located at point z = 0 at the instant of time, t = 0, in a
homogeneous medium with electrical conductivity, σb . It should be clear that the analytical expression
for this wave is obtained by an appropriate Fourier transformation of the downgoing field (with unit
amplitude at the earth’s surface):

d(z,ω) = eikbz, (9.104)

where kb = (iωμ0σb)
1/2 is the wave number for the medium.

We can now write

dδ(z,t) = 1

2π

∫ +

−∞
eikbxe−iωtdω

= bzt−3/2e−μ0σbz
2/4t , (9.105)

where b = (μ0σb/4π)1/2.
Thus, the shape of the wave excited with a δ-function wave form will change as the wave propagates

to depth.
Let us analyze the changes which take place in the function dδ(z, t) at some fixed depth, z = const ,

as time progresses. As may be seen from Eq. (9.105), at early time, with t → 0, the function dδ(z, t) is
about zero, and then increases monotonically, reaching a maximum value at

t0(z) = μ0σbz
2/6. (9.106)



340 CHAPTER 9 ELECTROMAGNETIC MIGRATION

After passing through this maximum, the function decreases, being completely attenuated only as
t → ∞. The time it takes for the maximum to develop at a given depth can be used to define an apparent
speed for the electromagnetic impulse. The speed of travel for the maximum pulse amplitude, V , is:

V = dz/dto = 3/(μ0σbz). (9.107)

We see that close to the source, the wave speed is infinitely large, but with increasing distance
from the source, the impulsive wave slows its pace, and essentially comes to a halt at infinity. In more
resistive media, the speed of the wave is greater, and in more conductive media, the speed of the wave
is less, which resembles the behavior of the speed of movement of the phase front of a monochromatic
field spreading into a conductive medium.

This behavior of the propagation of an impulsive wave can be used for visualization of geoelectric
boundaries.

As we noted earlier, the difference between the phases of a migration upgoing field and a down-
going field in the vicinity of a local anomalous zone or geoelectric boundary depends only weakly on
frequency. This indicates that these two fields will have the same form near a localized geoelectric
anomaly or at a geoelectric boundary. Determination of those points at which the arrival times for the
local extremals of the downgoing and migration fields are the same permits us to identify the position
of the geoelectric inhomogeneity or geoelectric boundary.

In more general cases, the principle of visualization of a geoelectric structure in the time domain
can be formulated as follows. Using a formula such as Eq. (9.106) for computing the time t0 at which
a local maximum normal field, Ed , is reached at a given point, r0, we can calculate the migration field,
Em, at the same point and for the same instant in time. If the point r0 falls in the anomalous region or
at a geoelectrical boundary, we will have a local extremal of the migrated field as well.

9.5 MIGRATION VERSUS INVERSION
It has been demonstrated in several publications that electromagnetic migration can be treated as an
approximate solution of the corresponding electromagnetic inverse problem (Zhdanov and Traynin,
1997; Zhdanov and Portniaguine, 1997; Zhdanov, 2002; Ueda and Zhdanov, 2008).

We can introduce the residual electromagnetic field as the difference between the simulated electro-
magnetic field for some given (background) geoelectrical model and the actual electromagnetic field.
Electromagnetic migration imaging is considered as the initial step in the general electromagnetic
inversion procedure, based on the minimization of the misfit functional between the observed and pre-
dicted data. By applying migration iteratively, we arrive at iterative electromagnetic migration which
provides a rigorous solution of electromagnetic inverse problems. This iteration process is similar to
the conventional iterative inversion discussed in Chapter 8. For example, one can use the regularized
conjugate gradient (RCG) method as a basis for iterative migration.

9.5.1 FORMULATION OF THE INVERSE PROBLEM
Consider a 3-D geoelectrical model consisting of a homogeneous atmosphere and an inhomogeneous
earth with conductivity σ (r) = σb (r)+�σ (r), where σb (r) is some background (normal) distribution
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of the conductivity, and �σ (r) is the anomalous conductivity, which is nonvanishing only within some
domain D. We will denote the surface of the earth by �. We will confine ourselves to consideration
of nonmagnetic media and, hence, assume that μ = μ0 = 4π × 10−7 H/m, where μ0 is the free-space
magnetic permeability. The electromagnetic field in this model is generated by a source, located with
the current density je in the upper half-space. Receivers are located on the surface of the earth. We
assume also, that the electromagnetic field is varying in time relatively slowly, so that in the equations
for this field the second derivative with respect to time, ∂2/∂t2, can be discarded. In other words,
we consider the so-called quasi-stationary model of the electromagnetic field (without displacement
currents).

We can represent the total electromagnetic field, observed in this model, as the sum of the back-
ground (normal) field

{
Eb,Hb

}
, generated by the given source in the model with the background

conductivity distribution, and the anomalous field {Ea,Ha}, due to an inhomogeneity �σ (r):

E = Eb + Ea, H = Hb + Ha. (9.108)

The total electromagnetic field satisfies Maxwell’s equations

∇ × H = (σb + �σ)E + je,

∇ × E = −μ∂H/∂t, (9.109)

while the anomalous field satisfies the equations

∇ × Ha = σbEa + �σ
(

Eb + Ea
)

,

∇ × Ea = −μ∂Ha/∂t. (9.110)

The general electromagnetic inverse problem can be formulated as follows. We are given the ob-
served total electromagnetic field on the surface of the earth and the background (normal) distribution
of the conductivity σb (r). The problem is to determine the conductivity σ (r) = σb (r)+�σ (r) within
the anomalous domain D.

9.5.2 GENERAL CONCEPT OF THE MIGRATION ANOMALOUS FIELD
In this section we introduce first the general concept of the migration anomalous electromagnetic field
and show how it can be used for fast imaging of the earth’s interior. In the following sections we will
demonstrate the connections between the electromagnetic migration and the solution of the electro-
magnetic inverse problem.

The general definition of the electromagnetic migration field in time domain was introduced in
the monograph by Zhdanov (1988). According to this definition, the migration field is the solution
of the adjoint Maxwell’s equations. In other words, we can introduce the migration anomalous field
Eam (r, τ ) ,Ham (r, τ ) as the field, determined in reverse time τ = −t , and satisfying the Maxwell’s
equations in the reverse time within the earth with a background conductivity σb:

∇ × Ham = σbEam + jSE,

∇ × Eam = −μ∂Ham/∂τ − jSH . (9.111)
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We have included in the right-hand sides of the last equations the fictitious electric and magnetic
currents, distributed over the surface of observations S with the surface densities jSE (r, τ ) and jSH (r, τ )

proportional to the anomalous fields in the reverse time:

jSE
(
r′, τ

) = �0Ea
(
r′,−τ

) = �0

[
E

(
r′,−τ

) − Eb
(
r′,−τ

)]
, (9.112)

jSH
(
r′, τ

) = Ha
(
r′,−τ

) = H
(
r′,−τ

) − Hb
(
r′,−τ

)
. (9.113)

We have introduced the unit conductance �0 in Eq. (9.112) to keep the correct dimensions of the
fictitious electric current jSE .

Applying the curl operator to both sides of Eq. (9.111), we obtain a separate equation for the
anomalous migration electric field:

∇ × ∇ × Eam = −μσb

∂Eam

∂τ
− μ

∂jSE
∂τ

− ∇ × jSH . (9.114)

Therefore, in reverse time τ the electric migration field satisfies the ordinary vector diffusion equation.
However, in direct time, t = −τ , the migration anomalous electric field satisfies the equation adjoint
to (9.114):

∇ × ∇ × Eam = μσb

∂Eam

∂t
+ μ

∂jSE
∂t

− ∇ × jSH . (9.115)

In a similar way, we can write the equation for the migration anomalous magnetic field:

∇ × ∇ × Ham = μσb

∂Ham

∂t
− σbjSH + ∇ × jSE. (9.116)

In the lower half-space, free from the fictitious electric and magnetic currents, jSE and jSH , we have the
homogeneous equations for the migration fields:

∇ × ∇ × Eam = μσb

∂Eam

∂t
, (9.117)

∇ × ∇ × Ham = μσb

∂Ham

∂t
. (9.118)

While the ordinary diffusion equation describes the development of the process of electromagnetic
field propagation in increasing time from the source to the receiver, Eqs. (9.117) and (9.118) reflects
the same process in a reverse order, i.e. from the final distribution of the field at the receivers to its
initial distribution at the sources. That is why, following Wang et al. (1994), Eqs. (9.117) and (9.118)
can be called the vector concentration equations. As a result, the electromagnetic migration field can
be treated as the field converging into the sources of the anomalous field, which actually coincide with
the geoelectrical inhomogeneities.
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9.5.3 GENERAL MIGRATION IMAGING CONDITIONS
We have introduced the migration transformation in order to generate an approximate solution of the
EM inverse problem. It can be demonstrated, however, that migration imaging represents the first iter-
ation of some rigorous inversion scheme.

According to Chapter 8, we can describe the general inverse problem as a solution of the operator
equations:

dE.H = AE,H (�σ) = GE,H (�σE) , (9.119)

where AE,H (�σ) are nonlinear forward modeling operators, given by the formulae:

AE,H (�σ) = GE,H (�σE) .

In Eq. (9.119), �σ is a model parameter vector formed by the anomalous conductivity distribution in a
model with the given background conductivity σb, and dE.H is a data vector formed by the anomalous
electric or magnetic fields observed in the receivers:

dE.H = {
Ea,Ha

} = {
Ea (ri ) , Ha (ri ) , i = 1,2, ....I

}
. (9.120)

We have derived in Chapter 8 the approximate imaging formulas (8.48) and (8.49), based on the
Born approximation. These formulas can be rewritten in the form:

�σ (r) ≈ k
(
W ∗

EWE

)−1 Re
∫

�

Eb∗ (r,ω) ·
∫∫

S

˜̂G∗
E

(
r′ | r

) · Ea
(
r′,ω

)
ds′dω, (9.121)

and

�σ (r) ≈ k
(
W�

H WH

)−1 Re
∫

�

Eb∗ (r,ω) ·
∫∫

S

˜̂G∗
H

(
r′ | r

) · Ha
(
r′,ω

)
ds′dω, (9.122)

where � is the frequency interval of the observed data. Note that we take the real parts of the corre-
sponding integrals because in this chapter we consider the real conductivity only.

WE and WH are the linear weighting operators of the multiplication of conductivity �σ by the
functions wE (r) and wH (r) equal to the square root of the integrated sensitivity (see formulas (8.19)
and (8.53) in Chapter 8):

wE = √
SE, and wH = √

SH . (9.123)

Eqs. (9.121) and (9.122) can serve as a basis for geophysical migration imaging. Indeed, on the
right-hand side of these formulas we have the dot product of the complex conjugate background electric
field, Eb∗, and the complex conjugate of the corresponding auxiliary fields, ER∗ and HR∗, defined by
the equations:

ER∗ (r,ω) =
∫∫

S

˜̂G∗
E

(
r′ | r

) · Ea
(
r′,ω

)
ds′, (9.124)

HR∗ (r,ω) =
∫∫

S

˜̂G∗
H

(
r′ | r

) · Ha
(
r′,ω

)
ds′. (9.125)
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Note that, in the definition of the auxiliary fields, ER∗ (r,ω) and HR∗ (r,ω), we use the complex
conjugate Green’s tensors. It was demonstrated above that the transition to the complex conjugate
function in the frequency domain corresponds to changing a sign in front of time variable t in the time
domain. Thus, using the convolution theorem, we can write the expressions for the auxiliary electric
and magnetic fields in the time domain as follows:

ẼR
(
r, t ′

) = 1

2π

∫ +∞

−∞
ER∗ (r,ω) e−iωt ′dω

= 1

2π

∫ +∞

−∞

∫∫
S

Ĝ∗
E

(
r | r′) · Ea

(
r′,ω

)
ds′e−iωt ′dω

=
∫∫

S

∫ +∞

−∞
ĜE(r,−t | r′,−t ′)Ea

(
r′, t

)
dtds′, (9.126)

and

H̃R
(
r, t ′

) = 1

2π

∫ +∞

−∞
HR∗ (r,ω) e−iωt ′dω

=
∫∫

S

∫ +∞

−∞
ĜH (r,−t | r′,−t ′)Ha

(
r′, t

)
dtds′. (9.127)

Note, that we use the same symbols for the fields in time and frequency domains to simplify the
notations. The reader can easy distinguish the corresponding field by checking the arguments t or ω in
the corresponding equations.

The minus sign in front of time variable t in the expression for the Green’s tensors indicates that
the electromagnetic field propagation occurs backward in time. Therefore, the fields ẼR

(
r, t ′

)
and

H̃R
(
r, t ′

)
are referred to as the “back-propagated” or “back-scattering” fields. These fields satisfy

to the differential equations, which can be derived directly from integral representations (9.126) and
(9.127), using the properties of the Green’s tensors (see section 3.4):

∇ × ∇ × ẼR = μσb

∂ẼR

∂t
+ μ

∂jSE
∂t

− ∇ × jSH , (9.128)

∇ × ∇ × H̃R = μσb

∂H̃R

∂t
− σbjSH + ∇ × jSE (9.129)

We can see that the last equations are similar to Eqs. (9.115) and (9.116) for the migration fields.
Thus, these back-scattering fields are nothing else but the migration anomalous fields, Eam, Ham:

ẼR
(
r, t ′

) = Eam
(
r, t ′

)
, H̃R

(
r, t ′

) = Ham
(
r, t ′

)
. (9.130)

Similar equalities hold for the fields in the frequency domain as well:

ẼR (r,ω) = Eam (r,ω) , H̃R (r,ω) = Ham (r,ω) . (9.131)
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Substituting formulas (9.131) into Eq. (9.121), we arrive at the corresponding imaging condition:

�σ (r) ≈ k
(
W ∗

EWE

)−1 Re
∫

�

Eb∗ (r,ω) · Eam∗ (r,ω)dω. (9.132)

In a similar way we can derive an imaging formula based on anomalous magnetic field observations:

�σ (r) ≈ k
(
W�

H WH

)−1 Re
∫

�

Eb∗ (r,ω) · Ham∗ (r,ω)dω. (9.133)

We have demonstrated above that the migration field represents a backscattering field produced
by illuminating the background medium by fictitious electric and magnetic currents, distributed over
the surface of observations S with the surface densities, jSE and jSH , determined by the anomalous
fields in the reverse time, according to formula (9.112) and (9.113). Therefore, the imaging conditions
(9.132) and (9.133) are nothing else but cross-power spectrums of the background and the migration
(backscattering) electric or magnetic fields.

We will call the conductivity distributions, obtained by formulas (9.132) and (9.133), the migration
apparent conductivity.

We can present conditions (9.132) and (9.133) in the inversion theory dressing as:

�σ (r) ≈ −k
(
W ∗

EWE

)−1 lE0 (r) , (9.134)

�σ (r) ≈ −k
(
W�

H WH

)−1 lH0 (r) , (9.135)

where lE0 (r) and lH0 (r) are the gradient directions of the forward modeling operators AE (�σ) and
AH (�σ), respectively:

lE0 (r) = −Re
∫

�

Eb∗ (r,ω) · Eam∗ (r,ω)dω, (9.136)

lH0 (r) = −Re
∫

�

Eb∗ (r,ω) · Ham∗ (r,ω)dω. (9.137)

The last equations make it clear that the migration imaging indeed can be treated as the first iteration
of a rigorous inversion.

9.5.4 REGULARIZED ITERATIVE MIGRATION
We have demonstrated above that migration imaging can be treated as the first iteration in the solution
of electromagnetic inverse problem (9.119). Obviously, we can obtain better imaging results if we
repeat the iterations. We now apply a general scheme of the regularized conjugate gradient method
(see Chapter 8), to form an iterative process for electromagnetic migration. According to this scheme,
a general iterative process can be described by the formulas:

�σ n+1 = �σ n + δ�σ n = �σ n − kα
ñ lα(�σ n), (9.138)

where

l̃α(�σn) = l̃αn = lαn + βα
n l̃α(n−1), l̃α0 = lα0 , (9.139)
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βα
n = ∥∥lαn

∥∥2
n
/

∥∥∥lα(n−1)

∥∥∥2
.

The regularized gradient direction on the n-th iteration lαn can be calculated by a formula:

lαn = lα (σ n) = ln + αW2
m

(
σ n − σ apr

)
, (9.140)

where ln is a gradient direction on the nth iteration, computed using a formula similar to (9.136) or
(9.137):

ln = lEn = Re
∫

�

E∗
n (r,ω) · Em∗

n (r,ω)dω = Re
∫

�

En (r,ω) · Em
n (r,ω)dω, (9.141)

or

ln = lHn = Re
∫

�

E∗
n (r,ω) · Hm∗

n (r,ω)dω = Re
∫

�

En (r,ω) · Hm
n (r,ω)dω. (9.142)

The fields En,Em
n , and Hm

n are determined from the following conditions. The field En is the electric
field generated in a model with the anomalous conductivity �σ n found on the iteration number n.

The field Em
n is obtained by the migration of the residual electric field found on the iteration num-

ber n:

Em
n (r) = Em (r;RnE) ,

where

RnE (r) = En (r) − E (r) , r ∈ S

and E (r) = Eb (r) + Ea (r) is a total observed electric field on the surface S.
In a similar way, the field Hm

n is obtained by the migration of the residual magnetic field found on
the iteration number n:

Hm
n (r) = Hm (r;RnH ) ,

where

RnH (r) = Hn (r) − H (r) , r ∈ S

and H (r) = Hb (r) + Ha (r) is a total observed electric field on the surface S.
Thus, we can describe the developed method of iterative migration as follows. On every iteration

we calculate the theoretical electromagnetic response, En, Hn, for the given geoelectrical model �σ n,
obtained on the previous step, calculate the residual field between this response and the observed
field, RnE , RnH , and then migrate the residual field. The gradient direction is computed as an integral
over the frequencies of the dot product of the migrated residual field and the theoretical response
En. Using this gradient direction and the corresponding value of the optimal length of the step kn,
we calculate the new geoelectrical model �σ n on the basis of expressions (9.138) and (9.139). The
iterations are terminated when the misfit between the observed and predicted data reaches the level of
the noise. The optimal value of the regularization parameter α is selected using conventional principles
of regularization theory, described in Chapter 8.
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The migration apparent conductivity, introduced above, is used as the first iteration in this iterative
process.

It is important to emphasize that, in accord with formulas (8.94) of Chapter 8, expressions (9.141)
and (9.142) are nothing else but the adjoint Fréchet derivative operators applied to the electric and
magnetic residual fields, RnE (r) and RnH (r),

Fσ̃n�
E (r | REn) = lEn = Re

∫
�

En (r,ω) · Em
n (r,ω)dω,

Fσ̃n�
H (r | RHn) = lHn = Re

∫
�

En (r,ω) · Hm
n (r,ω)dω. (9.143)

Thus, we can conclude that migration transformation provides an alternative technique to the cal-
culations of the adjoint operator. This fact was demonstrated in the papers by Zhdanov and Traynin
(1997), Zhdanov and Portniaguine (1997), and Dorn et al. (1999). Numerically, expressions (9.143) are
equivalent to formulas (8.94). The only difference is that in this case we consider the multifrequency
data and real conductivity, while in Chapter 8 we analyzed single frequency data and a complex con-
ductivity. However, the approach based on the migration-type formulas (9.143) makes it possible to
use the known properties of the migration field in the construction of effective numerical methods.

Finally, we can write the time domain analogs of expressions (9.141) and (9.142). Based on the
convolution theorem, the formulas for gradient directions take the form:

ln = lEn =
∫

T

En (r, t) · Em
n (r,−t) dt, (9.144)

or

ln = lHn =
∫

T

En (r, t) · Hm
n (r,−t) dt. (9.145)

Eqs. (9.144) and (9.145) show that, in the time domain, the gradient directions are computed as a
convolution between the predicted and migrated fields.

Thus, we have demonstrated that the calculation of the adjoint operator, which is required in any
inversion algorithm, requires back propagation of the residual field. This back propagation trans-
formation can actually be performed by migration algorithms. Therefore, conventional migration is
equivalent to the calculation of the gradient direction (adjoint Fréchet derivative) of inversion, except
that it does not include convolution with the incident field.

Another important difference between inversion and migration is that the general inversion algo-
rithms are iterative. At the same time, iterative inversion, being a solution of an ill-posed problem,
requires regularization. By contrast, migration is a stable procedure because it is equivalent to one
forward modeling for computing the back-propagated field. However, we have demonstrated in this
chapter that any inversion algorithm can be treated as an iterative migration of the residual fields ob-
tained on each iteration.

In this way we can see that, there is a fundamental similarity between these two approaches to
the interpretation of electromagnetic data. The main difference is in the physical interpretation of the
gradient directions. The approach based on the ideas of EM migration makes it possible to use different
numerical algorithms of the migration, outlined above, to construct the effective numerical methods of
underground imaging and inversion.
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Electromagnetic fields are of use in geophysics only because they interact with the medium through
which they propagate. This interaction can, under some circumstances, be used to determine certain
physical properties of rocks, these being electrical conductivity, dielectric permittivity and magnetic
permeability. In this chapter, we will discuss these physical properties from three viewpoints1: 1) the
physical phenomena which cause the properties to behave as they do, 2) the values of these physi-
cal properties for rocks as they exist in the earth, and 3) the way in which these properties respond

1This chapter was written in collaboration with G. Keller.
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to environmental conditions and how they correlate with other physical and geological properties of
rocks.

10.1 PROPERTIES AND UNITS
10.1.1 ELECTRICAL CONDUCTIVITY AND RESISTIVITY
Maxwell’s equations are coupled to the earth through the constitutive relationships. These are a very
general set of equations which relate force fields and the effects created in a medium by a force field.
For example, Ohm (1827) described a linear relationship between voltage drop and current flow which
usually exists when a material is placed in any electromagnetic field. This empirically observed rela-
tionship is now universally called Ohm’s law, and is written as

j = σE, (10.1)

where j is current density, or current flow in a small cross section, and E is the electric field intensity, or
voltage drop between two closely spaced points. The constant of proportionality which arises in Ohm’s
law is defined as the electrical conductivity of the medium.

In the metric system of units now in wide use, current density is measured in amperes per square
meter, and electric field intensity is measured in volts per meter. Conductivity is the ratio of current
density to electric field intensity, and so, has the units of amperes×meters/volts×square meters. The
ratio of current to voltage in a circuit has been named conductance, S, with its unit value named the
siemen. Therefore, logically, the proper unit for conductivity is the siemens per meter.

Because both the electric field intensity, E, and the current density, j, are vectors, the quantity σ , in a
general case, must be a tensor of rank 3, which in Cartesian coordinates will have the nine components:

σ̂ =
⎡
⎣ σxx σxy σxz

σyx σyy σyz

σzx σzy σzz

⎤
⎦ . (10.2)

The conductivity tensor is symmetric, in that the off-diagonal terms will have symmetrically equal
values, σxy = σyx , and so on. If two of the coordinate directions are selected to lie in the direction of
maximum and minimum conductivity (the principal directions of the conductivity tensor), the nondi-
agonal terms all become zero, leaving only three components along the principal diagonal:

σ̂ =
⎡
⎣ σxx 0 0

0 σyy 0
0 0 σzz

⎤
⎦ . (10.3)

In isotropic materials, the three principal values of conductivity are all the same, and in effect,
conductivity is a scalar quantity. In isotropic materials, the electric field vector and the current density
vector are collinear; current flows along the direction of the applied electric field. In an anisotropic
material, defined as one in which the three principal values of the conductivity tensor are not equal,
the current density will not necessarily flow in the direction of the applied electric field. Coincidence
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of directions occurs only when the electric field is directed along one of the principal directions of the
tensor conductivity.

Anisotropy is a common phenomenon in rocks and minerals. If the dependence of conductivity on
direction exists at the molecular level, the anisotropy is said to be intrinsic. However, an aggregate
of isotropic minerals in a rock can exhibit a dependence of average conductivity on the direction of
the applied electric field, and appear to be anisotropic in bulk. Such behavior is termed structural
anisotropy.

In rocks and minerals that have structural uniformity in one plane, two of the three principal values
of conductivity are equal. Almost always, these two equal values are the maximum conductivity of the
material. Such materials are termed gyrotropic.

Often, geoelectricians choose to use the term electrical resistivity in place of conductivity. For
an isotropic material, in which conductivity is scalar, resistivity is defined simply as its reciprocal,
ρ = σ−1, with units of ohm-m.

For an anisotropic material, the resistivity tensor is the inverse of the conductivity tensor.
Despite Ohm’s observations, the conductivity of a material need not be a linear property; that is, the

conductivity can be a function of current density or electric field intensity. For almost all earth materi-
als, linearity of conductivity as a property is well observed. One exception which is easily recognized
is the nonlinearity of current flow in air. When the electric field exceeds a threshold value, breakdown
occurs, as in a lightning stroke. In exploration, the electric field intensities never approach the threshold
for breakdown.

Conductivity of a mineral or rock need not be a constant. Its value can change with time, tempera-
ture, pressure, and various environmental factors.

10.1.2 DIELECTRIC PERMITTIVITY
In formulating the equations that bear his name, Maxwell realized the necessity for explaining the
transfer of alternating current through discontinuous circuit elements, such as capacitors. He described
the appearance of opposing charges on the two ends of a discontinuous circuit as being an electric
displacement, measured as charge accumulation per unit area, Q/A, in coulombs per square meter. He
then postulated a constitutive equation relating the amount of displacement to the applied electrical
force. In differential notation, this constitutive equation has the form:

D = εE. (10.4)

This equation defines another electrical property of the medium, ε, known as the dielectric permit-
tivity. Unlike conductivity, the dielectric permittivity has a well defined value even in the absence of
matter, this value being 8.854 × 10−12 farads per meter. Often, values of dielectric permittivity are
tabulated as the ratio of the observed dielectric permittivity to the permittivity of free space. In such
cases, the ratio is called the relative dielectric constant, or more casually, the dielectric constant. For
some purposes, it is necessary to use the unscaled value of dielectric permittivity, while in others, only
the relative dielectric constant is needed. Care must be taken to understand which value is appropriate
to a given application.

In the classical theory of dielectric materials, displacement is attributed to the motion of electrons,
atomic nuclei or polar molecules from neutral equilibrium positions to displaced, non-neutral positions
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FIGURE 10.1

Characterization of geophysical induced polarization.

under the effect of an applied electric field. The electric field pulls opposite charges apart until the
Coulomb force of attraction balances the applied force of the electric field.

Processes similar to displacement occur for many other reasons, including variability of the mobility
with which charge can move through a material from point to point, and the occurrence of chemical
reactions which store energy during current flow. These processes tend to occur at very low frequencies,
and are of interest in geophysical prospecting, forming the basis for the induced polarization method
of prospecting.

In geophysical applications, these low frequency polarization effects are measured using one of
several pragmatic measures. In field applications, one way of measuring induced polarization is by
exciting the earth with a step of current while measuring the voltage wave form with a pair of ob-
servation electrodes. The effect of low frequency polarization in the medium is to cause the observed
voltage to fall slowly rather than abruptly, giving a transient decay as shown in Fig. 10.1. The induced
polarization is measured in terms of the polarizability or the chargeability, defined respectively as:

Polarizability:

ηT
t = P T

t = �VIP (t)/�V, (10.5)

where the superscript T indicates the duration of the current step used to excite the earth, the subscript
t indicates the length of time after excitation has ceased that the transient voltage �VIP is measured,
and �V is the voltage between the receiving electrodes during excitation. Polarizability is measured
in % or mv/v.

Chargeability:

MT
t1,t2

= 1

�V

∫ t

t1

�VIP dt, (10.6)
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where t1 and t2 specify the time interval over which the transient voltage is integrated. Chargeability is
normally expressed in milliseconds.

Another way to measure the effects of induced polarization is by determining the voltage drop
between the receiving electrodes using like currents at different frequencies to excite the earth. As a
consequence of induced polarization, the voltage drop observed at the higher frequency will be slightly
less than the voltage observed at the lower frequency. The measure of induced polarization is the per-
centage difference between the two voltages for frequencies which differ by a factor of ten, a quantity
named the PFED (percent frequency effect per decade).

10.1.3 MAGNETIC PERMEABILITY
The third of the main constitutive equations which play a role in the application of Maxwell’s equations
to the earth is that which relates magnetic field strength and magnetic induction:

B = μH, (10.7)

where H is the magnetic field strength and B is the resulting magnetic induction. The unit of magnetic
field strength is the tesla, also called the ampere per meter, while the unit of magnetic induction is the
weber per square meter, which is the number of flux lines per square meter.

The constant of proportionality in Eq. (10.7) is the definition of the magnetic permeability of the
medium. This property serves as the basis for magnetic methods in geophysical exploration, but also
plays an essential role in the electromagnetic methods. As with conductivity and dielectric permittivity,
the magnetic permeability is a tensor quantity of rank 3, and more often than not is anisotropic.

In contrast to the dielectric permittivity and conductivity properties which are usually considered
to be independent of the applied field strengths at the levels used in exploration, magnetic permeability
can have a complicated dependence on magnetic field strength.

If no material is present, magnetic permeability takes the value μ0 = 4π × 10−7 henries per meter
for free space.

10.1.4 WAVE NUMBER
In Chapter 4, in solving the diffusion equation, it was established that the wave number for a medium,
k, is an important parameter in determining the behavior of an electromagnetic field traveling in a con-
ductive medium. However, the formulation for the wave number given in Eq. (4.122) is incomplete
because the effect of displacement currents was ignored. While this is valid in the great majority of ap-
plications of electromagnetic theory in exploration geophysics, it will be informative in our discussion
of electrical properties of rocks and minerals to establish the range of acceptability of this simplifica-
tion by including the effect of displacement currents on the wave number for a material. To do this,
we replace Eq. (4.116) with its more complete form, Eq. (3.69), which includes a term representing
displacement currents:

∇ × H = σE + ε∂E/∂t. (10.8)

Using the constitutive equation, D = εE, and considering the fields in the frequency domain,
Eq. (10.8) becomes:

∇ × H = (σ − iωε)E. (10.9)
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Equations of the set (4.121) become:

∇2 H + iωμ(σ − iωε) H = 0, (10.10)

and

∇2E + iωμ(σ − iωε) E = 0.

Thus, the definition of wave number with the inclusion of displacement currents is:

k̃2 = iωμ(σ − iωε) = iωμσ̃

= ω2με + iωμσ, (10.11)

where

σ̃ = σ − iωε (10.12)

is the complex conductivity.
The second term in the definition of k̃2 reflects the existence of conduction currents, which dissipate

as heat, while the first term reflects the existence of displacement currents, which allow lossless storage
of energy. The modulus of the ratio of the term iωμσ to the term ω2με is called the loss factor, δ (von
Hippel, 1954):

δ = σ/ωε. (10.13)

The loss factor is often expressed as a loss tangent:

tan ξ = σ/ωε. (10.14)

A loss tangent of unity divides two important regimes of electromagnetic behavior. At high fre-
quencies, the first term in the expression for the k̃2 wave number becomes dominant:

k̃2 ≈ ω2με. (10.15)

In this regime, the wave number, k, is almost entirely real, and propagation of an electromagnetic
field takes place without significant attenuation. Displacement currents are very much more important
than induction or conduction currents. The electromagnetic field is said to propagate by radiation. Wave
length depends on dielectric permittivity, but not on conductivity:

λ = 2π/ω(με)1/2. (10.16)

At very low frequencies, the second term in the definition of k̃2 is dominant:

k̃2 = k2 = iσμω. (10.17)

The dependence on dielectric permittivity disappears (meaning that we can neglect displacement cur-
rents), and the wave number has equal real and imaginary parts:

k = g + ig. (10.18)
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In this range the electromagnetic field is said to propagate by diffusion in analogy with the differential
equation (Fick’s equation), which describes diffusion processes.

10.2 PROPERTIES IN A PARAMETRIC SENSE
The various electrical properties defined with constitutive equations in the preceding section are nom-
inally constants in those equations. However, the electrical properties depend on many factors, some
environmental, like temperature and pressure, and others which reflect the character of the rock, such as
composition. The physical properties are better termed parameters; therefore we choose to call consid-
eration of the relationship between the electrical properties and environmental or composition factors
a study of properties in the parametric sense.

10.2.1 ELECTRIC PROPERTIES OF ROCK-FORMING MINERALS AND ROCKS
Conductivity of metals
Materials are classified generally as conductors, semiconductors, and insulators. If the conductivity of
a material is greater than 105 S/m, it is classed as a conductor; materials with conductivities less than
10−8 are classed as insulators; materials in the intermediate range are semiconductors.

These boundaries are somewhat arbitrary, but the mechanisms of conduction differ significantly
for materials in these ranges. Mechanisms which are important are metallic conduction, electronic
semiconduction, solid electrolytic conduction, and aqueous electrolytic conduction.

Metallic conduction is one of the essential physical phenomena used in defining which materials
are metals and which are not. Native metals occur in rocks infrequently, but such occurrences are
of some economic importance. Two of the more important native metals are copper and gold. Other
metals including platinum, iridium, osmium and iron occur in the elemental form, but are extremely
rare, at least at the earth’s surface. Carbon occurs commonly in the form of graphite, which exhibits
the strange behavior of being a metallic conductor along one crystal plane, but a semiconductor in the
third direction.

The Drude theory of metals, developed around 1900, provides a useful simplistic model for visual-
izing conductivity in metals. In this theory, all of the valence electrons of a metal are viewed as being
detached from the nuclei of the metal atoms, forming an unstructured atmosphere, or electron gas. The
electrons forming this atmosphere are in ceaseless motion, but in the absence of an applied electric
field, there is no net charge transfer in this electron motion to comprise a current.

When an external electric field is applied to a metal, the electrons forming the atmosphere accel-
erate in the direction of the applied field, producing a current which would increase without limit if it
were not for the fact that the electrons occasionally collide with the atomic nuclei in the metal. Such
collisions redirect the electrons randomly, limiting the movement along electric field lines. The average
time between collisions of a given electron with the atomic framework in the metal is called the relax-
ation time, τ , or the scattering time. This relaxation time is very short, being typically 10−13 seconds.
Thus, one expects the conductivity of a metal to be independent of frequency over any frequency range
that might be of interest in geophysics.
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FIGURE 10.2

Conductivity as a function of free electron concentrations for various values of mobility, μ, in cgs units.

Drude’s formula for metallic conductivity is:

σ = ne2τ/m∗, (10.19)

where n is the number of free electrons per unit volume of the metal, e is the charge of an electron
(1.6 × 10−19 coulomb), τ is the scattering time, and m∗ is the mass of an electron (9.11 × 10−21 Kg).

The conductivity of a metal as a function of free electron concentration for parametric values of
electron mobility is shown in Fig. 10.2. If the atoms of a metal were perfectly ordered, the proba-
bility of an electron being scattered would be very small, and the conductivity very high. In reality,
imperfections in the crystal structure are always present and such imperfections interfere with the free
movement of the electron atmosphere. The metals that occur in nature, such as copper, are rarely pure,
but contain admixtures of various other metals. The electrical conductivity of such alloys is always less
than the conductivity of the metal serving as solvent in an alloy.

Examples of this are found in Fig. 10.3, which shows graphically the conductivity of copper-based
binary alloys for small amounts of dissolved other metals. For low concentrations of the impurity, the
conductivity is a simple average of the conductivities of the components.

Thermal motion of metal ions about their equilibrium positions increases their cross section for
the scattering of electrons. The higher the temperature, the greater the movement of the atomic nuclei
about theoretical rest positions and the greater the probability that each atom will interfere with the
freedom of motion of the electron atmosphere. Metals are characterized by a positive coefficient of
resistivity.

The resistivities of refined metals and of several naturally occurring metallic minerals are listed in
Table 10.1.
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FIGURE 10.3

Resistivity of copper-based binary alloys with small amounts of metals other than copper in solution.

Conductivity of electronic semiconductors
Semiconductors are non-metallic materials in which conduction is by electron motion, but in which
conduction is contributed by a significantly smaller number of conduction electrons with lower elec-
tron mobilities. Relatively few electrons are free to move through the material in a semiconductor, in
comparison with the number of free electrons in a metal.

Semiconductors differ from metals in that a significant amount of energy must be added to electrons
before they become dissociated from their home atoms and are free to move thorough the crystal lattice.
This energy is most commonly provided as heat. As a consequence, the number of conduction electrons
is found to increase with temperature according to the Stefan-Boltzmann law:

ne ∝ e−E/kT , (10.20)

where ne is the number of conduction electrons, E is the energy required to raise the energy level of
an electron to the point where it is free to move through the lattice, k is Boltzmann’s constant (1.380 ×
10−16 erg/deg), and T is the absolute temperature. The activation energy, E, is a characteristic of the
material. In materials containing several elements, the activation energy for electrons from different
elements will differ. When several atomic species contribute conduction electrons, simple addition of
terms like that in Eq. (10.20) is applicable. However, often there is such a difference between activation
energies that only the species with the lowest activation energy need be considered in the conduction
process.

All materials which are not true metals are electronic semiconductors to a greater or lesser extent. If
activation energy is low, the material may be nearly as conductive as a metal. This is the case with many
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Table 10.1 Resistivities of naturally occurring and refined metals

Native copper 1.2 to 30 × 10−8 ohm-meters

Graphite, parallel to cleavage 36 to 100 × 10−8

Graphite, across cleavage 28 to 9900 × 10−8

Ulmanite, NiSbS 9 to 120 × 10−8

Breithauptite, NiSb 3 to 50 × 10−8

Lithium 8.5 × 10−8

Beryllium 5.5 × 10−8

Magnesium 4.0 × 10−8

Aluminum 2.5 × 10−8

Titanium 83.0 × 10−8

Chromium 15.3 × 10−8

Iron 9.0 × 10−8

Nickel 6.3 × 10−8

Refined copper 1.6 × 10−8

Zinc 5.5 × 10−8

Molybdenum 4.3 × 10−8

Palladium 10.0 × 10−8

Silver 1.5 × 10−8

Cadmium 6.7 × 10−8

Tin 10.0 × 10−8

Antimony 36.0 × 10−8

Tngsten 5.0 × 10−8

Platinum 9.8 × 10−8

Gold 2.0 × 10−8

Tellurium 14.0 × 10−8

Lead 19.0 × 10−8

Bismuth 100. × 10−8

of the sulfide ore minerals, which have conductivities in the range from a thousand to a million s/m. If
the activation energy is large, a material may be nearly a perfect insulator. Most of the silicate minerals
require large activation energies to provide conduction electrons, and under normal circumstances,
electron conduction in silicates is negligible in comparison with ion conduction, which is discussed in
the next two sections.

Inasmuch as the number of electrons available for conduction in semiconductors increases with
temperature, such materials usually have a negative temperature coefficient of resistivity; that is,
resistivity decreases with increasing temperature. This is not always the case, because increasing tem-
perature also decreases mobility, as it does in metals, and this effect may more than offset the effect of
an increased number of conduction electrons. In general, semiconductors may have a positive coeffi-
cient for a portion of the temperature range and a negative coefficient for other temperature ranges.
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FIGURE 10.4

Histograms for the reported values of the resistivity for common minerals with high conductivity: 1) Bornite; 2)
Magnetite; 3) Pyrrhotite; 4) Arsenopyrite; 5) Galena; 6) Covillite.

The important minerals that are semiconductors are the various metal/sulfur and related compounds
along with some of the metal oxides. Resistivities for these minerals are listed in Table 10.2. It should
be noted that wide ranges of values of resistivity are listed for some minerals, narrow ranges for others.
The narrow ranges reported for some minerals probably reflect a small number of measurements rather
than a more exact value for the resistivity.

Distributions (histograms) of values of resistivity for several semiconducting minerals for which
many measurements have been reported are shown in Fig. 10.4. It is interesting to note that the distribu-
tions for several of the minerals show widely separated peaks, suggesting several forms or compositions
of these minerals. For example, magnetite shows distribution peaks centered on 3 × 10−4, 4 × 10−2

and 80 ohm-meters.
Despite the wide ranges of values for each mineral indicated in Table 10.2 and Fig. 10.4, the data

suggest several generalizations. With few exceptions (galena, haverite, and molybdenite), the metal
sulfides and arsenides are nearly as conductive as true metals. Arsenides and tellurides also have very
low resistivity, but these materials may be metallic alloys, rather than semiconducting compounds. The
antimony compounds and the metal oxides, except for magnetite, have relatively high resistivities.

Conduction in solid electrolytes
Most rock-forming minerals are solid electrolytes. Electrolytic conduction can take place in ionic
bonded crystals. In such crystals, valence electrons are given up by anions to complete the valence
shells in companion cations. The cations and ions which have taken part in this exchange of charge are
then held together by the coulomb forces between oppositely charged ions. When an external electric
field is applied to an ionic bonded crystal structure, the force exerted on each ion by that field is quite
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Table 10.2 Resistivities of semiconducting minerals

Sulfides
Argentite, Ag2 1.5 to 2.0 × 10−3 ohm-m.

Bismuthinite, Bi2S2 3 to 570

Bornite, Fe2S3.nCu2S 1.6 to 6000 × 10−6

Chalcocite, Cu2S 80 to 100 × 10−6

Chalcopyrite, Fe2S3 150 to 9000 × 10−6

Covellite 0.30 to 83 × 10

Galena, PbS 6.8 × 10−6 to 9.0 × 10−2

Marcasite, FeS2 1 to 150 × 10−3

Metacinnabarite, 4HgS 2 × 10 to 1 × 10−3

Millerite, NiS 2 to 4 × 10−7

Molybdenite, MoS2 0.12 to 7.5

Pyrrhotite, Fe7S8 2 to 160 × 10−6

Pyrite, FeS2 1.2 to 600 × 10−3

Oxides
Braunite, Mn2O3 0.16 to 1.0

Cassiterite, SnO2 4.5 × 10−4 to 10,000

Ilmenite, FeTiO3 0.001 to 4

Cuprite, Cu2O 10 to 50

Magnetite, Fe3O4 52 × 10−6

Pyrolusite, MnO2 0.007 to 30

Rutile, TiO2 29 to 910

Uraninite, UO 1.5 to 200
Tellurides
Alteite, PbTe 20 to 200 × 10−6

Calavarite, AuTe2 6 to 12 × 10−6

Hessite, Ag2Te 20 to 80 × 10−6

Sylvanite, AgAuTe4 4 to 20 × 10−6

Arsenides
Lollingite, FeAs2 2 to 270 × 10−6

Nicollite, NiAs 0.1 to 2 × 10−6

Skutterudite, CoAs3 1 to 400 × 10−6

Smaltite, CoAs2 1 to 12 × 10−6

Compounds of arsenic, antimony and sulfur
Arsenopyrite, FeAsS 20 to 100 × 10−6

Cobaltite, CoAsS 6.5 to 130 × 10−3

Energite, Cu3AsS4 0.2 to 40 × 10−3

Tetrahedrite, Cu3SbS3 0.30 to 30,000
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small compared to the strength of the binding forces. In an ideal crystal, one would not expect any
conduction by ion movement, or solid electrolysis, to take place.

Crystals are not ideal in nature. Electrolysis does take place when an electric field is applied. Two
important types of imperfection in crystals are observed. Inherent defects in the form of atoms of
the wrong valence or the wrong nuclear size in the lattice are termed Schottky defects. Breaks in the
continuity of the crystal lattice not involving the presence of a strange atom are termed Frenkel defects.

All natural crystals have a greater or lesser number of imperfections in the form of impurity ions
of the wrong valence substituted in the lattice, or in the form of ions missing from the lattice. At
normal temperatures, all the ions in the lattice vibrate about their rest positions, with the amplitude
of movement increasing with increasing temperature. Occasionally an ion will move far enough that
it ends up in an interstitial position in the lattice or in a vacant lattice position. Such jumps occur
continually, but in random directions so that there is normally no net movement of charge. However,
when an external electric field is applied, jumps in the direction of the field are favored statistically
over jumps in other directions, and a net transfer of ions takes place. There is current flow through the
solid electrolyte when an external electric field is applied.

The frequency with which jumps take place follows a Stefan-Boltzmann law:

nj ∝ e−U/kT . (10.21)

This equation is very similar to Eq. (10.20), which describes the number of electrons raised to conduc-
tion levels in a semiconductor, but here, n is the number of ions dislocated per unit time and U is the
height of the potential wall the ion must cross to move out of its lattice position. One might also note
the absence of the factor 2 in the exponent in this last equation.

The conductivity of a solid electrolyte should be proportional to the number of ionic charge carriers
available at any given time, with the constant of proportionality being determined by the mobility of
these ions. The mobility of the ions will depend on the relative sizes of the moving ions and of the
interstices in the crystal lattice. Small ions can be expected to move through a lattice more easily than
large ions.

In rocks, ions consisting of several (or many) atoms bonded together with covalent bonds are com-
mon, particularly with the oxides of silicon and aluminum. In rocks, it is common to have a relatively
stable lattice consisting of these super ions. The mobile ions in such a crystal are the small single-
nucleus atoms, including sodium, magnesium, and iron. It was found that iron, aluminum, calcium,
and sodium are deposited at the cathode after the electrolysis of silicate rock samples at high tempera-
tures.

Conductivity in rocks exhibiting dry electrolytic conductions can usually be reasonably approxi-
mated with the equation:

σ = A1e
−U1/kT , (10.22)

where A1 is a reference conductivity determined by the numbers of ions available for conduction
and their mobility through the lattice, and U1 is the activation energy required to liberate these ions.
The expression for conductivity (10.22) can be linearized by plotting conductivity or resistivity on a
logarithmic scale and temperature on a reciprocal Kelvin scale, as shown in Fig. 10.5. Such plots are
called Arrhenius plots.
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FIGURE 10.5

Generalized Arrhenius plots of conductivity as a function of inverse temperature for igneous rocks with diverse
chemical makeup.

It appears that low-temperature conduction is extrinsic in origin, being due to weakly bonded im-
purities or defects in crystals. The high-temperature conductivity is intrinsic and is due to ions from
the regular lattice which have been displaced by thermal agitation.

Extensive studies of the conductivity of rocks and minerals have shown that generally the conduc-
tivity in a dry rock at elevated temperature is primarily a function of temperature and to a lesser degree a
function of composition (Fig. 10.5). At relatively low temperatures, where extrinsic conduction mech-
anisms are important, the more acidic rocks tend to have a higher resistivity than the more basic rocks.
At high temperatures where intrinsic conduction dominates, there is little variation in conductivity that
is caused by compositional differences.

Rocks probably exist in the molten state in and around volcanoes, and possibly at depth in the crust
and upper mantle in areas of strong tectonic activity. Mechanisms for conduction in molten rocks are
not much different from those in solid electrolytes. The ions in the molten phase may well occupy
normal positions in a periodic structure. Thermal energy then dislocates a few ions at a time from
their preferred positions in the melt. An external electric field will cause these dislocated ions to move
through the melt as an electric current.

Conductivity in aqueous electrolytes
Water, which forms an aqueous electrolyte in the pore spaces of a rock, is the most important factor
controlling the electrical conductivity of most rocks we encounter at the earth’s surface. The conduc-
tivity of a water bearing rock will depend on the amount of water present in the pores, the salinity of
this water, the temperature, and the way in which the water is distributed through the rock.
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Table 10.3 Ion mobilities in low concentration
(at 25◦C, meters per second/volts per meter)

H+ 36.2 × 10−8

OH−
4 20.5 × 10−8

SO= 8.3 × 10−8

Na+ 5.2 × 10−8

CL− 7.9 × 10−8

K+ 7.6 × 10−8

NO−
3 7.4 × 10−8

Li+ 4.0 × 10−8

HCO−
3 4.6 × 10−8

When salt is dissolved in water, the constituent ions separate and move about freely in the solution.
With the application of an external electric field, cations in the solution will be accelerated against the
electric field, and anions will be accelerated along the electric field. This acceleration is opposed by
viscous drag, which limits the maximum velocity to which the ions can be accelerated. The terminal
velocity obtained with a unit electric field (1 volt/meter) being applied is defined as the mobility of an
ion.

Mobility is a function of both temperature and concentration of salt in solution. Increasing the
temperature decreases the viscosity of the water, permitting higher terminal velocities for the same
voltage gradient. If the electrolyte contains a high concentration of ions, the motion of one ion may be
inhibited by the motion of other ions close to it, reducing the terminal velocity.

Table 10.3 lists ion mobilities for some of the more common ions found in ground water, measured
at a reference temperature of 25◦C and in dilute solution. The salt ions all have similar mobilities; only
the hydrogen and hydroxyl ions have mobilities that are markedly different. Acid and basic solutions
are much more conductive for a given concentration than are solutions of salts.

Ground waters are usually close to neutrality. Therefore, it is not necessary to know the chemical
makeup of the ground water in order to find its approximate conductivity, but only the concentration of
salt in solution. This is further demonstrated by the curves in Fig. 10.6, which depict the conductivity
of the electrolytes of common salts, acids, and bases as a function of concentration, also called salinity,
at a reference temperature of 18◦C.

The effect of concentration and elevated temperature on the resistivity of a solution of sodium
chloride is shown in Fig. 10.7 for a temperature range from 0◦ to 140◦C. It should be noted that at 0◦,
the water has not been frozen to ice because the dissolved salt has lowered the freezing point. At 100◦
and 140◦, sufficient pressure is applied to assure that the water does not turn to steam.

Water in the pore spaces of a rock underground normally is subject to pressure from the overburden
so that the vaporization point is never reached. The relationship between conductivity of an electrolyte
and temperature under parametric values of pressure is shown in Fig. 10.8. Pure water passes through
a critical point at a temperature of 374.15◦C. Below this critical point, there is some temperature at
which the water converts to steam, and this is characterized by an abrupt transition from an aqueous
electrolyte to steam, with an accompanying increase in resistivity. Above the critical point, there is no
phase transition, but resistivity continues to increase with temperature as the temperature is raised. The
triple point for ground water is uncertain because of the effect of dissolved salts, but it is reasonable to
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FIGURE 10.6

Dependence of the conductivity of an electrolytic solution on the amount of salt in solution at a temperature of
18◦C.

FIGURE 10.7

The effect of concentration and elevated temperature on the resistivity of a solution of sodium chloride for a
temperature range from 0◦ to 140◦C.

expect that the critical point is reached someplace within the first few tens of kilometers depth in the
earth. At great depths, water should exist in a dense enough form that salts will be ionized and the rock
rendered appropriately conductive. Steam and the high resistivity of a dry rock should be observed
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FIGURE 10.8

Relative change in the resistivity of the electrolyte with temperature, normalized to the resistivity at 20◦C.

only at quite shallow depths in the earth where unusually high temperatures exist, as in the vicinity of
a volcano.

The resistivity of a water bearing rock depends on the amount of water present. A great deal of
research has been done in correlating resistivity of a rock and its water content. These have led to the
widespread use of an empirical formula relating resistivity and porosity, known as Archie’s law:

σt = aσwWm, (10.23)

where σt is the bulk conductivity of the rock, σw is the conductivity of the water contained in the pore
structure, W is the water content expressed as a volume fraction of rock, and a and m are parameters
whose values are assigned empirically to make the equation fit a particular group of measurements.
The parameter m is also called the cementation factor. Often, in applying Archie’s law, the quantity
formation factor is used. This quantity is defined simply as the ratio of the resistivity of a rock to the
resistivity of the water contained in it:

F = σw/σt . (10.24)

In some rocks, part of the pore space may be occupied by air (above the water table) or by natural
gas, carbon dioxide, or petroleum, all of which are insulators. In such a case, Archie’s law is modified
as follows:

σt = aσwSn�m, (10.25)

where � is the porosity expressed as a volume fraction of the rock, S is the fraction of the pore
space filled with water, and n is an empirical parameter termed the saturation exponent. The saturation
exponent normally has a value close to 2.

Fig. 10.9, a collection of measurements made on small samples of sandstone, shows the scatter
typical of such correlation plots of resistivity and water content. The scatter is not the consequence of
measurement error, but indicates variability in texture between small rock samples.
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FIGURE 10.9

Scatter plot of pairs of resistivity and porosity values for water-saturated sandstones.

The value for the parameter a varies from slightly less than unity in clastic detrital rocks to values
as large as 4.5 in vesicular rocks. The parameter m varies from values slightly greater than unity in
dense, fractured rock to values as great as 2.3 in tightly cemented clastic rocks.

The parameters a and m appear to depend on the geometric form of the cross section of the pore
along the path of current flow. Pore structures are complicated in form and difficult to describe geo-
metrically, but at least three different styles of pore geometry can be recognized:

• intergranular space in clastic detrital rocks, which is space left over when grains are deposited to
form the rock;

• vesicular porosity in rocks such as extruded lavas, where large, poorly connected pores form as
expanding gas is frozen in a solidifying lava flow and similar large void spaces develop in dense
limestone under the action of percolating ground water;

• fracture, joint, and microcrack pores, usually in crystalline rocks, and vugs or other large, poorly
interconnected pore spaces, as in extrusive volcanic rocks.

For a given porosity and water content, fracture porosity will result in the highest rock conductivity
of the three classes, while vuggy porosity will result in the lowest conductivity because of the complex
geometry of the pores. Generalized resistivity-porosity correlations for rocks in which one of these
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FIGURE 10.10

Generalized resistivity-water content correlations for three types of pore structure: vugs, intergranular spaces,
and fractures.

Table 10.4 Forms of Archie’s law for various lithologies

Description of rock a m
Weakly cemented detrital rocks such as sand, sandstone and some limestones, with
a porosity range from 25 to 45%, usually Tertiary in age.

0.88 1.37

Moderately well cemented sedimentary rocks, including sandstones and limestones,
with a porosity range from 18 to 35%.

0.62 1.72

Well cemented sedimentary rocks with a porosity range from 5 to 25%, usually
Paleozoic in age.

0.62 1.95

Highly porous volcanic rocks such as tuff, and pahoehoe, with porosity in the range
of 20 to 80%.

3.5 1.44

Rocks with less than 4% porosity including dense igneous rocks and
metamorphosed sedimentary rocks.

1.4 1.58

classes of porosity dominates are shown in Fig. 10.10. Values for the parameters a and m for various
rock lithologies are listed in Table 10.4.

Interaction between electrolytic solutions and the rock framework
In using Eq. (10.25) to relate bulk resistivity of a rock to the porosity and the resistivity of the water
in the pore space, the appropriate value for the water resistivity is not always the same as that which
is measured on a sample of water extracted from the pore space. According to Eq. (10.25), the ratio
of bulk resistivity to water resistivity is a constant for a given rock sample; it is independent of the
resistivity of the water in the pore structure. This ratio is called the formation factor. In reality, it is
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often found that this ratio is less when a rock is saturated with a dilute saline solution than when a
rock is saturated with a highly saline solution. The cause is an increase in the conductivity of the water
distributed through the pore space attributable to ionization of clay minerals.

Clay minerals, such as kaolinite, halloysite, montmorillonite, vermiculite, illite, chlorite and others,
exhibit a property of absorbing substantial quantities of ions, retaining these ions in an exchangeable
state. The common exchangeable ions absorbed by clay are Ca, Mg, H, K, Na, and NH3, in decreasing
order of abundance. The quantity of exchangeable ions attached to a clay is usually expressed in terms
of the weight of ions in milliequivalents absorbed per 100 g of clay.

In clay-water mixtures such as may exist in pore structures, there is usually more water than needed
to make the clay plastic, and the exchange ions separate from the clay mineral in a process resembling
ionization. The desorbed ions form a mobile cloud around each clay particle. These ions are available
to contribute to conduction when an electric field is applied.

Not all exchangeable ions will be desorbed from a clay, so that in fact, the conductivity of the pore
water might be less than the value computed for a given content of a specified clay. Also, the mobility
of the desorbed ions is less than the mobility of the same ions in a free solution because they remain
close to the negatively charged clay particle.

Even in rocks with very low exchange capacities, pore water resistivity rarely appears to exceed
10 ohm-m. In fine-grained rocks, such as shale, apparent water resistivity will always be much lower
than expected on the basis of chemical analysis of water extracted from the rock. The added salinity
is relatively unimportant if the normal salinity of the pore water is high, but if the pore water is dilute,
it is practically impossible to predict the resistivity of the water in the pores unless the ion exchange
capacity of the rock is known.

10.2.2 INDUCED POLARIZATION
The charge displacement that occurs as a result of electron, atomic, or molecular polarization represents
a balance of forces as bound charge carriers in a material are elastically displaced from their equilibrium
positions in the lattice by an externally applied electric field. Other phenomena occur in materials
with free charge carriers that result in displacement-like results; these lead to the creation of what
geophysicists call induced polarization. The measurement of induced polarization has very important
applications in exploration for economic mineral deposits.

Induced polarization occurs in any material which exhibits conduction by free charge carriers, and
in which the mobility of those charge carriers varies from place to place in the material. A variety of
processes gives rise to induced polarization, including oxidation-reduction reactions that occur when
an electrolytic conductor is in contact with an electronic conductor, inertial phenomena that occur
when the mobility of the free charge carriers varies from place to place, and local changes in the rate
of motion of free charge carriers caused by concentrations of fixed charge in the material.

Very pronounced induced polarization occurs in rocks that contain an aqueous electrolyte in pore
spaces in contact with electronically conducting minerals. At the boundary between the electrolyte and
the solid mineral, as current flows, charge is transferred from ions in solution to electrons in the solid
phase. Charge is transferred across the interface either by reduction if an electron from the solid phase
is given up to form an anion in the solution, or by oxidation if an electron is released from an ion to the
solid phase.
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Even when no current is flowing, there is a potential difference between the solid phase and the
electrolyte caused by the tendency for the solid to go into solution. For example, if the solid is the iron
sulfide mineral pyrite, a few ferrous ions will leave the pyrite grain, and the grain will take on a negative
charge. The voltage difference between the solid and a point far distant in the electrolyte is the electrode
potential, Ee. The electrode potential depends on the specific electron-conducting solid, the nature of
the solution in contact with it, and various environmental factors like pressure and temperature.

If, as is the case with most minerals, the solid is relatively insoluble in the electrolyte with which it
is in contact, the tendency for ions to go into solution is quickly balanced by the tendency for similar
ions already in solution to precipitate onto the solid. An equilibrium condition is established in which
the number of ions going into solution equals the number of ions leaving the solution.

When current is caused to flow through such an interface, the number of ions going into solution
at one face is increased, and the number coming out of solution at the other face is decreased. In most
cases, the ions which take part in this process are more commonly chlorine ions and hydrogen ions,
which are abundantly present in normal ground water. The reaction of these ions with the solid phase
lead to the formation of hydrochloric acid on one side of the solid conducting grain. This process
affects current flow in three ways:

• The reactions at the interfaces of the conductive mineral phase cause gradients in concentrations of
one ion or another. This gradient in concentration gives rise to a diffusion potential in accord with
the Nernst equation:

EMF = RT

nF
ln

c1

c2
, (10.26)

where R is the gas constant, T is the absolute temperature, n is valence, F is Faraday’s constant, and
c1 and c2 are the ion concentrations. When this diffusion potential is added to the normal potential
gradient, these local diffusion driven voltages reduce the potential gradient at one interface.

• The oxidation process at one face and the reduction process at the other face usually will not require
the same energy. One process will tend to go faster than the other. But, current must be conserved,
and to assure this, the potential gradient must be increased at the face where the slower reaction
takes place.

• If the mineral grain develops a resistant surface coating from the chemical processes accompanying
oxidation or reduction, this too will contribute to the excess resistance to current flow.

All of these factors which require an extra potential gradient to drive a current from an electrolyte
into or out of an electronic-conducting solid grain are grouped together under the name overvoltage.
The added voltage needed to overcome the three processes described above increases as the current
density is increased, as one might expect. The relation between overvoltage and current density is
known as Tafel’s law:

η = a − b ln j, (10.27)

where η is the overvoltage, j is the current density, and a and b are experimentally determined pa-
rameters. The parameter b usually falls between 0.09 and 0.13 at room temperatures. The value for the
parameter a varies over a wide range, depending on the nature of the electronic conductor and on the
properties of the electrolytic solution.
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When sulfide grains are distributed in a porous rock, the size of the induced polarization which can
be detected with external measurements depends on the textural characteristics of the rock. We will
present a quantitative analysis of this phenomenon in a section on the generalized effective-medium
theory of induced polarization (GEMTIP) in Chapter 12. In this section we will discuss qualitatively
the effect various factors have on the overall resistivity and induced polarization of a mineralized rock:

• The greater the fraction of pores which are blocked by conducting grains, the greater the induced
polarization.

• The amount of induced polarization will depend on the size of the sulfide grains. Two opposing
factors must be considered; for a given content of conducting mineral, the amount of grain surface in
contact with the electrolyte increases as grain size decreases, but the combined internal and surface
resistance of a mineral grain increases as the grain size is made smaller, so that a lesser fraction of
the total current will flow through pores blocked by such mineral grains. If the conducting mineral
is present as a few large grains, the small amount of surface exposed will yield only a small induced
polarization effect. On the other hand, if the same amount of conducting mineral is present in very
small grains, the surface resistance of these grains may cause the current to flow through unblocked
pores, yielding very little induced polarization. One expects that the amount of induced polarization
will be greatest at some intermediate grain size.

• For the same conducting mineral content, rocks with a low total porosity will polarize to a greater
extent than rocks with high porosity. In the rocks with lower porosity, a greater fraction of the total
current is forced to flow through the conducting mineral grains than in high porosity rock. Hence, a
small sulfide concentration in a dense igneous rock will cause more noticeable polarization than a
larger sulfide concentration in a porous rock such as sandstone.

• The size of induced polarization will depend on the fraction of pore space filled with electrolyte.

Polarization which is virtually indistinguishable from oxidation-reduction effects occurs in most
rocks even if they do not contain any electron-conducting minerals. The polarization appears to be
caused by spatial variation in the mobility of charge characters. In geophysical exploration, it has been
called background effect, because it tends to mask the oxidation-reduction polarization effect, which is
most useful in exploration for mineral deposits.

In oxidation-reduction polarization, the induced polarization arises from the formation of ion ac-
cumulations at the surfaces of sulfide grains. Similar ion concentrations occur in any electrolytic
conductor in which ion mobility varies from spot to spot. Ions will tend to accumulate at regions
where mobility changes, just as cars will pile up behind the turnstiles on a turnpike.

One mechanism by which the mobility of an ion can be changed is by changing the viscous drag
encountered as it moves through water. In most rocks, water is said to “wet” the solid minerals lining
the pore structure.

The solid minerals carry a surface charge because of their crystal structure. Water molecules, which
are polar, are attracted to these surfaces and wet them; that is, the water is absorbed to the solid. The net
effect is that a layer of water several molecules thick is held under some pressure against the walls of
the pores, with the viscosity of the bound layer of water being significantly higher than the viscosity of
free water. As an ion moves through a narrow spot in a pore structure (Fig. 10.11), the contained water
is more viscous, slowing the ions. There is a tendency for ions to pile up on the upstream side of such
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FIGURE 10.11

Illustration of the action of a bound layer of water in sieving the ions as they move through an electrolyte in the
pores of a rock.

constrictions, forming cation concentrations on one side of the constriction and anion concentrations
on the other. This creates the same effect as a solid conducting mineral blocking the pore.

A mechanism which changes the velocity with which ions move without actually changing their
mobility occurs in rocks with fixed electrical charges distributed through the pores. Such charges occur
on minerals which exhibit the phenomenon of ion exchange. When such minerals are in contact with
water, they electrolyze, with ions from exchange positions in the crystal lattice going into solution.
After ionization, the mineral particle left behind forms a highly charged, immobile ion which partially
blocks ion movement through the pore in which it is situated. The electric field from this particle
modifies the normal potential gradient causing current flow so that there are areas of abnormally low
gradient on one side of the mineral particle and areas of abnormally high gradient on the other side.
Ions will move slowly in areas of low gradient, causing an increase in concentration.

10.2.3 DIELECTRIC PROPERTIES OF ROCK-FORMING MINERALS
The processes contributing to dielectric displacement and polarization are classified as being electronic,
atomic, molecular, and space-charge based. In electron polarization, the orbits of electrons in a material
are shifted with respect to the atomic nucleus when an external electric field is applied, giving rise
to polarization. Because the charge-to-mass ratio in an electron is very large, the displacement of
the electron population takes place very rapidly. The electronic contribution to polarization is easy to
evaluate at optical frequencies because it can be calculated from the optical index of refraction. These
indices have been measured in great numbers in optical mineralogy, and extensive lists are available in
handbooks on mineralogical properties. The relationship between the dielectric constant and index of
refraction, n, is

Ke = n2, (10.28)

where Ke is the ratio of dielectric permittivity in a material to the dielectric permittivity of free space,
ε/ε0. A short list of values of dielectric permittivity of minerals is given in Table 10.5.

At lower frequencies, atomic polarization becomes significant. Because of the much lower charge-
to-mass ratio of the atomic nucleus, atomic polarization develops more slowly than electron polariza-
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Table 10.5 Dielectric permittivities of minerals

Mineral Dielectric constant, pF/m
Galena, PbS 158
Sphalerite, ZnS 69.7
Corundum, Al2O3 97.2 to 117
Hematite, Fe2O3 207 to 212
Rutile, TiO2 221
Water, H2O 81.4
Halite, NaCl 50.4 to 54.8
Fluorite, CaF2 55.4 to 60.0
Sylvite, KCl 38.8 to 54.8
Aragonite, CaCO3 57.1 to 86.0
Calcite, CaCO3 69.0 to 75.2
Dolomite, CaMg(CO3)2 60.1 to 70.7
Apatite, Ca5(F,Cl)(PO4)3 65.5 to 92.8
Anglesite, PbSO4 644 to 4400
Anhydrite, CaSO4 50.5 to 55.7
Barite, BaSO4 69.5 to 109
Celestite, SrSO4 67.2
Gypsum, CaSO4.2H2O 47.7 to 106
Analcime, NaAlSi4H2O 52.0
Augite, Ca(Mg,Fe,Al)(Al,Si)2O6 61.0 to 76.0
Beryl, Be3Al2Si6O18 50.2 to 58.3
Biotite, K(Mg,Fe)3AlSi3O10(OH)2 54.8 to 70.7
Epidote, Ca(Al,Fe)3(SiO4)3OH 67.3 to 136
Leucite, KAlSi2O6 63.0
Muscovite, KAl3Si3O10(OH)2 54.8 to 70.7
Plagioclase

var. Albite 48.2 to 49.1
var. Oligoclase 53.3 to 53.6
var. Andesine 54.8 to 57.2
var. Labradorite 57.6 to 58.5
var. Anorthite 62.3 to 64.0

Quartz, SiO2 36.4 to 37.8
Sericite 173 to 224
Topaz, Al2SiO4(F,OH)2 55.7 to 59.2
Zircon, ZrSiO4 76.0 to 106

tion when an external electric field is applied. Even so, polarization occurs in less than a microsecond

even for heavy atoms, and at frequencies near the optical range for light atoms. The force which pre-

vents the atomic nucleus from accelerating without limit when an electric field is applied is the bonding

force within the lattice. These bonding forces are not so easy to measure as is the index of refraction,

so the determination of dielectric permittivity when atomic polarization is present is not as easy as in

the case of electron polarization alone.
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FIGURE 10.12

Correlation between the relative dielectric constant and density in minerals.

One might expect that the greater the number of atoms per unit volume in a material, the higher
will be the dielectric permittivity of a material. Indeed, a correlation between the dielectric permittivity
of minerals and density is observed (Fig. 10.12).

Molecular polarization can occur in materials which contain polar molecules, or molecules that
have asymmetric charge structure and possess a permanent electric dipole moment (dipole moment =
charge × separation). The polar molecule which commonly occurs in rocks is water. In water, the
center of charge for the two hydrogen atoms is offset from the center of charge for the oxygen atom.
When an external electric field is applied, such a molecule will rotate to align its dipole moment with
the direction of the applied field. The rotation comprises a momentary electric current. During rotation,
there is an effective displacement current, and on the completion of rotation, polarization will exist. The
speed of rotation depends primarily on the tightness with which the water molecule is held in place.

In liquid water, the molecule rotates rapidly, and polarization occurs in a very short times. It can
be seen from Fig. 10.13 that molecular polarization is fully developed in liquid water at frequencies
below a few gigahertz. Liquid water exhibits the highest values of dielectric permittivity of any of the
common rock-forming materials.

In ice, also a common component of rocks, molecules meet more viscous resistance to rotation
when an electric field is applied than in liquid water. Molecular polarization is fully developed only at
frequencies below several kilohertz at temperatures just below the freezing point (Fig. 10.14). At very
cold temperatures, significant molecular polarization does not develop at frequencies above a few tens
of hertz.
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FIGURE 10.13

Molecular polarization in liquid water at a temperature of 1◦C.

FIGURE 10.14

Relative dielectric constant of ice at various temperatures.

When displacement occurs in a material, there is a displacement current represented by the move-
ment of charge from rest positions to displaced positions. This current persists for only a limited time,
lasting from the moment at which the charge is first caused to move by the applied electric field to
the moment at which the elastic restoring force brings the motion of the charge to a virtual halt. Over
this time range, both the dielectric permittivity and the conductivity of the medium will vary with
frequency.

One of the simpler frequency-dependent behaviors in electrical properties is caused by electron
resonance, which is characterized by simple harmonic motion of an electron in its orbit when an oscil-
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FIGURE 10.15

A Cole-Cole plot of the frequency-dependent behavior of the dielectric permittivity in a complex plane.

latory field is applied:

ε − ε∞ = εs − ε∞
1 + ω2τ

, (10.29)

where ε∞ is the high-frequency limit of relative dielectric constant, εs is the low-frequency limit, and
τ is the time constant for resonance of the electron.

This behavior is often characterized graphically by a plot in the complex plane (a Cole-Cole plot),
as shown in Fig. 10.15. On this plot, the imaginary response is considered to be dielectric permittivity
and the real response is considered to be dielectric loss. The form of the plot is a semicircle centered
on the horizontal axis. Each point along this semicircle represents a specific frequency, increasing
from right to left. The intercepts of the circle on the dielectric permittivity axis occur at the values
for dielectric permittivity at very high and very low frequencies, where the displacement has not yet
started and where the displacement is complete.

In dealing with real materials, the physical law governing dispersion is more complicated than that
for simple harmonic motion. Often, if not always, the Cole-Cole plot has the form of an arc of a circle
with the origin dropped beneath the real axis, and is described by the equation:

ε = ε∞ + (ε0 − ε∞)/(1 + iωτ)1−α, (10.30)

where α is a parameter characteristic of the material.
In ideal dielectric materials, no conduction occurs except by displacement currents. In real mate-

rials, some conduction by free charge carriers takes place in addition to displacement currents. Total
conduction is the sum of two components, one being by free charge carriers, and which is largely in-
dependent of frequency, and the other being by the displacement of bound charge carriers, which is
strongly frequency dependent:

σtotal = σAC + σDC. (10.31)
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FIGURE 10.16

Cole-Cole plot for a material which exhibits both displacement current conduction and ohmic current.

On a Cole-Cole plot, the pattern is as shown in Fig. 10.16; it consists of a portion of a circular
arc for high frequency behavior, with a transition to a rising straight line for low frequency behavior.
The transition from the circular plot to the linear plot depends on the relative importance of displace-
ment currents and conduction currents. With strong conduction currents, the linear portion of the plot
becomes dominant.

10.2.4 MAGNETIC PROPERTIES OF MINERALS
Magnetic permeability might not be considered as an electrical property of a material, but knowledge
of its value is necessary in the examination of how an electromagnetic field interacts with a material.

Most minerals behave as diamagnetic or paramagnetic materials. Rotating electrons align them-
selves with or against an applied magnetic field. This field may be the earth’s ambient magnetic field,
but in our case, we are more interested in the magnetic fields arising from current flow in the medium.
Magnetic permeabilities for diamagnetic and paramagnetic minerals differ from that for free space by
only a few tens or hundreds of parts per million.

A few minerals exhibit ferromagnetism, an intense magnetic polarization which can occur in some
materials when large groups of atoms, termed magnetic domains, orient themselves in unison to cause
a large enhancement of the magnetic field. Values for the magnetic permeability of some ferromagnetic
minerals are listed in Table 10.6.

The most common ferromagnetic mineral is magnetite, and so, in most cases the magnetic perme-
ability of a rock is determined by its magnetite content. Fig. 10.17 shows a scatter plot of values of the
content of magnetite in rock and its magnetic permeability.

Ferromagnetic materials are characterized by a Curie point or temperature above which the material
no longer exhibits ferromagnetism. Depending on the thermal gradient in the earth, rocks beyond a few
tens of kilometers of depth probably will not exhibit any ferromagnetism, and the permeability can
confidently be expected to be the same as that of free space.
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Table 10.6 Magnetic permeabilities
of minerals, H/m

Mineral Magnetic permeability
Magnetite 2.5 to 16
Siderite 1.0035
Hematite 1.0004 to 1.001
Ankerite 1.00025
Pyrite 1.000045
Chalcopyrite 1.00035
Malachite 1.00035
Cassiterite 1.00088
Pyrolusite 1.0013
Arsenopyrite 1.0024
Chromite 1.0024
Chalcopyrite 1.06
Pyrrhotite 2.5
Ilmenite 1.36
Augite 1.0015
Hornblende 1.00015
Magnesite 1.000250 to 1.000500
Calcite 0.999988 to 0.999994
Sylvite 0.999986 to 0.999990
Anhydrite 0.999986
Graphite 0.999990
Quartz 0.999985 to 0.999988

FIGURE 10.17

Correlation between magnetic permeability and the content of ferromagnetic minerals in intrusive rocks (after
Dortman, 1992a, 1992b, 1992c).
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10.3 EFFECTIVE CONDUCTIVITY OF HETEROGENEOUS MULTIPHASE
ROCKS

10.3.1 MIXTURE OF CONDUCTIVE MINERALS IN A HOST ROCK
In most rocks at the earth’s surface, the water contained in rocks accounts for rock conductivity. The
presence of conductive ore minerals in rocks can be of great economic importance, but there is far less
information available on the bulk resistivity of rocks containing such minerals than there is for rocks
containing electrolytic solutions of ground water.

As in the case of aqueous electrolytes, the geometric description of the way in which conduct-
ing minerals are distributed through a rock is important in determining the bulk resistivity, as are the
amount of conducting mineral, and its conductivity.

Habit, or the usual crystal form taken by a specific mineral, is highly variable in solid conducting
minerals. Some minerals have an acicular habit, or tendency to crystallize as long, thin needles, often
forming a dendritic pattern in the host rock. Perhaps the most important of such minerals is acicular
hematite (Fig. 10.18), which forms conducting networks in the rock at quite low concentrations. Spec-
ular hematite has the same chemical composition, but crystallizes as discrete crystals within the host
rock. It takes far less dendritic hematite than specular hematite to cause a significant reduction in rock
resistivity.

Graphite is an important mineral in terms of the effect it has on rock resistivity when it is present.
Graphite often tends to occur as very thin crystal sheets; these sheets coat mineral boundaries, or
fracture surfaces, providing continuous paths for current conduction. A graphite content of even a few
percent will render a rock highly conductive.

Graphite and hematite are not often the conducting minerals of primary interest in commercial ore
deposits. For common metal sulfides and related minerals, often a relatively large concentration of
ore mineral is required before the resistivity of the rock in which they occur is significantly reduced.
Generally, a mineralized rock must have a conducting mineral content of several tens of percent (by
weight) before the bulk resistivity becomes anomalously low (Fig. 10.19).

It is important to have a quantitative method, which would allow us to calculate the bulk conductiv-
ity of a complex rock formed by a mixture of conductive minerals and a host rock. Fortunately, there
exists a very well developed effective-medium theory, which provides a solution of this problem (e.g.,
Stroud, 1975; Sihvola, 1999).

10.3.2 PRINCIPLES OF THE EFFECTIVE-MEDIUM THEORY
In this and the next sections, we will review the basic principles of the generalized effective-medium
approach following the original paper by Zhdanov (2008a, 2008b). Our goal is to construct realistic
electrical models of complex multiphase heterogeneous rocks. We begin our modeling with an example
taken from a typical quartz monzonite porphyry (QMR). Fig. 10.20, left panel, presents a typical slice
of a QMP rock sample. It contains grains of different minerals: quartz, feldspar, pyrite, chalcopyrite,
and biotite. The right panel in the same figure is a schematic multiphase composite model of the same
rock sample with the grains represented by spherical and elliptical inclusions of different sizes and
orientations.

Note that, in principle, one can consider a schematic multiphase model of a reservoir rock sample
as well (Fig. 10.21, left panel).
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FIGURE 10.18

Polished sections of a rock showing various crystal habits of hematite.

Figs. 10.20 and 10.21 (left panel) show that we can represent a complex heterogeneous rock for-
mation as a composite model formed by a homogeneous host medium of a volume V with a (complex)
conductivity tensor σ̂ 0 (r) (where r is an observation point) filled with grains of arbitrary shape and
conductivity. In the present problem, the rock is composed of a set of N different types of grains,
the lth grain type having a (complex) tensor conductivity σ̂ l . The grains of the lth type have a vol-
ume fraction fl in the medium and a particular shape and orientation. Therefore, the total conductivity
tensor of the model, σ̂ (r), has the following distribution for volume fraction fl and volume fraction

f0 =
(

1 − ∑N
l=1 fl

)
, respectively:

σ̂ (r) =
⎧⎨
⎩ σ̂ 0 for volume fraction f0 =

(
1 − ∑N

l=1 fl

)
σ̂ l for volume fraction fl .
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FIGURE 10.19

Correlations between rock resistivity and the content of conductive minerals as reported by various researchers.

The basic idea of the effective-medium theory (EMT) can be explained as follows (Stroud, 1975;
Zhdanov, 2008a, 2008b). We substitute a homogeneous effective medium with the conductivity tensor
σ̂ e for the original heterogeneous composite model (Fig. 10.21) and subject it to a constant electric
field, Eb , equal to the average electric field in the original model:

Eb = 〈E〉 = V −1
∫∫∫

V

E (r) dv. (10.32)

The effective conductivity is defined from the condition that the current density distribution je in an
effective medium is equal to the average current density distribution in the original model:

je = σ̂ e · Eb = σ̂ e · 〈E〉 = 〈σ̂ · E〉 . (10.33)

In order to find the effective conductivity tensor σ̂ e, we represent the given inhomogeneous com-
posite model as a superposition of a homogeneous infinite background medium with the conductivity
tensor σ̂ b and the anomalous conductivity �σ̂ (r):

σ̂ (r) = σ̂ b + �σ̂ (r) . (10.34)

Note that this representation is not unique. There exist different methods of selecting the appropriate
background conductivity σ̂ b . Some of these methods will be discussed below.
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FIGURE 10.20

Multiphase composite model of general heterogeneous rocks. The left panel, presents a typical slice of a
quartz monzonite porphyry (QMP) rock sample. The right panel in the same figure is a schematic multiphase
composite model of the same rock sample with the grains represented by spherical and elliptical inclusions.

From Eqs. (10.34) and (10.33), we have

σ̂ e · Eb = σ̂ b · Eb + 〈�σ̂ · E〉 . (10.35)

Thus, we can see that the effective conductivity tensor, σ̂ e, can be found from Eq. (10.35), if one
determines the average excess electric current 〈�σ̂ · E〉. The last problem can be solved using the
integral form of Maxwell’s equations.

Following the ideas of the QL approximation (Chapter 7), we can represent the electric field as

E
(
r′) = (̂

I + λ̂
(
r′)) · Eb, (10.36)

where λ̂
(
r′) is an electrical reflectivity tensor, and

�σ̂
(
r′) · E

(
r′) = m̂

(
r′) · Eb, (10.37)
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FIGURE 10.21

The left panel shows a schematic multiphase heterogeneous model of a reservoir rock sample. The right panel
represents a corresponding effective-medium model.

where m̂
(
r′) is a material property tensor (which is similar to the susceptibility tensor in the theory of

the EM field propagation in dielectrics):

m̂
(
r′) = �σ̂

(
r′) · (̂I + λ̂

(
r′)) . (10.38)

It is important to emphasize that exact representations (10.36) and (10.37) always exist because
the corresponding material property tensor can always be found for any given fields E

(
r′) and Eb

(Zhdanov, 2002). In the current problem we explicitly use this special case when the QL approximation
is not an approximation but an exact form of the field representation.

Let us substitute (10.37) into (10.33), taking into account (10.34):

je = σ̂ e · Eb = 〈σ̂ · E〉 = 〈(σ̂ b + �σ̂ ) · E〉
= σ̂ b · 〈E〉 + 〈�σ̂ · E〉 = σ̂ b · Eb + 〈m̂〉 · Eb.

From the last equation we see that

σ̂ e = σ̂ b + 〈m̂〉 . (10.39)

Thus, in order to determine the effective conductivity of the composite medium, we have to find the
average value of the material property tensor, 〈m̂〉.

One can represent the electric field E (r) generated in a homogeneous anisotropic background
medium by the currents induced within the anomalous conductivity �σ̂ (r) using the integral form
of the Maxwell’s equations:

E (r) = Eb +
∫∫∫

V

Ĝb

(
r | r′) · [�σ̂

(
r′) · E

(
r′)]dv′, (10.40)
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where V is the volume occupied by all inhomogeneities, and Ĝb

(
r | r′) is a Green’s tensor for the

homogeneous anisotropic full space.
In order to simplify further discussion, we assume that the background model is represented by the

isotropic homogeneous full space σ̂ b = Îσb. We also restrict our discussion of the effective-medium
theory to the quasi-static case, when al/wl << 1, al is the characteristic size of a grain of the lth type,
and wl is a wavelength in that grain. This restriction means that we do not consider high frequencies
or high contrasts of electrical resistivity in our model to simplify further derivations. In this case the
Green’s tensor can be represented in the form of a dyadic function:

Ĝb

(
r | r′) = ∇∇′gb

(
r | r′) , (10.41)

where:

gb

(
r | r′) = 1

4πσb |r − r′| . (10.42)

Substituting expression (10.37) into Eq. (10.40), we can write:

E (r) = Eb +
∫∫∫

V

Ĝb

(
r | r′) ·

[
m̂

(
r′) · Eb

]
dv. (10.43)

We can represent the integrals in Eq. (10.43) as a sum of the integrals over the volumes and surfaces
of all grains:

E (r) = Eb +
∑

l

El (r) , (10.44)

where:

El (r) =
∫∫∫

Vl

Ĝb

(
r | r′) ·

[
m̂

(
r′) · Eb

]
dv′. (10.45)

We have already noted that, we are restricting our discussion to the low-frequency approximation
(quasi-static model of the field). In this case, we can use a QL approximation (Chapter 7) for the inte-
grals over Vl and Sl and assume that the material property tensor is constant in Vl up to its boundary Sl :

m̂
(
r′) = m̂l , r′ ∈ Vl. (10.46)

Note, however, that in the case of spherical or elliptical grains the material property tensor is always
constant within the spherical and/or elliptical inclusions. The rigorous proof of this simple property of
the material property tensor comes from an analytical expression for the electric field of the elliptical
inclusions in the homogeneous background, which can be found, for example, in Landau et al. (1984).

Consider now the integrals over one grain only:

El (r) =
∫∫∫

Vl

Ĝb

(
r | r′)dv′ · m̂l · Eb. (10.47)

We introduce the volume, �̂l , depolarization tensor as follows:

�̂l =
∫∫∫

Vl

Ĝb

(
r | r′)dv′. (10.48)
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In the case of spherical or elliptical grains, one can derive the exact analytical expressions for the
depolarization tensors. For example, for a spherical grain of a radius al , we have (Landau et al., 1984;
Zhdanov, 2008a):

�̂l = − 1

3σb

Î. (10.49)

Substituting (10.48) back into (10.47), we obtain:

El (r) = �̂l · m̂l · Eb. (10.50)

Then Eq. (10.50) becomes

El (r) =
∫∫∫

Vl

Ĝb

(
r | r′)dv′ · m̂l · Eb. (10.51)

Substituting expression (10.51) back into (10.44), we find

E (r) = Eb +
∑

l

∫∫∫
Vl

Ĝb

(
r | r′) · m̂

(
r′)dv′ · Eb

= Eb +
∫∫∫

V

Ĝb

(
r | r′) · m̂

(
r′)dv′ · Eb. (10.52)

10.3.3 EFFECTIVE CONDUCTIVITY OF HETEROGENEOUS MEDIUM
In this section we will derive a constructive approach for determining the effective conductivity of a
heterogeneous polarizable medium. We have established above that, in order to solve this problem,
we have to find the average value of the material property tensor, 〈m̂〉. The last function can be found
based on the integral representation (10.52).

Multiplying both sides of (10.52) by �σ̂ (r), we have:

m̂ (r) · Eb = �σ̂ (r) · Eb + �σ̂ (r) ·
∫∫∫

V

Ĝb

(
r | r′) · m̂

(
r′)dv′ · Eb. (10.53)

Our goal is to find the material property tensor m̂. Eq. (10.53) should hold for any background
field, Eb . Therefore, the following equation should hold:

m̂ (r) = �σ̂ (r) + �σ̂ (r) ·
∫∫∫

V

Ĝb

(
r | r′) · m̂

(
r′)dv′. (10.54)

The volume integral in Eq. (10.54) can be represented as a sum of two integrals: over the volume
of one grain, Vl , and over the remaining volume (V − Vl):∫∫∫

V

Ĝb

(
r | r′) · m̂

(
r′)dv′

=
∫∫∫

V −Vl

Ĝb

(
r | r′) · m̂

(
r′)dv′ +

∫∫∫
Vl

Ĝb

(
r | r′) · m̂

(
r′)dv′. (10.55)
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We approximate the integral over (V − Vl) by replacing m̂
(
r′) by its average in V , and we calculate

the integral over Vl , taking into account property (10.46): m̂
(
r′) = m̂l = const . As a result, we obtain:∫∫∫

V

Ĝb

(
r | r′) · m̂

(
r′)dv′

≈
∫∫∫

V −Vl

Ĝb

(
r | r′)dv′ · 〈m̂〉 +

∫∫∫
Vl

Ĝb

(
r | r′)dv′ · m̂l . (10.56)

According to the Gauss theorem, the volume depolarization tensor �̂l is equal to:

�̂l = ∇
∫∫∫

Vl

∇′gb

(
r | r′)dv′ = ∇

∫∫
Sl

gb

(
r | r′)n

(
r′)ds′. (10.57)

We can calculate the external integral in the limit of the infinitely large volume V in a similar way,
using the Gauss theorem for the external domain (V − Vl):∫∫∫

V −Vl

Ĝb

(
r | r′)dv′ = −�̂l . (10.58)

Substituting Eqs. (10.57) and (10.58) into (10.56), we have:∫∫∫
V

Ĝb

(
r | r′) · m̂

(
r′)dv′ ≈ −�̂l · 〈m̂〉 + �̂l · m̂l . (10.59)

The last result reduces Eq. (10.54) to:

m̂ (r) = �σ̂ (r) + �σ̂ (r) · �̂l · [m̂l − 〈m̂〉] . (10.60)

Assuming in the last formula that r ∈Vl , we find:

m̂l = �σ̂ l + �σ̂ l · �̂l · [m̂l − 〈m̂〉] . (10.61)

Solving Eq. (10.61), we determine the material property tensor, m̂l , for every grain:

m̂l = [̂
I − �σ̂ l · �̂l

]−1 · �σ̂ l · [̂I − �̂l · 〈m̂〉] . (10.62)

Taking an average value of both sides of (10.62), and solving the resulting equation for 〈m̂〉, we
find:

〈m̂〉 =
〈[̂

I − �σ̂ · �̂]−1
〉−1 〈[̂

I − �σ̂ · �̂]−1 · �σ̂
〉
. (10.63)

This completes the calculation of the tensor m̂.
Substituting (10.63) into (10.39), we finally have:

σ̂ e = σ̂ b + 〈m̂〉
= σ̂ b +

〈[̂
I − �σ̂ · �̂]−1

〉−1 〈[̂
I − �σ̂ · �̂]−1 · �σ̂

〉
. (10.64)
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Eq. (10.64) allows us to calculate the effective conductivity for any multiphase composite rock
formation. We will present some examples of the practical application of this formula in Chapter 12,
when we will consider a more general case of the generalized effective-medium theory of induced
polarization.

10.4 PROPERTIES IN AN EXISTENTIAL SENSE
10.4.1 CONCEPTS OF A GEOELECTRIC STRUCTURE AND A GEOELECTRIC SECTION
In the preceding sections, we have seen how the electrical properties of a material are defined, and
how these properties relate to a number of other factors, including those which describe the character
of the electromagnetic field used to measure the properties, those which describe the environment
of the material subjected to measurement, and the correlation of the electrical properties with other,
perhaps more interesting properties of the material. Note, however, the question still exists as to what
actually are appropriate values for the electrical properties of the earth. The purpose of this section is
to describe the electrical character of the earth as it actually exists. So far, the electrical properties of
single minerals and simple aggregates of minerals which form uniform rocks have been discussed. In
geoelectric exploration, it is necessary to consider the way in which electrical properties characterize
larger volumes of rock which may not necessarily be homogeneous. This leads to a requirement to
define several concepts that are basic to the understanding of how geoelectric methods can be used in
exploration of the earth. These are the concepts of a geoelectric structure and a geoelectric section.
These concepts are analogs of but not the same as the concepts of geologic structures and geologic
sections (Bates and Jackson, 1980).

Definition 38. Structural geology – The branch of geology that deals with the form, arrangement,
and internal structure of rocks, and especially with the description, representation, and analysis of
structures, chiefly on a moderate to small scale. The subject is similar to tectonics, but the latter is
generally used for broader regional or historical phases.

Definition 39. The equivalent geoelectric structure consists of the geometric description of the bound-
aries between zones characterized by significantly different values of electrical properties in the sub-
surface, along with specification of those electrical properties. Geoelectric structures can be one-, two-,
or three-dimensional, depending on how many dimensions are required to define them reasonably com-
pletely.

Definition 40. Stratigraphic unit – A stratum or body of adjacent strata recognized as a unit in the
classification of a rock sequence with respect to any of the many characters, properties, or attributes
that rocks may possess, for any purpose such as description, mapping, and correlation.

Rocks may be classified stratigraphically on the basis of lithology, fossil content, age, or properties
(such as mineral content, radioactivity, seismic velocity, electric-log character, chemical composition)
in categories for which formal nomenclature is lacking.

Definition 41. Geoelectric unit – An interval in a layered sequence of rocks which can be characterized
by meaningful average values of electrical properties which are significantly different from similar
averages in adjacent units, and which is thick enough to be recognized using some geoelectric method.
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Definition 42. Geologic section – Any sequence of rock units found in a given region either at the
earth’s surface or below (as in a drilled well or mine shaft).

Definition 43. Geoelectric section – Characterization of the profile of electrical properties through a
sequence of geoelectric units, perpendicular to the set of surfaces defining those units.

10.4.2 LONGITUDINAL CONDUCTANCE AND TRANSVERSE RESISTANCE OF THE
HORIZONTALLY LAYERED GEOELECTRIC SECTION

One of the most widely used models of a geoelectric section is a horizontally layered model. How-
ever, in the case of the large number of individual layers characterizing a fine structure in terms of
resistivity-depth function, we do not expect to resolve the parameters of this section with any of the
surface-based electrical sounding methods. We must specify a way to define the average resistivity or
average conductivity in a way which is useful in converting the true parameters of the multilayered
section to the values which are meaningful in resistivity sounding. The Schlumberger brothers and
others showed early in the days of electrical sounding methods that the average electrical properties
for a thinly layered sequence can best be described with a set of five parameters, these parameters
being defined in terms of a column of rock one meter square cut from the sequence of thin layers. This
column, with a total thickness H and consisting of N horizontal beds each with its own characteristic
resistivity, ρi , and thickness, hi , is shown in Fig. 10.22.

We begin our definition of the Schlumbergers’ parameters by considering current flow either ver-
tically or horizontally through the column. For current flowing vertically through the length of the
column, the total resistance from top to bottom is the sum of resistances met in each of the layers is

T =
N∑

i=1

ρihi . (10.65)

The quantity T is termed the transverse resistance of the column. The units for transverse resistance
are ohms.

Considering the column to be macroscopically uniform, we can define an average resistivity for
current flowing transversely to the bedding:

ρtr = T/H =
∑

ρihi/
∑

hi (10.66)

where H is the total thickness of the assemblage of layers.
For current flowing horizontally through the column (Fig. 10.22), the resistance is calculated by

considering the resistance offered in each layer to be connected in parallel with the resistances of the
other layers. For resistances in parallel, it is more convenient to talk about the conductances, or inverse
resistances, in each layer. The total conductance is simply the sum of the individual conductances in
parallel:

S =
N∑

i=1

hi/ρi, (10.67)

where S is called the longitudinal conductance. It is measured in siemens.
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FIGURE 10.22

Column of rock one meter square hypothetically cut from a layered sequence of rocks. This column is used to
define average longitudinal resistivity, average transverse resistivity, and anisotropy.

Again, by assuming that the longitudinal conductance S is distributed uniformly over the length of
the column, we calculate an average longitudinal resistivity:

ρ� = H/S =
∑

hi/
∑ hi

ρi

. (10.68)

Unless the layers all have the same resistivity values, the two average values we have defined will
not be equal (try it and see). The longitudinal average resistivity will be less than the transverse average
resistivity if there is any variation in resistivity in the column. This dependence of average resistivity
on the direction in which current flows can be considered a form of anisotropy. By convention, the
coefficient of anisotropy is defined as:

λ = √
ρtr/ρ� =

√
ST/H 2. (10.69)

When average resistivities are calculated for a sequence of beds, anisotropy appears even though
each bed is in itself isotropic. It is best to call the apparent anisotropy which arises in combining a
group of beds into a single geoelectric unit macroanistropy to distinguish it from more basic causes for
anisotropy.

Often the first step in using a resistivity or conductivity log in the compilation of electrical properties
is to form an integral conductance curve and an integral resistance curve from the log trace selected.
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FIGURE 10.23

Integral resistance and integral conductance curves for a typical layered formation.

Integral conductance:

SI =
∫ z1

0
σ(z)dz. (10.70)

Integral resistance:

TI =
∫ z1

0
ρ(z)dz. (10.71)

In most cases, these integral curves take the form of a series of nearly straight segments (Fig. 10.23).
These nearly straight segments define the geoelectric units that comprise the geoelectric section pene-
trated by the well.

Both the integral conductance and integral resistance curves are fitted with an arbitrary number of
segments, either by eye or by a numerical fitting process that picks the intersections and slopes of the
segments. The sequence of depths for the intersections of segments on both integral curves define the
boundaries of each geoelectric unit. Each unit is then characterized by an interval conductance value,
�S, and an interval resistance value, �T , which is the difference between the corresponding integral
conductance and integral resistance at the lower and upper boundaries of each unit. It is now possible
to compute two independent average resistivity values for each geoelectric unit:

σ� = �S/�z, (10.72)

ρtr = �T/�z, (10.73)

where �z is the depth interval over which the values �S and �T have been determined. These are the
same as the values computed for a section made up of discrete uniform layers, as given above.
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FIGURE 10.24

Summary of estimates of the resistivity-depth profile in the earth from the bottom of the mantle to the surface.

10.5 PROPERTIES OF LARGE-SCALE GEOELECTRIC STRUCTURES
10.5.1 GEOELECTRIC MESOSTRUCTURES AND MEGASTRUCTURES
Geoelectric megastructures are very large geological features that are characterized by some diagnostic
electrical feature, usually a very large integrated conductance. The largest-scale megastructure on the
planet Earth is the radial shell-like zonation of the electrical properties of the earth as a whole. The
profile of resistivity as a function of depth in the earth has been the subject of scientific study since
the middle of the 19th century. The profile of resistivity to depths of tens of kilometers has been
investigated intensively in recent decades, primarily using the magnetotelluric method, about which
we will learn more in subsequent chapters.

The overall resistivity-depth profile appears to divide the Earth into six roughly concentric shells,
each identified by characteristic ranges of electrical conductivity Fig. 10.24.

• Zone 1: The surface veneer of wet rocks and the waters of the world’s oceans are highly conduc-
tive, with integrated conductances ranging from a few siemens to several thousand siemens. The
thickness of this zone ranges from a few hundred meters to a few tens of kilometers.

• Zone 2: This is a zone of highly resistive crystalline rocks that are the near-surface expression of the
crust. These are relatively dry and relatively cool igneous and metamorphic rocks. The thickness
of this resistant zone ranges from 10 km or less in regions of high heat flow to several hundred
kilometers in cold, stable shield areas.

• Zone 3: A zone of gradually increasing conductivity is present beneath the resistant zone. The
increasing conductivity is generally attributed to the development of thermally excited conduction
mechanisms as the temperature reaches levels of a few hundred degrees (C) and higher.

• Zone 4: At a depth below about 300 km but above 700 km, the conductivity rapidly increases from
about 0.01 S/m to a value of approximately 1 S/m. The resolution with which this change can be
located is poor, so the change may occur abruptly, or it might be transitional over a depth interval
of several hundred kilometers.
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• Zone 5: Beneath zone 4, conductivity probably continues to increase gradually with depth. There
is some dispute about the conductivity at the base of the mantle, with some investigators arguing
that the conductivity in the bottom 500 km is no more than 100 S/m, while others insist that the
conductivity is 1000 to 10,000 S/m.

• Zone 6: Evidence on the probable electrical conductivity of the core is indirect, based on consider-
ation of other, better known, physical properties. Tozer (1981) argued that the conductivity of the
core is probably between 100,000 and 1 million S/m.

Mesoscale geoelectric features are those which are regionally large, but not worldwide in scale.
For example, over the last thirty years (1960–1990), numerous investigators have reported “anoma-
lously conductive regions” in the lower part of the crust and the upper part of the mantle (in Zone 3).
One such crustal conductivity anomaly is the anomaly in the vicinity of Lake Baikal, in Siberia
(Berdichevsky and Dmitriev, 2002). Many hundreds of magnetotelluric soundings disclosed an elon-
gate (up to 1000 km) anomaly in conductivity in the lower crust in this region. The anomalous zone is
most shallow and most conductive along the axis of the Baikal feature, with highly conductive rocks
(ρ < 20 ohm − m.) beginning at depths as shallow as 16 km and extending to a depth of about 48 km.
The integrated conductance of the anomalous conductor is 2000 S.

Comparable values of excess conductance in the crust have been described in a number of other lo-
cations around the earth. These anomalous crustal conductors appear to occur in regions of extensional
tectonics, particularly beneath rift zones. Their explanation is not obvious. It has been suggested that
they represent the shallow occurrence of molten rocks, the effect of excess water in crustal rocks of the
lower crust, or the development of intensely graphitized layers of rock.

Another important electrical mesoscale structure is a sedimentary basin, particularly, a young basin
filled with great thicknesses of Tertiary marine sediment. The electrical significance of such basins
can be seen from the map of Fig. 10.25, a map of the conductance of Zone 1 over the area of the 48
contiguous United States. This map has been compiled on sparse data, consisting of electric logs from
about 300 widely distributed wells. The electrical signature of three major sedimentary basins can be
easily identified; the Imperial Valley basin in southern California exhibits conductances up to 2000 S,
the Williston basin in North and South Dakota exhibits conductances of over 1000 S, and the Gulf
of Mexico basin exhibits conductances of more than 5000 S offshore from Lousiana. This last value
does not include conductance in the sea water covering the Gulf of Mexico basin; conductance of the
world’s seas and oceans is discussed in the next sections of this chapter.

10.5.2 THE OCEANS
Up to this point, we have restricted our consideration of the electrical properties of the planet Earth to
the solid part. Significant parts of the planet are liquid, as in the oceans, or gaseous, as in the atmo-
sphere. Our lack of attention to these regions follows from the fact that they are far less opaque than
solid rocks, and do not often require the use of indirect exploration methods to define their character.
We cannot neglect these regions altogether for several obvious reasons. Three quarters of the surface
of the Earth is covered with ocean waters, and so, exploration of the solid earth in these areas requires
consideration of the effect of the overlying water on the use of geoelectric methods to explore beneath
them. On the other hand, the atmosphere is the source of much of the electromagnetic noise we find in
carrying out electrical surveys. At least a cursory knowledge of the electrical properties of the atmo-
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FIGURE 10.25

Total conductance in major sedimentary basins of the United States.

sphere, provided in the next section, is necessary to gain a reasonable understanding of this ambient
electromagnetic field of the earth.

The world’s oceans form an interconnected layer of salt water which covers 70.8 percent or
361.2 million square kilometers of the Earth’s surface. The oceans have a maximum depth of slightly
over 11 kilometers; the average depth is 3.79 kilometers. The mass of the oceans amounts to 1.4×1018

tons, but this accounts for only one-quarter of a percent of the Earth’s total mass.
The distribution of ocean depths is neither uniform nor random; it is characterized by two preferred

elevations for the Earth’s solid surface. One preferred elevation includes the continental portions of the
surface, with a peak frequency of occurrence at an elevation of less than 100 meters above sea level.
This peak straddles sea level, so that about a third of its area reflects depths of the ocean of less than
500 meters. These regions covered by shallow water are considered to be part of the continental crust,
and account for some 50 million square kilometers. Often these regions, called continental shelves if the
depth of the ocean is 200 meters or less, and continental slopes if the depth ranges up to 1000 meters.
These regions are of interest in exploration for mineral resources inasmuch as they are geologically
similar to the adjacent dry parts of the continents.

A very minor part of the ocean has depths between 1 and 2 kilometers, but significantly larger
parts of the oceans have depths of 2.5 to 5.5 kilometers, with the peak frequency of occurrence being
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FIGURE 10.26

Conductivity of sea water as a function of total salinity and temperature.

5 kilometers. Some 150 million square kilometers of the oceans have such depths; these form the
so-called deep sea basins.

On the whole, the oceans are quite uniform in properties, at least in comparison with the solid earth.
The greatest part of the ocean volume has a salinity that lies between 34.6 and 35.0 parts per thousand
of salinity, within ±1/2 percent of 34.8 parts per thousand as a best value. The Atlantic Ocean is ever
so slightly more saline than the Pacific Ocean. Conductivity is very nearly proportional to salinity over
these small ranges in salinity.

Temperature varies more than does the salinity, particularly in the near-surface waters. Most of
the ocean waters have temperatures below 5◦C, with the Atlantic Ocean being about 1◦ warmer than
the Pacific Ocean. However, the surface waters in ice-free oceans are considerably warmer, rising to
temperatures of 25◦C and more.

Both temperature and salinity affect the conductivity of sea water. The variation of seawater con-
ductivity as a function of temperature and salinity is shown by the curves in Fig. 10.26. We might note
that the best value for the conductivity of the oceans as a whole is close to 3 S/m.

Sea water is more conductive than most earth materials, and occurs in large amounts. It forms a
high conductance sheet covering much of the earth, as shown in Fig. 10.27. Not only must this large
amount of conductance be taken into account when surveys are carried out on the surface of the sea,
but also when surveys are made near the edges of the dry continents.

10.5.3 THE ATMOSPHERE
The atmosphere surrounding the earth is volumetrically the largest component of the earth’s total struc-
ture. The mass of the atmosphere is only 510×1012 tons, but the volume is very large. At an altitude of
1000 kilometers above the earth, the density of the atmosphere has decreased by 14 orders of magnitude
from that at the earth’s surface.

The atmosphere consists of two significantly different parts with respect to electrical properties.
Below 80 to 100 kilometers, the atmosphere is a virtual insulator. Very limited conduction takes place as
a consequence of the presence of charged particles in the air, either dust particles or ions. Typical curves
for the conductivity of the lower atmosphere as a function of elevation to several tens of kilometers are
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FIGURE 10.27

Conductivity of the World’s Ocean. Areas in black are the continents. Areas in white are oceanic areas with a
conductance of less than 12 kilosiemens. Lightly shaded areas have a conductance between 12 and 18
kilosiemens. The small areas with darker shading have a conductance greater than 18 kilosiemens.

FIGURE 10.28

Conductivity profiles through the lower part of the atmosphere.

shown in Fig. 10.28. Near the surface of the earth, the conductivity is less than 10−12S/m, or some 12
to 15 orders of magnitude less than the conductivity in the underlying ocean or solid earth.

The upper part of the atmosphere is much more conductive. Above an altitude of 80 to 100 km, the
atmosphere is ionized. This part is called the ionosphere. Electrical conductivity in the ionosphere is
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difficult to measure. Information on the conductivity is derived largely from a theoretical analysis of
conduction in an ionized gas, with some limited experimental confirmation.

Maxwell’s equations alone are not adequate to explain conduction in an ionized gas. It is necessary
to solve a combination of Maxwell’s equations and the equation for mechanical motion (Newton’s law).
This leads to a problem called the magneto-hydro-dynamic (MHD) problem, in which the simultaneous
flow of current and mass is considered. We suggest you read about the solution of this problem in texts
such as those by Alfvén and Fälthammer (1963) and Ratcliffe (1959). The actual conductivities that
exist in the ionosphere may or may not be accurately predicted by such theoretical calculations. It is
difficult to determine conductivity directly, but it can be estimated indirectly from other measurements
which are easier to make, such as electric field intensity and ion concentrations.

When a magnetic field is present, a Hall current flows in a direction normal to both the magnetic
and electric field vectors, and a Pederson current flows in the direction of the electric field (Campbell,
2003). The values of the Hall and Pederson conductivities in the ionosphere depend on the model used
in the analysis. The actual conductivities that exist in the ionosphere may or may not be accurately
predicted by such theoretical calculations. It is difficult to determine conductivity directly, but it can be
estimated indirectly from other measurements which are easier to make, such as electric field intensity
and ion concentrations.
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Electromagnetic geophysical methods are based on the study of EM field propagation in the earth and
on determining the electromagnetic parameters of the earth, containing unique information about petro-
physical properties, lithological characteristics, and mineral content of the rocks in the earth’s interior.
There are many different EM methods which can be used for different applications. The number of dif-
ferent modifications of EM prospecting methods is extremely large, because it is possible to transmit
and to receive the different components of EM fields. The behavior of EM fields is controlled by three
primary properties of the medium, these being the electrical conductivity, the dielectric permittivity,
and the magnetic permeability, as well as a number of other physical phenomena. Electrical conduc-
tivity is the most useful of all the physical properties that characterize rocks and minerals in view of
interest for geophysical exploration, because electrical conductivity in the earth varies by many orders
of magnitude. In contrast, the other physical properties used in geophysics — acoustic wave speed,
density, and magnetic susceptibility — vary over quite limited ranges.

The effective use of electromagnetic methods in probing the earth requires not only a thorough
understanding of the physics and mathematics describing the behavior of electromagnetic fields in the
earth, but also, a good understanding of how one acquires the best possible measurements in the field.

Foundations of Geophysical Electromagnetic Theory and Methods. DOI: 10.1016/B978-0-44-463890-8.00015-3
Copyright © 2018 Elsevier B.V. All rights reserved.
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We will look at this aspect of the subject in two parts: how does one generate a useful electromagnetic
field (when controlled-source methods are to be used), and how does one sense the useful characteris-
tics of the field, whether it be an electrical or magnetic field.1

11.1 FIELD GENERATION
In controlled-source methods, two types of sources are commonly used: a grounded wire (galvanic
source) or an ungrounded loop of wire (induction source). If a grounded wire source is to be used to
generate either a current field or a magnetic field, three components must be considered in its con-
struction: a prime power supply, cabling, and a grounding structure. If an ungrounded loop is to be
used to generate a magnetic field, the source consists of two subsystems, a prime power supply and a
transmitter loop.

11.1.1 SOURCES OF EM FIELDS
In the design of sources, we attempt to optimize several conflicting requirements. The principal conflict
is between weight and capability. Always, weight is a matter of concern. With portable equipment, the
lower the weight, the greater the productivity of the field crew, providing the capability of the source is
not compromised to the extent that observation of the electromagnetic field becomes tedious. Even with
stationary sources of great capability, weight is an important consideration because capital investment
in large sources becomes a limiting factor. Capital cost generally increases with weight according to
some power law, C ∼ Wp , where C is cost, W is weight, and p has a value probably somewhat less
than unity.

Engine-driven generators usually, but not always, generate alternating current at a power-line fre-
quency, 50 or 60 Hertz, and less commonly, at high frequencies, 400 or 1000 Hertz. For very special
applications in electromagnetic surveys, these generated frequencies can be used directly to create the
electromagnetic field to be measured. Usually, though, the prime generator is used to power a waveform
generator. This can be either an electronic or mechanical device which shapes the prime power into
current at a desired waveform (impulse, square wave, triangular wave, sinusoid, random step sequence,
etc.) at a desired frequency. Design of a wave form generator is essentially a problem in electronics,
and we will not examine it here.

The engines which drive generators are internal combustion types for power levels up to a few tens
of kilowatts, diesel from a few tens of kilowatts to a few megawatts, and gas turbines at levels above
a few megawatts. All of these generators are readily available on the commercial market, but if power
levels greater than 25 megawatts are required, it is necessary to go to exotic generating systems. Two
such exotic systems which have been used to a limited extent are magneto-hydro-dynamic (MHD)
generators and ionospheric modulation (IM) systems.

MHD generators produce electrical energy in a mechanical system that does not include rotating
parts, such as an engine. The essential features of an MHD system are shown in Fig. 11.1. In a com-
bustion chamber (plasma generator), fuel is burned to create a stream of hot, ionized gas. This gas

1Chapter 11 was written in collaboration with G. Keller.
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FIGURE 11.1

Elements of an uncooled magneto-hydrodynamic generator. A hot ionized gas is created in the plasma
generator. This gas flows through a channel under the action of a magnetic field. The ions are directed and
collected to form an output current which is then fed to the ground through electrodes.

stream is caused to flow through a channel wrapped with a solenoid with direct current supplied by a
battery for initial excitation. The magnetic field produced by the solenoid causes the ions in the gas to
deflect, so that they will flow into collectors at the end of the channel, and from there into the external
circuit. Typically, the output is a few thousand volts, with power levels in stationary plants reaching
many hundreds or a few thousand megawatts.

Practical limitations of MHD power systems are imposed by the need for cooling. The gas stream
must be raised to a temperature of 3500 to 3700°C in order for strong ionization to take place and
for reasonable efficiency of energy conversion to be obtained. Waste heat in the channel must be re-
moved rapidly, or the channel will burn. If the channel is cooled, the weight of the cooling system
makes the generator useful only in a fixed installation. For geophysical applications, uncooled or flash-
cooled MHD systems are used, but the duty cycle is very short. For example, an uncooled pulse-MHD
generator with 25 megawatts capability can be operated for a period of only about 10 seconds.

For very small sources, batteries are used rather than engine-driven generators. The cost of battery-
supplied energy is much higher than that of mechanically-generated energy, but because the total
energy used in small systems is very low, convenience is more important. Batteries store chemical
energy, which is extracted when the battery is connected to an external system. A great variety of bat-
teries is available for a great variety of applications (Mantell, 1970). Batteries were apparently first
used by the Parthians (in modern Iraq) in the period 250 B.C. to 224 A.D.

Many forms of battery are available for many general and specialized uses. The most widely used,
and most widely available, are dry cells. The Lechanche dry cell stores chemical energy which is
released in the reaction

Zn + 2NH4Cl + 2Mn2 � Zn(NH3)2Cl2 + H2O + Mn2O3.
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FIGURE 11.2

Voltage discharge characteristic for an alkaline-manganese primary D-cell battery discharged 24 hours per day.

FIGURE 11.3

Comparison of discharge characteristics for alkaline-manganese and zinc-carbon D-size cells for a
half-ampere continuous drain at 21°C.

Zinc of high purity is used as a container for the cell. The electrolyte is an aqueous solution of
NH4Cl and ZnCl2. This paste is held in place with an absorbent material around an electrode of ground
carbon and MnO2.

The life of a dry cell battery varies with current drain, operating schedule, cutoff voltage, and age.
The voltage of a battery declines continuously with use. The voltage discharge characteristic for a
D-size carbon zinc battery is shown by the curves in Fig. 11.2 for various discharge currents drawn in
a duty cycle of four hours per day.

Zinc-carbon batteries are designed to operate at 20°C. The higher the battery temperature during
discharge, the greater the energy output. High temperature reduces storage life. Temperatures above
50°C causes rapid disintegration. Low temperatures reduce service life. At −18°C, zinc-carbon batter-
ies are capable of providing only minimal current drains.

Alkaline dry cells consist of a zinc anode with a large surface area, a manganese dioxide cathode
of high density, and a potassium hydrozide electrolyte. The alkaline cell has an advantage over con-
ventional dry cells on a performance per unit of cost when the battery is subject to heavy or continuous
current drains. The discharge characteristic of an alkaline cell for a 0.5 ampere continuous drain is
compared with a similar discharge characteristic for a zinc-carbon dry cell in Fig. 11.3. Each battery is
D size.

Rechargeable batteries are widely used in geophysical applications where more current delivery
capability is needed. The common form of rechargeable battery is the lead cell, consisting of plates
of lead oxide for the anode and sponge lead for the cathode immersed in sulfuric acid. On discharge,
both the peroxide on the positive plate and the lead on the negative plate are converted to lead sulfate.
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FIGURE 11.4

Charge and discharge cycles for a lead/acid storage battery.

These reactions are reversed when the battery is charged, or subjected to current input from an external
source. Typical voltage and density characteristics for constant rates of discharge and recharge for such
a battery are shown in Fig. 11.4.

11.1.2 CABLES
Many electrical surveying methods use a grounded cable to generate the field to be measured. In DC
surveys, the field is generated by causing current to flow in the ground between two (or more) electrode
contacts. In some controlled-source electromagnetic methods, a magnetic field is created by causing
current to flow along a wire. The current then flows through the earth from the ends of that wire to
complete the circuit. In the marine applications, the EM field is generated by causing current to flow
from a submerged cable into conductive seawater. In either of these applications, we must consider the
capability of the wire to carry the current output of the prime power supply.

Cables used in geophysical practice are commonly stranded copper, stranded aluminum, or stranded
copper and steel. Stranded copper is the most readily available form of cable, so, we need to be aware
of the physical characteristics of copper cables. Fig. 11.5 shows graphically the relationship between
wire gauge and wire resistance.

Aluminum wire can provide better current carrying capacity for the same weight of cable. Alu-
minum is lower in density than copper, but also lower in conductivity. Considering both factors, a
given weight of aluminum cable can carry 1.5 times as much current as the same weight of copper
cable at the same voltage. Heavy aluminum cable is readily available, though light-weight wire is more
difficult to find.

11.1.3 GROUNDING STRUCTURES
The third subsystem for a grounded-wire source is the grounding structure. One of the simplest forms
of electrode is a driven rod or casing. The grounding contact resistance of such an electrode can be
calculated with some degree of approximation by considering that the electrode is half of an ellipse
of revolution in which the major axis is large compared with the minor. The resistance of such an
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FIGURE 11.5

Resistance of stranded copper wire at 20°C.

FIGURE 11.6

Resistance of a rod of elliptical shape driven into an earth with uniform resistivity. Actual resistance is obtained
by multiplying the resistance indicated above by the actual resistivity of the earth.

ellipsoidal ground, normalized by the resistivity of the uniform earth, ρ, is given by the formula,

Rg/ρ = 1

2πL
ln

4L

d
, (11.1)

where L is the length of the major axis (the length of the electrode) and d is the dimension of the
minor axis (the diameter of the rod) for the ellipsoid. A series of curves computed from this expression
is shown in Fig. 11.6.

These curves give the resistance normalized by the resistivity of the earth as a function of the length
of a driven rod. It should be noted that a basic assumption in this calculation is that the entire surface
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FIGURE 11.7

The minimum resistance obtainable by connecting a large number of rods in a square of given area in parallel.

of the driven rod is at the same potential. This is normally a good approximation for rods up to a
hundred meters long, but for very long conductors, such as well casings several kilometers in length,
the current is usually fed only at the top, and because current is lost progressively with increasing depth,
the voltage at the bottom of a casing will be much less than the voltage at the top. As a consequence,
at lengths greater than a few hundred meters, the resistance of a casing becomes more than would be
computed using this formula. The extent of the effect depends on the relative resistivities of the casing
material and the ground, and while it can be computed it is not an important factor in our considerations.
Normally, the grounding resistance of a well casing is so low that whether or not it is underestimated
makes little difference.

As can be seen from the curves in Fig. 11.6, the grounding resistance of a typical rod driven a meter
or less into the soil is relatively high. Most soil resistivities are measured in tens of ohm-meters, and so
the resistance of a short grounded rod will be measured in tens or hundreds of ohms. The resistance of
a single rod is in general not sufficiently low, and in practice when driven rods are used, it is necessary
to use a large number connected in parallel. The reduction in resistance obtained by such a process is
not usually as great as is hoped because, unless considerable care is taken, when rods are so connected,
the resistances do not necessarily comply with the usual law of independent resistances in parallel.
According to Tagg (1964), the calculation of the net resistance when a large number of rods is used is
difficult and can be laborious. However, exact calculations are not necessary.

Tagg has examined the expected parallel resistances for various combinations of multiple driven
rods, and the results can be summarized in two illustrations. In the first (see Fig. 11.7) he has calculated
the grounding resistance for a large number of rods connected in parallel and placed in a square array.

These rods are arbitrarily assumed to have a buried length of 2.6 m and a diameter of 0.025 m.
Calculations indicate that the resistance is not particularly sensitive to these dimensions. The curves in
Fig. 11.8 describe the relationship between grounding resistance and the number of rods when the rods
are arrayed over an area as specified by the index on each curve. With an increasing number of rods
within a specified area, the grounding resistance rapidly approaches asymptotically a minimum value.

Rods and well casings are one form of electrode, but often in areas where competent rock is present
at shallow depths, especially in areas with dry alluvium, it is necessary to resort to wires and strips
of metal buried at shallow depths. The grounding resistance for a wire of the length 2L and radius a
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FIGURE 11.8

The minimum resistance obtainable by driving a given number of rods in a given area.

FIGURE 11.9

Grounding resistance of a length of wire or metal pipe buried at a depth of 1 meter. The label on each curve is
the diameter of the conductor.

buried at a depth S/2 is (Tagg, 1964):

Rg = ρ

4πL

[
ln

4l

a
− 1 + ln 2L + (S2 + 4L2)1/2

S
+ S

2L
− (S2 + 4L2)1/2

2L

]
. (11.2)

Resistance values calculated using this expression are plotted as curves in Fig. 11.9. These give the
resistance normalized to the resistivity of the soil, ρ, which is a function of the length of a buried wire
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FIGURE 11.10

Three-terminal circuit to determine the approximate single-terminal resistance of a ground. Here, we wish to
determine the grounding resistance of a preexisting system. A low frequency or direct current is driven through
the ground to a return, B, while the voltage between the metal structure and a reference ground, M, is
measured. The resistance is the ration of this voltage to the current.

or pipe with radii ranging from 0.0125 to 0.30 m, and for lengths ranging from 3 to 100 m. As in the
case of a vertical pipe electrode, it has been assumed in these calculations that the entire length of the
electrode is at the same potential. With a buried horizontal wire, this in fact can be accomplished by
making multiple contacts with the buried wire or pipe at intervals along its length to assure that the
current flows uniformly over the entire length.

Despite the fact that they are not as efficient or economical as rod or strip electrodes, considerable
use is made of buried-plate electrodes. These are usually placed in pits one to four meters deep dug
with a back hoe, with dimensions of 1–3 m2. It is not easy to calculate the resistance of a plate, but an
approximation can be made by considering the plate to be an isolated circle. In this case, the grounding
resistance is approximately:

Rg = ρ

a

√
π

A
, (11.3)

where A is the area of the plate. Thus, a plate with 1 m2 of area will have a resistance of 1.22 ohms/ohm-
m, and a plate with an area of 4 m2 will have a resistance of 0.45 ohms/ohm-m. In order to obtain a
low resistance, it is clearly necessary to use several plates in parallel.

Grounding resistance can be estimated using the formulas given above, but it can also be measured
after a grounding system has been constructed or if a pre-existing ground of unknown geometry is used.
The circuit shown in Fig. 11.10 can be used to determine the single-terminal grounding resistance of a
grounding structure. In this procedure, a second ground is established with a single stake or some other
easy means at a distance of 50 to 100 m away. A switch is used to turn current on and off between
the structure and the reference ground. The voltage drop between the metal structure and a reference
electrode at a distance of 10 m or so from the structure is then measured. The approximate grounding
resistance, accurate within 10 or 20%, is the ratio of voltage drop to current.

Another approach to measuring the grounding resistance of a single electrode is to establish two
other grounds at moderate distances. One then measures three circuit resistances, in each of which
one pair of the three electrodes is connected in parallel and the full circuit resistance to the measuring
electrode is measured. One then has three equations for circuit resistances, R1,R2,R3, which can be
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solved for the unknown single-terminal grounding resistances, Rg,1,Rg,2,Rg,3:

R1 = Rg,1 + Rg,2Rg,3

Rg,3 + Rg,2
,

R2 = Rg,2 + Rg,3Rg,1

Rg,1 + Rg,3
,

R3 = Rg,3 + Rg,1Rg,2

Rg,2 + Rg,1
. (11.4)

This method works well only when the three circuit resistances are of the same order of magnitude.

11.2 MEASUREMENT OF ELECTRIC AND MAGNETIC FIELDS
11.2.1 VOLTAGE, POTENTIAL, AND ELECTRIC FIELD
As we have seen in the many theoretical developments on which the design of a geoelectrical explo-
ration method is based, we must measure either some features of an electric field or some features of
a magnetic field, or both. It was demonstrated in Chapter 3 that the work of the electric field along a
given path (the quantity called electric voltage) and the flux of the magnetic field through a given sur-
face represent the most important physical characteristics of electromagnetic fields, which are studied
and measured in the geophysical experiment. It was also shown in Chapter 4 that, for a low frequency
electrical field, the electric voltage between two points could be expressed as that of the potential drop
between two points in an electric field, where “potential” was an abstract physical concept, defined as
being the negative of the work done in moving unit electric charge from infinity to the point where the
potential is being measured. Thus, in reality, we do not measure the electric field E directly. The mea-
surement that can be made is that of the potential drop between two points in an electric field, which
actually represents the voltage. This is the quantity which represents the electric field in the Maxwell’s
equations written using the differential forms (see Chapters 2 and 3). At the same time, this is the quan-
tity we measure when the electric field or electric potential is needed to carry out an electrical survey
as designed.

The corresponding component of the electric field, e.g. Ex , can be then approximately devised as
quantity:

Ex = −gradxU = −∂U

∂x
= lim

U(x2) − U(x1)

|x1 − x2| ; |x1 − x2| → 0, (11.5)

where U(x1) and U(x2) are the electric potentials at points x1 and x2.
The measurement of voltage between two contacts with the earth is a reasonably straightforward

procedure. However, one aspect of the measurement of voltage between two points in the earth must
be carefully considered. The electrode contacts we use to make the measurement are metal, connected
with metallic conductors to an electronic piece of equipment which is used to detect and record the
voltage drop between two electrodes. On the other hand, almost always current conduction within
the earth is electrolytic in nature. At the boundaries between the electrolytic and metallic parts of the
measuring circuit, that is, at the surfaces of the metal electrode contacts, fairly complicated chemical
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FIGURE 11.11

Construction of a porous pot salt bridge for use in detecting voltage in a material with electrolytic conduction.

reactions must occur, and these give rise to electromotive forces which are unrelated to the voltages we
wish to measure as part of the geoelectrical method being used.

The chemical reactions that occur at an electrode surface in contact with an electrolyte are charac-
terized by an electrode potential. Each metal has a characteristic electrode potential, which depends on
the metal of the electrode and the activity of the solution with which it is in contact.

Not only does a difference in electrode material lead to the measurement of a voltage unrelated to
current flow in the earth; differences in concentrations of ions in solution in the electrolyte in contact
with the electrodes will also give rise to a voltage unrelated to current flow. This voltage is given by
the Nernst equation:

Ve = R

F

T

n
ln

C2

C1
, (11.6)

where R is the gas constant, or 8.309 joule per degree C, n is the valence, F is Faraday’s constant for
electrolysis, or 96,494 coulombs (the ratio, R/F = 0.861×10−4 volts), T is absolute temperature, and
C1 and C2 are the concentrations of salt in the metal in the two electrodes. Evaluation of this equation
yields zero voltage if the two concentrations are the same, 58 millivolts if there is a ten-to-one ratio of
concentrations, and 115 millivolts if the ratio is 100.

Clearly, good practice dictates that electrodes of like metal be used when measurements of electric
field or electric potential are to be attempted. Moreover, it is desirable that these metals be immersed in
a solution of one of the salts of that metal, that salt being maintained at some specified concentration.
Such electrodes, called nonpolarizing electrodes, are routinely used in field applications.

The typical nonpolarizing electrode, also often called a porous pot by the field crew, consists of a
semipermeable ceramic cup, usually of a design like that shown in Fig. 11.11. The active electrode is a
rod of exceptionally pure metal, usually electrolytic copper, inserted in the cup, and held in place with
a Bakelite or other inert stopper sealing the top of the cup. The cup is filled with a specified solution
of the salt of that metal, which, in the case of a copper electrode, is copper sulfate. The strength of
the solution can be 1 normal, or the solution can be forced to be saturated by adding excess crystals
of copper sulfate. This solution then saturates the permeable ceramic, providing a conducting bridge
between the metal electrolyte and the soil moisture with which the porous pot is in contact.
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It is often stated that a disadvantage of the porous pot is that it provides an undesirably high re-
sistance in contact with the ground. This is patently untrue for the following reasons: a 1 normal or
saturated copper sulfate solution has a resistivity of the order of 0.2 ohm-meters. Even when this solu-
tion is dispersed in the semipermeable shell around it, the resistivity of the shell will be not greater than
1 ohm-meter. These values of resistivity are lower than the resistivities of most of the earth materials
on which the electrodes will be placed. The contact resistance is reduced from the value which would
be observed by driving the metallic rods directly into the ground.

Filaments of ground water coating the grains in the soil establish electrical continuity with the
copper sulfate in the semipermeable ceramic cup. A voltage develops at this contact point, given by the
Nernst equation as shown above, except expressed in terms of the ion activities in the two solutions,
the pore water and the copper sulfate:

Ud = v − u

v + u

R

F

T

n
ln

C2

C1
, (11.7)

where u and v are the mobilities of the cations and anions, respectively.
The copper sulfate at each electrode used in measuring a voltage will be the same, but the salinity

of the water in the soil or rock on which the porous pot is place can differ. Usually this difference is not
great, so one expects a pair of porous pots connected to a voltage sensing device to be not more than a
few millivolts.

It is sometimes common practice to improve the contact of a porous pot with the ground by “wetting
it down.” Some water is poured onto the plant of the porous pot. This process destroys the utility of the
porous pot, which is to provide a small but stable non-current-related voltage between the electrodes
used in detecting current-caused voltage drops in the earth. Wetting down a porous pot invariably leads
to long-term rapid variations in the voltage observed between two pots, amounting to tens of millivolts,
and caused by such things as filtration potentials. The worst possible procedure is to wet down only
one of the porous pots comprising the ground circuit with salt water. This results in a permanent offset
of the voltage between the two electrodes amounting to tens of microvolts.

The only electric field-related measurement that is possible in practice is that of the voltage be-
tween two points on (or in) the earth. Estimates of the electric field can be made from such voltage
measurements. In one case, the ratio of the voltage between two measuring electrodes, M1 and M2,
and the separation between those electrodes, M1M2, is used as an approximation of the component of
the electric field in the MN direction:

EMN ≈ VMN/M1M2. (11.8)

Note that in this equation we make no implication that a limit as M1M2 → 0 is to be taken. In
practice, an attempt to use a short MN separation often results in a poorer estimate of the electric field
component than the use of even a quite long separation.

The electric field is a vector, having two scalar components when measured on the surface of the
earth. For full definition of the electric field vector on the earth’s surface, a measure of the voltage drop
between a second pair of electrodes, O and P, is made, and

EOP = VOP /OP . (11.9)
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FIGURE 11.12

Often, in field operations, the electric field is measured in terms of two components which are not orthogonal.
The magnitude and direction of the vector can be determined with this sketch of the various projections of the
vector on the real field directions and on a set of orthogonal axes.

If the electrode pairs MN and OP lie along lines that intersect perpendicularly, the vector E is
defined simply with the two components EMN and EOP . Often, in practice, it is not convenient to
lay out the lines MN and OP precisely along orthogonal directions. In this case, one must determine
the vector, E, from two nonorthogonal components. The procedure for doing this is shown graphically
in Fig. 11.12. The magnitude of a vector determined from two components that are not orthogonal is
given by

|E|2 = E2
MN + (EOP cos θ)2, (11.10)

where the angle θ is the angular departure of the angle between MN and OP from π/2 (see Fig. 11.12).
Measurement of the electric field is an essential part of many electrical methods, as, for example,

in the Schlumberger approach to vertical electric sounding, in bipole-dipole mapping (see Chapter 12),
and in magnetotelluric methods (Chapter 13). The accuracy of the results from these important meth-
ods depends in large part on the accuracy of the approximation made in using the ratio of voltage to
electrode spacing as an electric field component. We can examine the reliability of the approximation
in two respects: the filtering of the spatial spectrum for the electric field which occurs when separated
electrodes are used to measure it, and the impact of sampling when we attempt to measure the electric
field at a number of “points” in the electromagnetic field.

The electric field is a quantity defined at each point in the field; the value at any given point can
vary independently of the value at any other point, no matter how close together the points may be (in
other words, the electric field can be discontinuous). The electric field can be represented in the spatial
frequency domain as a Fourier transform of the function describing the point-by-point spatial behavior
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FIGURE 11.13

Filtering phenomenon which occurs when an electric field is measured with electrodes at a nonzero separation
(on the left). The actual electric field can vary markedly between the two electrodes, with the measured voltage
representing the average electric field between the electrodes. The system response of this system is shown in
the space frequency domain on the right.

of the electric field:

e
(
kx, ky

) = 1

4π

∞∫∫
−∞

Ee−i
(
kxx+kyy

)
dxdy. (11.11)

The vector spectrum represents two separate scalar spectrums, one for each component of the
electric field. When an electric field component is taken to be the ratio of voltage to separation, it
is equivalent to averaging the electric field over the distance from the point M to the point N . The filter
response of averaging is shown in Fig. 11.13. The greater the separation between the electrodes, the
more the higher frequency spatial components of the field will be suppressed.

Suppression of the high spatial frequency components of the electric field can be a serious problem
if the spatial character of the electric field is important in interpretation, as is the case when migration
or continuation is used (see Chapter 9). In such applications, it is important to measure the electric field
with as short an electrode separation as is possible.

Unfortunately, the use of short electrode separations in measuring electric fields can lead to signif-
icant problems, particularly when the soil layer in which the electric field is measured is not uniform
in character. One such problem is the phenomenon of geologic noise when the layer at the surface of
the earth has irregular patches of one or another resistivity, rather than being laterally uniform. The soil
layer often will contain wet and dry patches or inclusions of boulders in a finer soil. The current flow
in this soil layer will flow around patches of high resistivity and collect in patches of low resistivity, so
that the electric field pattern appears to represent a highly turbulent flow of current.

Small-dimension resistivity variations at the surface of the earth can be quite arbitrary in shape,
and so, a detailed, quantitative discussion of the effect they have on the electric field at the surface of
the earth can be quite tedious. However, we can evaluate the distortion caused to the electric field by
considering a simplified model, that of a hemispherical pod and the effect it will have on the electric
field when illuminated by a planar current sheet. This problem has been analyzed in detail, with many
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FIGURE 11.14

Probability distribution of electric field strengths measured in the vicinity of a hemispherical surface inclusion
of higher or lower resistivity. The solid curve is the distribution for a resistive inclusion (9:1) and the dashed line
is the distribution for a conductive inclusion (1:1/9). The electric field ratio is the normalization of the electric
field with the inclusion present to that when it is absent. Note the wider distribution function and the skewing
toward lower electric fields in the case of a conductive inclusion.

published results (Kunetz and Chastenet de Gery, 1956). Fig. 11.14 shows the typical electric field
curves observed along a traverse crossing the center of conductive or resistive hemispherical pods. The
important feature of these curves is that the electric field observed inside a hemispherical resistive pod
is never more than twice the electric field that would be observed if the pod were not there, while the
electric field inside a conductive pod is decreased by approximately the resistivity contrast between the
pod and the surrounding medium.

These calculations pertain only to hemispherical pods, and results can be much more complicated
for less symmetrical features. However, it is reasonable to generalize by saying that conductive pods at
the surface of the earth will lead to greater distortion of the electric field than will resistive inclusions.
This effect has been termed geologic noise (Keller, 1968).

Fig. 11.14 shows a pair of histograms, one for the distribution of electric field values in and around
a conductive hemispherical pod and the other for those in and around a resistive hemispherical pod.
We can make the following inferences:

• 1) Distortions of the electric field will be more significant when the local inhomogeneities are
more conductive than the surface host rock in which they occur than when the local inhomogeneities
are relatively resistive.

• 2) If the surface rock is highly resistant, geologic noise will normally be a severe problem in the
measurement of the electric field.

• 3) If the surface rock is highly conductive, geologic noise is rarely a problem.
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• 4) In any event, geologic noise is unlikely to cause normally distributed errors to electric field
observations, so simple averaging usually is not effective in reducing geologic noise.

11.2.2 SENSING THE MAGNETIC FIELD
Measurement of the magnetic components of the electromagnetic field is in many ways more difficult
than measurement of the electric components. Many varieties of sensitive magnetometers have come
into use in geophysics; each has advantages and shortcomings which must be considered in designing
any given electrical method which requires knowledge of the magnetic field.

Magnetic balances
The oldest form of magnetometer is the magnetic balance, no different in principle than the compasses
used by early mariners. In a magnetic balance, a magnetized piece of ferromagnetic material is sus-
pended in such a way that the torque exerted by the ambient magnetic field on the suspended magnetic
material is balanced against gravity. Fig. 11.15 shows an arrangement for measuring a horizontal com-
ponent of the magnetic field with a magnetic balance. A bar magnet is balanced vertically on a knife
edge. The suspension of the magnet is constructed in such a way that the center of gravity is below and
to the left of the suspension point. The torque exerted by the horizontal component of the magnetic
field normal to the axis of the wedge on the magnetic moment of the magnet rotates the magnet until
it is balanced by the force of gravity attempting to rotate the magnet about its point of suspension. In
Fig. 11.15, if the strength of the horizontal component of the magnetic field increases, even slightly,
the component of weight contributing to the gravitational torque, and when the magnet has rotated far
enough, the two torques come into balance. In a typical sensitive magnetic balance the actual amount of
rotation is small, probably less than a degree. The rotation can be detected using a light beam reflected

FIGURE 11.15

Principle of a magnetic balance. A magnetized rod of moment 2mL is balanced at a point slightly offset from its
center of gravity. The rod rotates until the gravitational torque about the point of suspension, Mg, balances the
torque imposed by the action of the horizontal component of the magnetic field on the magnet, 2mLH. The
rotation needed to bring the two torques into balance is a measure of the horizontal component of magnetic
field strength, H .
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FIGURE 11.16

Principle of the flux-gate magnetometer. The sensing element is a ring or rod of ferromagnetic material with a
hysteresis curve as shown. An oscillatory magnetic field (1–100 kHz) is added to the ambient magnetic field by
driving a monochromatic current through a coil wound on the sensing element. Because the hysteresis curve
is curved, the magnetic induction exhibits harmonic distortion. The second harmonic is separated by filtering
and used to determine the strength of the ambient field.

from a mirror mounted on the magnet with the motion of the light beam being recorded on a moving
strip of film.

Magnetic balances are commonly sensitive enough to provide deflections of the recorded trace of
the order of a millimeter per nanotesla. The chief advantage of a magnetic balance is its simplicity and
economy of cost. The principal disadvantage is the fact that it is particularly difficult to build a magnetic
balance with adequate sensitivity to short-period magnetic field oscillations. Such instruments can be
used only when periods to be recorded are measured in seconds and longer.

Magnetic balances have been used with considerable success in magneto-variation studies.

Flux-gate magnetometers
The magnetic flux gate has been used in geophysical surveys of the earth’s geomagnetic field for many
decades. The sensing element is a small rod or ring of a ferromagnetic material with very special
properties. The ferromagnetic material must saturate at low coercive magnetic field strengths. Ideally,
that material has a strongly nonlinear B-H curve, or relationship between applied magnetic field, H,
and magnetic induction within the material, B, as shown in Fig. 11.16. Ideally, the saturation field
strength at which further magnetic induction within the material becomes small is not much grater than
the ambient strength of the magnetic field to be measured.

The operation of a flux gate takes place as follows. A coil of wire is wrapped around the magnetic
core, whether it be a rod or a ring, and energized with an alternating voltage of very pure waveform
at a single frequency, called the driving frequency, ω0, which will drive current through the coil. Any
time-varying magnetic field will add to or subtract from the instantaneous value of the total magnetic
field impressed on the flux-gate core. As the changing magnetic field moves along the B-H curve,
the impedance of the coil will vary, and the current flowing in the coil will vary also. The result is
distortion of the waveform, which can be detected by separating the harmonic components of the net
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current flowing in the coil from its fundamental. The amount of distortion is a measure of the change
in ambient magnetic field from instant to instant.

In practice, the harmonic distortion is not used as a measure of the magnetic field changes. Rather, a
second coil carrying time-varying direct current is used to modify the field acting on the core in such a
way that harmonic distortion remains unchanged. Then, the strength of the time-varying direct current
is a simple measure of the change in magnetic field strength.

The nominal sensitivity of many flux-gate magnetometers is of the order of 0.1 to 1 nanotesla.
The bandwidth, or ranges of frequencies over which such a magnetometer can be used, is limited
by the driving frequency. The rate at which the magnetometer can sense a change in the magnetic
field depends on the time which it takes to sense a change in the second harmonic distortion of the
current in the driving coil. With the necessary filtering of the distortion signal to make its measurement
stable, it is possible to measure changes in the magnetic field which occur at frequencies as great
as a few percent of the driving frequency. Often a driving frequency of a few kilohertz is used, so
that the bandwidth of such magnetometers is a few tens of Hertz. With a particularly high driving
frequency, say 50 kilohertz, the bandwidth for detecting magnetic field changes can be as great as
1 kilohertz.

SQUID magnetometers
A Superconducting Quantum Interference Device (SQUID) or Josephson Junction Magnetometer
(Josephson, 1962) is based on the use of a small electrically superconducting loop, generally with
an area of a few square centimeters or less, to detect a magnetic field (see Fig. 11.17).

Describing the essential characteristics of a SQUID is straightforward (Falco and Schuller, 1980;
Hahlbohm and Lubbig, 1977). Consider a ring of superconducting material in which there is a narrow
spot, or “weak link” (see Fig. 11.18). Josephson predicted theoretically that a super current could flow
between two superconductors without a voltage drop even though they may be physically separated by
a small insulating gap. The phenomenon is also observed if a superconducting ring has a narrow spot in
it where the current is concentrated to such a level that the transition from superconduction to normal
conduction is approached.

The superconducting SQUID combines the physical phenomena of flux quantization and Josephson
tunneling. First predicted by London (1950), flux quantization was observed experimentally by Deaver
and Fairbank (1961), and Doll and Nabauer (1961). They showed that the flux contained in a closed
superconducting loop is quantized in units of the flux quantum �0 = h/2e ≈ 2.0678×10−15 tesla ·m2.
Here, h = 2π� is Plank’s constant, � is a reduced Plank’s constant, and e is the electronic charge.
The great sensitivity of the SQUID devices is associated with measuring changes in the magnetic field
associated with one flux quantum.

Flux quantization arises from the analysis of the macroscopic wave function:

� = |�| eiφ(r,t), (11.12)

where φ is the phase.
Electrons in the superconductive state groups in pairs to compensate their individual spins and form

a new pseudo particle, which carries a total charge q = 2e and is called a Cooper pair. In the absence
of applied fields or currents, the phase φ(r, t) takes the same value throughout the superconductor for
all Cooper pairs n. In the case of a loop threaded by a magnetic flux, however, the phase around the
loop changes by 2πn, where n is the number of enclosed flux quanta.
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FIGURE 11.17

Main elements of a Josephson junction magnetometer. The sensing element is a ring of superconducting
metal in a bath of liquid helium. The ring has a notch cut in it to form a weak link. Any change in magnetic
field will cause a large current to appear in the superconducting ring. The current will increase until it exceeds
the saturation current at the weak link. At that point, the resistance at the weak link interrupts the current in
the ring. The process continues as long as the magnetic field varies. These changes in current in the ring are
detected with a nearby coil, providing a signal which can be used to measure the changing magnetic field.

In 1962 Josephson predicted the tunneling of the Cooper pairs through a barrier separating two
superconductors – the phenomenon now known as a Josephson tunneling. Josephson demonstrated
that the current IS in the superconductive state flowing through a junction is given by the expression:

Is = Ic sin
φw, (11.13)

where 
φw = φ1 −φ2 is the difference between the phases φ1 and φ2 of the condensates (in a quantum
physics sense) in the two superconductive electrodes, and IC is a constant, the critical current of the
junction. The critical current is a maximum current that can be sustained before the superconductive
weak links goes through transition to a normal state, which is typically 1–10 microamperes in modern
SQUID magnetometers. The critical current is an important phenomenological parameter of the device
that can be affected by temperature as well as by an applied magnetic field.
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FIGURE 11.18

Superconducting quantum interference device (SQUID) as a simple magnetometer. The central element of a
SQUID is a ring of superconducting material with two weak links, X and W.

Thus, Josephson predicted that a phase change occurs when current crosses a weak link in a super-
conductor, with the amount of phase change being:


φw = sin−1
(

Is

Ic

)
, (11.14)

where Is is the current passing through the weak link. This equation is also known as a Josephson or
weak-link current-phase relation.

The central element of a SQUID is a ring of superconducting material with one or more weak links.
An example is shown in Fig. 11.18, with weak links at points W and X whose critical current, IC , is
much less than the critical current of the main ring. This produces a very low current density making
the momentum of the electron pairs small. The wavelength of the electron pairs is thus very long,
leading to little difference in phase between any parts of the ring.

If a magnetic field, B, is applied perpendicular to the plane of the ring, a phase difference is pro-
duced in the electron-pair wave along the path XYW and WZX. A small current, i, is also induced to
flow around the ring, producing a phase difference across the weak links. Normally the induced current
would be of sufficient magnitude to cancel the flux in the hole of the ring, but the critical current of the
weak-links prevents this.

The phase of the electron pairs can be affected not only by the current density but also quite strongly
by an applied magnetic field B. In the presence of a magnetic field the momentum, Pq , of a particle
with charge q becomes

Pq = mv + qA,

where A is the magnetic vector potential, B = curlA.
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For electron pairs in an applied field B, their moment, Pe , is now equal to

Pe = 2mv + 2eA.

Then the difference in phases between two points with a superconductor is related to canonical mo-
mentum by


φXY = 2π

∫ Y

X

Pe

h
· dl =

∫ Y

X

{4πmvs/h + 4πeA/h} · dl, (11.15)

where m and e are electron mass and charge, respectively, vs is the velocity of the superconducting
electrons, and A is the vector potential.

The change in phase in traversing an integration path which starts and ends at point X is:


φ = 4πm

h

∮
vs · dl + 4πe

h

∮
A · dl. (11.16)

In an applied field B, the phase difference is now a combination of that due to the super current
across the two weak-links, 2
φw , and that due to the applied field, 
φB :


φ = 2
φw + 
φB, (11.17)

where


φB = 4πe

h

∮
A · dl. (11.18)

The quantum condition that the phase change around the closed path must equal 2πn, can still be
met by large phase differences across the weak links produced by even a small current. As shown in
Eq. (11.18), the applied magnetic field produces a phase change around a ring equal to:


φB = 2π
�B

�0
, (11.19)

where �B is the flux produced in the ring by the applied magnetic field (see Stokes’s formula (1.44)):

�B =
∮

A · dl =
∫∫

S

curlA · ds =
∫∫

S
B · ds,

and �0 = h/2e is the single flux quantum.
The magnetic flux, �B , may not necessarily be equal to an integral number of fluxons. To ensure

that the total phase change is equal to 2πn, a small current should flow around the ring, having a total
phase change of 2
φw across the weak links, and giving a total phase change of:


φ = 2
φw + 
φB = 2πn. (11.20)

Taking into account Eq. (11.19), we can introduce the flux quantization condition:

2
φw + 2π
�B

�0
= 2πn, (11.21)
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where 
φw is the phase difference across the single Josephson junction, �B is the total magnetic
flux threading the loop, and �0 = h/2e is the single magnetic flux quantum. Using Eq. (11.21), we
can substitute the phase difference into the Josephson relations given in Eq. (11.13). This yields an
expression for the super current through the superconducting loop:

Is = Ic sin
φw = −Ic sin

(
π

�B

�0
− πn

)
. (11.22)

Finally, the magnitude of the circulating current is equal to:

|Is | = |Ic|
∣∣∣∣sin

π�B

�0

∣∣∣∣ . (11.23)

As the flux in the ring is increased from 0 to �0/2, the magnitude of Is increases to a maximum.
As the flux is increased greater than �0/2, it is now energetically favorable for a current to flow in
a clockwise direction, decreasing in magnitude to 0 as the flux reaches �0. The circulating current
has a periodic dependence on the magnitude of the applied field, with a period of variation of �0, a
very small amount of magnetic flux. Detecting this circulating current enables the use of a SQUID as
a magnetometer.

The circulating current produced by a flux change in the SQUID can be detected by the use of a
measuring current, I . This current divides equally between both weak-links if the ring is symmetrical.
Whilst the current through the weak-links is small there will be no voltage detected across the ring. As
I is increased, it reaches a critical measuring current, at which voltages begin to be detected.

In practice, the SQUID is driven at some frequency of the order of 20 MHz, superimposed on the
ambient magnetic field. This distortion is detected electronically and converted to values of ambient
magnetic field intensity referred to some unknown zero level. Changes in applied flux (contributed by
changes in the ambient magnetic field) of less that �0 can be resolved.

A SQUID magnetometer must operate at low temperatures. Composed superconductor materials
have to be cooled to 4° Kelvin (liquid helium) for a low-temperature superconductive material, or to
77° Kelvin (liquid nitrogen) for a high-temperature superconductive material to operate in a supercon-
ductive state. Provision of liquid helium and nitrogen under field conditions can be a logistical problem
in remote areas. The usage of liquid nitrogen for SQUID, based on high-temperature superconductive
materials, is more affordable. Fig. 11.19 shows a typical SQUID magnetometer, which can be used in
geophysical exploration (after http://tristantech.com/general).

Induction magnetometers
Induction magnetometers differ from most other types of magnetometer in that they detect the time
rate of change of magnetic field strength, rather than the field itself. The emf induced in a coil of wire
is

emf = −n
dϕ

dt
= −nμ0A

dH

dt
cos θ, (11.24)

where n is the number of turns of wire, A is the area of the coil, ϕ is the magnetic flux cutting the
area of the coil, and θ is the angle between the magnetic field vector, H, and the axis of the coil. It
is also assumed in using this expression that the coil can have negligible resistance, inductance, and
capacitance.

http://tristantech.com/general
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FIGURE 11.19

SQUID magnetometer.

FIGURE 11.20

Representation of an induction coil as an equivalent circuit with lumped resistance, capacitance, and
inductance.

If low field strengths are to be measured at low frequency, the turns-area product, nA, must be quite
large. An ideal coil with 100,000 turns and a cross-sectional area of one square meter will produce
an output voltage of 6.28 μV for a magnetic field change of 1 nT at a frequency of 1 Hz. Inasmuch
as 250 kilometers of wire is required to construct such a coil, and because lightweight wire must be
used to keep the weight of the coil down, the resistance, capacitance, and inductance of such a coil is
not negligible. Under such conditions, the equivalent circuit of an induction coil is approximately that
shown in Fig. 11.20.

The sensitivity of an induction coil can be increased or its resistance and capacitance decreased by
winding the coil on a core of material with high magnetic permeability. The output of such a coil will
be

emf = −nKeμ0A
dH

dt
cos θ, (11.25)

where μ/μ0 = Ke is the effective relative magnetic permeability of the core material.
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FIGURE 11.21

Effective permeability of a cylindrical rod of high-permeability material.

The true relative magnetic permeability may be as great as 105 for special high-permeability alloys,
such as a superalloy. However, because of demagnetization, the effective permeability for a specific
core will be much less than the true permeability unless the form of the core is that of a long thin rod.
Fig. 11.21 shows curves relating the effective conductivity of cylindrical cores to the ratio of diameter
to length for several high-permeability alloys. Consider a short rod, one in which the ratio of length
to diameter is 2. The curves in Fig. 11.21 indicate that the effective permeability, and thus, the gain in
sensitivity for a coil wrapped on such a core, is about 6.5 no matter which core material is used. On the
other hand, if a solenoid consisting of 100,000 turns of wire were to be wound on a permalloy rod with
a diameter of 7.5 mm and a length of 7.5 m, it would produce the same output voltage at low frequency
as the air core coil describer above (6.28 μV ) at a frequency of 1 Hz and an input signal level of 1 nT.
The amount of wire required is only 250 meters, and the resistance and capacitance of the coil will be
smaller by the same factor, 1000.

When the capacitance, inductance, and resistance of a coil are taken into account, there is some
frequency at which a maximum output is observed; output will be lower at both higher and lower
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FIGURE 11.22

Changing the response of an induction coil. Increasing the number of turns will provide more output at lower
frequencies but lower output at high frequencies. Increasing the area-permeability product of the coil will
cause a somewhat similar change in output.

frequencies. The frequency at which the maximum output of a coil is observed is:

ωmax =
(

1 + R/Rm

LC

)
, (11.26)

where R, L, and C are the resistance, capacitance and inductance of the coil, and Rm is the input
resistance of the equipment used to measure the voltage from the coil.

The characteristics of a coil can be changed be changing the number of turns, the dimensions or the
permeability of the core material. As can be seen from the curves in Fig. 11.22, changing the number
of turns will not change the maximum output of a coil. The output at low frequencies will increase,
but the output at high frequencies will decrease. The maximum output shifts in frequency but remains
approximately the same.

A comparison of the performance of commercially available SQUID magnetometers and ring-core
flux-gate magnetometers is shown in Fig. 11.23. For comparison, typical ambient noise in the vertical
component of the magnetic field is shown.

Optical pumping magnetometers
Still another form of sensitive magnetometer is the optical pumping magnetometer, or as it is sometimes
called, a gas magnetometer (Bloom, 1960). An optical pumping magnetometer (Fig. 11.24) consists of
a mono-energetic light source, an absorption cell filled with the gas of an alkali metal, a radio-frequency
coil wrapped around the absorption cell, and means for measuring the radio frequency. Over the years,
magnetometers have been built for geophysical field operations with rubidium, cesium, or helium gas in
the absorption cell. The light source is a tube of heated gas of the same material so that the wavelength
of the emitted light matches with the wavelength for absorption.

An optical pumping magnetometer takes advantage of the differences between electron energy lev-
els in an atom of alkali metal vapor. The energy of an electron can assume one of several levels,
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FIGURE 11.23

Typical noise characteristics of various magnetometers at low frequencies. Noise density curves for the vertical
component of the Earth’s magnetic field measured as part of a magnetotelluric survey during the winter months
in British Columbia are shown for comparison. Amplitude density is the square root of noise power density.

FIGURE 11.24

Principal elements of an optical pumping magnetometer. Light from a monochromatic rubidium-gas source is
used to illuminate a cell containing rubidium gas. Electrons in the rubidium gas are raised to one of two energy
states by absorption of energy from the light. These two states correspond to electron orbits that are oriented
with or against the ambient magnetic field. These two energy states are slightly different and proportional to the
ambient magnetic field. Additional energy is provided to the absorption cell by a coil wrapped around it and
energized with an RF current. A servosystem adjusts the frequency so that it provides the energy to cause
electrons to move from one to the other of the two excited states. When this occurs, the transmission of the cell
is maximum, the photocell detects maximum absorption, and the frequency of the oscillator is a measure of
the magnetic field strength.
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depending on the orbit the electron follows and the orientation of the magnetic moment of the electron
with respect to the ambient magnetic field (parallel or antiparallel). The stronger the ambient electro-
magnetic field, the greater the splitting between the energies of electrons in similar orbits, but with
opposite polarizations of their moments.

The energy of all electromagnetic waves such as light is related to frequency as:

e = hf, (11.27)

where e is the energy, f is frequency, and h is Planck’s constant (6.626 × 10−27 erg-s). When a tube
of gas is illuminated with a mono-energetic light beam at a frequency that corresponds precisely to the
energy difference between a lower energy state and a higher energy state, in well designed absorption
cells, the incident light will be reduced by as much as 10% to 20% on passing through the cell.

The electrons in the higher energy states will fall to a lower state spontaneously, emitting light as
they do so. These electrons can drop back to state A1 or A2, that is, with their rotational magnetic
moment aligned parallel or antiparallel to the ambient magnetic field. Those electrons which return
to state A1 are again available to be raised to state B1 by absorbing energy from the incident light
beam. Those electrons which go to state A2 will not be excited by the incident light beam because
the frequency is wrong. The process favors electrons entering the A2 energy state, and discriminates
against electrons remaining in the A1 state. With time, the monoenergetic light beam will “pump”
electrons from energy state A2 to A1, using state B1 as a temporary residence.

The energy difference between levels A1 and A2 is small, corresponding to radio frequencies rather
than optical frequencies. The energy difference is proportional to the ambient magnetic field strength.
To determine the difference, a coil wrapped around the absorption cell is energized with current from a
variable frequency oscillator. The frequency of this oscillator is varied so that maximum absorption is
sustained. Under this condition, electrons are being converted from state A2 to state A1 at the same rate
the mono-energetic light beam is raising them to state B1. The oscillator frequency is then an indicator
of the ambient magnetic field strength.

The difference in energy between states A1 and A2 corresponds to a frequency of 0.7 Hz per nT
for rubidium gas or 28 Hz per nT for helium gas. The accuracy with which the magnetic field can be
measured is determined by the accuracy with which the frequency of the RF oscillator can be measured.

The use of an optical pumping magnetometer in acquiring magnetotelluric data has been described
by Plouff (1966).

11.3 PREPROCESSING OF THE DATA
The electromagnetic fields we use to explore the earth are usually continuous functions of time, fre-
quency, and spatial variables. An exception, of course, is the electric field, which is discontinuous
when it includes a component that is directed normal to a surface of discontinuity in conductivity in
the medium, or the magnetic field, which is discontinuous when it includes a component directed nor-
mal to a surface of discontinuity in the magnetic permeability in the medium. If we were to define any
of the electromagnetic field quantities precisely, we would need to know its values at an infinite number
of points per unit length in space, per unity period of time in the time domain, or per unit bandwidth in
the frequency domain.
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11.3.1 SAMPLING IN TIME
In the equipment which is most commonly used in field practice today, the quantity which is to be
measured is electronically converted to digital format. For practical reasons, when a value is converted
to digital form, a binary number system is used. That is, number is expressed as:

Nb = log2(2
pNd) = log2 2p + log2 (Nd) , (11.28)

where Nb is the binary conversion of a decimal number, Nd .
Binary numbers are used only as integers in computing. The binary number almost always consists

of two parts: a multiplier, log2 2p , and a mantissa, log2 (Nd). Depending on the resolution with which
we want to express the original digital value, Nd , we specify how many binary integers are to be
specified in the analog-to-digital (A/D) conversion. Of course, this specification can be quite arbitrary,
but certain resolutions are accepted as standards in digital computation, these being 1, 4, 8, 16, 32,
and 60 binary bits, a bit being the analog of a digit in the base10 or conventional number scheme. For
example, in an 8-bit form the digital number 10 is written as 0001010. Note that, if one wishes to use
both positive and negative numbers, the first bit is reserved for the sign.

In general, the dynamic range is a number defined as being the ratio of the largest number that can
be expressed to the least number. In many applications, this dynamic range is expressed as:

Dynamic Range = 20 log10(Nmax/Nmin), (11.29)

and measured as decibels, which is a dimensionless unit. For binary numbers, dynamic range is ex-
pressed as

Binary Dynamic Range = log2(MSB/lsb), (11.30)

where MSB indicates the value of the most significant bit and lsb indicates the value of the least signifi-
cant bit. Obviously, the binary dynamic range is merely the number of bits used in the A/D conversion.

The binary numbers described so far are integers, To accommodate numbers that lie between the
binary digits 0 and 1 (or −1 and +1), it is necessary to multiply the original number (in the base10
format) by a number, 2p , which forces the number to be converted so that it lies between the most
significant bit and the least significant bit after A/D conversion. The integer, p, is carried along in
binary format with the binary conversion of the scaled base10 number.

A feature of a binary number that is of particular interest is the resolution, or ratio of the value of
the least significant bit to the most significant bit. For common resolutions,

Dynamic Range, bits Resolution

8 3.992 × 10−1%

12 2.442 × 10−2%

16 1.526 × 10−3%

20 0.953 × 10−4%

11.3.2 ANALOG-TO-DIGITAL CONVERSION
We need not dwell on the construction of equipment, but there are some features of analog-to-digital
converters which we must be aware of in understanding digital processing schemes. Typically, the
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signal to be converted is time varying, either because a time-varying electromagnetic field or a static
signal with time-varying noise is being observed.

The first step in A/D conversion is to sample and hold the signal (or its combination with noise).
In principle, this is accomplished by connecting the input waveform to a capacitor for a short period of
time, known as the dwell time. At the end of the dwell time, the capacitor has been charged to a level
more or less proportional to the voltage applied. This voltage persists after the input is interrupted,
except that it will droop, as the charge discharges through whatever circuit resistance it bleeds into.
The dwell time can be very short, ranging from nanoseconds to microseconds. If the signal is varying
very rapidly, high frequencies with periods shorter than the dwell time will be averaged out to some
extent. Normally, such high frequencies will have been rejected by analog filtering (anti-alias filtering)
before the signal is presented to the sample-and-hold device.

Various approaches to convert the voltage stored on the capacitor serving as the sample-and-hold
device are used. Typically, the A/D converter is an amplifier with a gain that can be programmed
digitally. A simple operational amplifier exhibits an amplification that can be controlled with two
passive components, the resistors Ri and Rj :

Gain = Rj/Ri. (11.31)

For A/D conversion, the resistor Ri is constructed of a number of resistors in parallel, each having
resistance

Rn = 2n−1R, (11.32)

where R is a reference resistor which will assign the most significant bit in the conversion, and Rn is a
resistor which will assign the value, 0 or 1, to the n-th bit.

The voltage, VR , is a reference voltage. If only switch 1 is closed, the output voltage is half the
reference voltage. If only switch 2 is closed, the output voltage is one-quarter the reference voltage. If
all of the switches are closed, the output is very nearly the full reference voltage.

Analog conversion is accomplished by setting the switches open or closed until the output voltage
matches the input voltage from the sample-and-hold device within the resolution desired. If a switch is
open, the corresponding bit is zero, and if closed, one.

A practical difficulty with this straightforward A/D conversion scheme is that each of the resistances
must be exact within the same accuracy, which is listed in the table above for dynamic range as a
function of the number of bits in the sample. This same principle is used in most A/D conversion
schemes, but with modifications to reduce the number of resistors needed to define the bits to two.

11.3.3 FILTERING
Filtering is the process of improving the quality of a signal by removing unrelated noise components.
It can consist first of the use of hardware analog devices in the field to enhance the appearance of
the signal, but of most concern to us here is the use of digital filters in enhancing the data after A/D
conversion. A rule well worth observing is that as little analog filtering as possible should be done in
acquisition of data. Some filtering is mandatory; in particular, anti-aliasing filtering.
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FIGURE 11.25

Nature of aliasing in sampling. If a monochromatic function is sampled at a rate of two samples per cycle or
less, that function cannot be distinguished from another monochromatic function with a longer period which
will also pass through the sampled points.

Aliasing
The nature of aliasing is illustrated by Fig. 11.25. The solid trace is a continuous sinusoidal function
recorded with an analog system. The dotted trace is a set of samples obtained at various digitizing rates.
Aliasing is the phenomenon in which the traces sampled at too low a rate appear to be taken from a
signal with a frequency lower than that of the true signal. The Nyquist criterion states that one must
obtain more than two samples per cycle of the highest frequency component in a signal in order to
determine the true frequencies in that signal. That is, the Nyquist frequency cutoff is defined as

fNyquist = 1/ (2
t) , (11.33)

where 
t is the sampling interval. The Nyquist cutoff frequency and all frequencies higher must be
strongly suppressed by analog filtering. After A/D conversion, there is no way that reliable information
can be recovered about the signal spectrum if the signal has been undersampled. Often, the sampling
rate should be specified so that the Nyquist cutoff frequency is at least 10 times as great as the highest
signal frequency of interest.

We will not discuss analog filter design here, but concentrate our attention on digital filtering after
A/D conversion. We will consider two types of digital processing; time-based filtering and filtering in
transform domains.

Time-based filtering
Time-based filtering is developed for a signal which has been digitized at equal intervals of some
independent variable, usually being taken as time, but it can equally well be position along a traverse.
The most widely used digital filters are linear filters, of which there are many kinds; optimum filters,
smoothing filters, coherent stacking filters, Butterworth filters, Chebyshev filters, and so on. Some
nonlinear digital filtering procedures are also used in geophysical applications, particularly robusting
procedures.

Consider that a signal has been recorded as a function of time, s(t). Conversion of this analog signal
to a digital time series can be thought of mathematically as:

s′
i = s (i
t) =

∫ ∞

0
s (t)

N∑
i=0

δ (t − i
t) dt, (11.34)
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where
N∑

i=0
δ (t − i
t) is the sampling function, sometimes called a Dirac comb (a linear combination of

the Dirac pulse functions). The process described by this equation produces an ordered set of numbers,
s (i
t), which comprise the sampled data set.

Linear filtering using some designed filter function, f (τ), is based on Duhamel’s integral:

so (t) =
∫ ∞

−∞
s (τ ) f (t − τ) dτ = s ∗ f, (11.35)

where so(t) is the filtered signal. In digital form (after sampling with a Dirac comb) this equation is
written as:

soi =
M∑

j=−M

sjfi−j , (11.36)

where 2M + 1 is the length of the digital filter, and soi = so (i
t).
Let us now turn to the design of the digital filter, fi = f (i
t), i = −M, ...,−1,0,1,M .

Smoothing filters
Often, the noise to be rejected is of relatively high frequency compared to the desired signal. A simple
filter consists of a running average:

{fi(running average)} = 1

2M + 1
{1,1, · · · ,1} (11.37)

in which the 2M + 1 filter weights all have equal weights. The amplitude response of this smoothing
filter is shown in Fig. 11.26. Note that no phase response is given; because the filter is symmetrical
about its midpoint, it causes no phase shift in the filtered output, soi .

The spectrum of Fig. 11.26 has an overall tendency for high frequencies to be suppressed relative to
low frequencies. Other smoothing filters have been devised in which the oscillatory character has been
reduced, and there is a better discrimination between low frequencies and high frequencies. Among the
most widely used smoothing filters are Spencer’s 15- and 21-point smoothing operators:

{fi(Spencer,15)} = 1

320
{−3,−6,−5,+3,+21,+46,+67,+46,+21,+3,−5,−6,−3} (11.38)

{fi(Spencer,21)} = 1

350
{−1,−3,−5,−5,−2,+6,+16,+33 + 47,+57,+60,

+ 57,+47,+33,+16,+6,−2,−5,−5,−3,−1}.
The spectrums for these two smoothing filters are shown in Fig. 11.27.

Aliasing-to-zero filters
Often the strongest noise component in recording geoelectrical signals is at powerline frequencies. It
can be necessary to suppress such noise by factors of 1000 to 1,000,000 in order to extract signals. The
most effective way to reject this type of noise is by aliasing the noise to zero frequency. Such filters can
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FIGURE 11.26

Frequency response of running average (boxcar) filters.

FIGURE 11.27

Frequency responses of Spencer’s 15- and 21-point smoothing operators.

be used even when the signal has a strong contribution at the power line frequency without reducing
the signal significantly at that frequency. An alias-to-zero filter operator consists of the weights:

{fi(alias to zero)} = 1

2
{1, (nzeros),−1},

where n is a number selected so that the two nonzero weights of the filter operator will be positioned
at the same phase of the power line noise. At a sampling rate, r , the number of zeros needed is

n = Ir

2πfp

− 1,
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FIGURE 11.28

Example of wideband (0 to 2000 Hz) recording of the output of a vertical-axis induction loop with an area of
50,000 square meters. The principal noise component is 50 Hz industrial noise. The location is in southern
Tuscany, Italy. The presence of the desired signal is indicated by the transient change in the envelope of 50 Hz
noise near the center of this record.

where fp is the power line frequency, and I is an arbitrary integer, large enough that the interval
between the first and last filter weight is greater than the length of the signal. Also, the quantity I must
be selected such that n is indeed an integer.

The spectrum of an aliasing-to-zero filter is not particularly interesting. It is best described in terms
of its effect. Fig. 11.28 shows a typical field recording of a transient voltage buried in power-line noise
(in this case, the location is in Italy and the line frequency is 50 Hz). The transient is less than 1 second
long. The sampling rate is 1000 samples per second. The parameter n was set at 1999, corresponding
to a time delay of two seconds between the two end members of the set of filter weights.

A short section of the same trace containing one signal is shown in Fig. 11.29 after the 50 Hz
component has been almost completely suppressed, being converted to a near-zero-frequency alias
with an apparent frequency of about .01 Hz. The energy of the original 50 Hz noise component has
been shifted so far in frequency from the signal that it no longer masks the signal.

Alias-to-zero filtering is also the basis of synchronous detection. In synchronous detection, a signal
is transmitted from the source to the receiver repeatedly at regular intervals, usually with alternating
polarity. The parameter n of an alias-to-zero filter is set so that the filter length is the same as the num-
ber of samples taken between repeat transmissions. If the signal transmission is repeated after some
integer number of cycles of power-line noise, application of the filter defined in Eq. (11.37) will sup-
press the line frequency and strengthen the signal in direct proportion to the number of transmissions,
but the random noise will increase only in proportion to the square root of the number of transmis-
sions.

Robust processing
Digital time series often have clearly errant values. Often, a geophysicist will merely delete such val-
ues from the time series, but good practice requires that data be deleted only on the basis of some
meaningful rule. Application of such rules is termed robusting.

Rules can be based on statistical measures for the time series being processed. One approach is to
compile a cumulative frequency of occurrence for some property of the data series, such as the devia-
tion from zero, or the deviation from point to point. As an example, consider the signal in Fig. 11.29
after the line frequency noise component has been aliased to zero. The expected signal form is a smooth
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FIGURE 11.29

Portion of record showing single signal after the 50 Hz noise in Fig. 11.28 has been suppressed.

decaying transient, which is apparent in the data series. But, there are also repeated large deflections
from this simple behavior which we know not to be possible as part of a transmitted electromagnetic
field.

To develop a rule for deletion of these outliers, a frequency of occurrence curve was compiled
based on the absolute value of the point-to-point differences in the time series. This curve is plotted to a
linearized Gaussian scale by convention. In such a presentation, the cumulative frequency of occurrence
curve for a Gaussian distribution will plot as a straight line. Often, such a plot will appear to consist
of two segments with differing slope. These two segments represent different, probably independent
distributions. Points identified as belonging to the segment with lower slope can be rejected from the
data series on this basis. They were replaced with the geometric average of the last preceding value and
next succeeding value of the time series belonging to the distribution with the higher slope. The result
is shown in Fig. 11.30.

If time series are available from a number of repeat transmissions, more formal rules can be written
for robusting (deleting) data. We will examine some of these rules in Chapter 13, where we will discuss
the robust processing of magnetotelluric data.

11.3.4 STACKING
One remaining procedure is available for improving the quality of the signal, that being stacking. In
this example, six signals were recorded. Brute stacking consists of adding together the six signals,
expecting that the signal-to-noise ratio would be improved approximately as the square root of the
number of signals. Smart stacking consists of the elimination from the stacking procedure of those
signals which are obviously more noisy. One way of defining the more desirable signals to include in
the stacking procedure is by calculating similitude between pairs of signals.
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FIGURE 11.30

Single signal after statistical robusting.

FIGURE 11.31

Standard deviation characterizing the scatter of points when several signals are stacked. These curves show
the scatter on stacking 2, 3, 4, or all 6 of six signals. Selection of the signals to be stacked was based on
similitude between signals.
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FIGURE 11.32

Results of stacking three signals with best similitude.

Similitude is defined as the root mean square difference between each and every pair of signals
comprising a data set. For a set of n signals, the number of values of similitude which must be calculated
is (n − 1) + (n − 2) + · · · + 1. For the set of six signals considered in this example, some 15 similitude
values must be calculated. These similitude values can then be used to separate the signals into two
groups, one with better (smaller) similitude values than the others.

Fig. 11.31 shows standard deviations point by point along stacked signals for stacking of 2, 3, 4
and all six of the signals in our example. It should be noted that the best result, defined as the lowest
standard deviations, is achieved after stacking of 2 or 3 of the six signals, not for stacking all of the
signals. Fig. 11.32 shows the final result of stacking 3 of the 6 signals. The dashed curves bounding the
stacked curve represent the average curve with two standard deviations added and subtracted.

To develop a rule for deletion of these outliers, a frequency of occurrence curve was compiled
based on the absolute value of the point-to-point differences in the time series. This curve is shown
plotted to a linearized Gaussian scale. In such a presentation, the cumulative frequency of occurrence
curve for a Gaussian distribution will plot as a straight line. The plot for the data of Fig. 11.31 consists
of two segments with differing slope. These two segments represent different, probably independent,
distributions. Points identified as belonging to the segment with lower slope can be rejected from the
data series on this basis. They were replaced with the geometric average of the last preceding value and
next succeeding value of the time series belonging to the distribution with the higher slope. The result
is shown in Fig. 11.32.
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FIGURE 11.33

Stacked signal after deconvolution.

11.3.5 DECONVOLUTION
Suppression of non-signal-related noise is now complete. However, the signal is not ideal because it
still includes distortion caused by the analog devices used in detecting and recording the signal. To
obtain an ideal signal form, the filtered stacked signal must be deconvolved using one of the methods
described in Chapter 14, section 14.1.4. Fig. 11.33 shows the signal form obtained by deconvolution
of the signal form shown in Fig. 11.32.
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The first class of electrical geophysical methods we will examine in detail will be the DC methods.
While both electromagnetic and DC methods first came into use in the early part of the 20th century,
the DC methods gained early acceptance because of less demanding theoretical and instrumentation
considerations. DC methods have become the most widely used geoelectric method. Techniques have
been standardized, and the capabilities and limitations of the methods are widely understood and ac-
cepted.

It is important to realize that direct current is not in fact used in DC electrical surveys. The DC
techniques could better be described as employing time varying direct current. This phrase may well be
considered to be an oxymoron, but it is useful in pointing out that when we speak of a DC geoelectrical
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method, we mean that theory based on DC behavior is used, not direct current. There are many sources
of nearly DC voltage in the earth, and it is not easily possible to identify the DC voltage caused
by current that we inject into the ground from all the other DC voltages. We make our contribution
detectable by causing it to vary with time in a specified way, so that the signature of the signal can be
recognized. The signature can be of any form, so long as the frequency is low enough that the term
E = −∂B/∂t in Maxwell’s equations can be ignored.

A particularly important group of DC electric techniques includes those known as vertical electric
sounding (VES). In traditional soundings, an assumption is made that the geoelectric structure in the
area of exploration is one dimensional, with resistivity in the earth varying only with depth. The concept
of one dimensionality is often extended to include geoelectric structures which are obviously other than
one dimensional. In such cases, representation of a more complicated earth structures by a series of
one dimensional resistivity-depth functions along a profile is used as a first step towards a more exact
two- or three-dimensional interpretation.

Another approach to the use of DC surveys is in horizontal profiling. In this application, we assume
that the geoelectric structure is one in which resistivity in the earth changes laterally. Surveys are then
carried out by moving electrode arrays along a profile, attempting to determine the location of changes
in ground resistivity along the profile.

A third approach to using DC surveys is the electrical mapping method. In such a survey, a single
source of current flow in the ground is established; then, the electric field or the potential is mapped
over the surface of the earth around the source in an area of exploration interest. Mapping the spatial
behavior of the DC field is useful in that interpretations can be made fairly readily in terms of two- and
three-dimensional earth structures.

A highly important time-varying electrical method is the Induced Polarization (IP) method. In this
method, it is recognized that the current flow in the earth represents a very complex EM phenomenon
characterized by charge polarization and accumulation in the rocks and by electrochemical reactions
with some minerals, in particular the metal oxides and sulfides, causing some of the electrical energy
to be stored within the rock. This energy storage is the result of (a) variations in the mobility of ions in
fluids throughout the rock structure and (b) variations between ionic and electronic conductivity where
metallic minerals are present. As the level of the current is changed, the rate of energy accumulation
processes changes, and in particular, if the current is interrupted, these processes may partially be
reversed, returning some of the accumulated energy as a current, which decays in time. The process
can be considered to be roughly analogous to the charging and discharging of a capacitor. This leads
to a time-varying behavior of the electric field in the earth. Mathematically, the IP phenomena can be
analyzed by based on models with frequency-dependent complex conductivity distribution. One of the
most popular is the Cole-Cole relaxation model and its different modifications (Cole and Cole, 1941).
The parameters of the conductivity-relaxation model can be used for discrimination of different types
of rock formations, which is an important goal in mineral exploration.

The generalized effective-medium theory of induced polarization (GEMTIP) was introduced re-
cently in order to provide a link between the petrophysical properties of the rocks and their complex
conductivity spectra (Zhdanov, 2008a, 2008b). GEMTIP is a rigorously formulated model, which uses
effective-medium theory to describe the resistivity of the multiphase heterogeneous rocks and its re-
lationship with the rocks’ physical and electrical properties. These properties include grain size, grain
shape, porosity, anisotropy, polarizability, volume fraction, and conductivity of the inclusions in the
pore space (Zhdanov, 2008a).
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The IP method has been found to be extraordinarily effective for use in exploration for mineral
deposits since its introduction in the 1940s. I will discuss the theoretical and experimental foundations
of the IP method In this Chapter, as well.

The basic premise in development of time-varying DC methods is that the term −∂B/∂t in
Maxwell’s equations can be considered to equal zero and therefore, no magnetic induction effects
exist. However, we need not assume that all magnetic effects are absent. In fact, the equation

curlH = j

holds independently of the size of the term −∂B/∂t . This equation states that we can measure a mag-
netic field as a means for characterizing the behavior of a time-varying direct current field. Jakosky
(1940) suggested that magnetic field measurements be used in place of electric field measurements in
determinations of earth resistivity, while Seigel has developed the approach of using magnetic field
sensors in induced polarization surveys (Seigel and Howland-Rose, 1990). The use of magnetic field
measurements in resistivity determinations has been termed the Magnetometric resistivity method, or
MMR (Edwards, 1988a; Edwards and Howell, 1976). The use of magnetic field measurements in in-
duced polarization surveys is called Magnetic IP, or MIP.

We have examined the theory for DC behavior of electromagnetic fields in Chapter 5, section 5.2.
In the present chapter, we discuss the basic principles of electric soundings and induced polarization
methods.

12.1 VERTICAL ELECTRIC SOUNDING AND APPARENT RESISTIVITY
Vertical electric sounding, VES, is perhaps the most commonly used strategy in the application of DC
electrical methods. It is based on the concept that the electrical structure of the earth can be described
with a one-dimensional resistivity function; ρ = ρ(z), with the resistivity of a rock varying only with
depth within the earth. In fact, we would like to believe that the lateral change in resistivity of the
earth, described by ρ = ρ(x, y), is so slow that at any one location, the profile ρ(z) can be determined
independently of the lateral variations, ρ(x, y). Then, the lateral changes can be determined with a
series of vertical electric soundings made along a profile or over an area and interpreted as a set of
slowly changing ρ(z) functions.

The theory for the spreading of direct current into a one-dimensional earth has been developed in
Chapter 5. Based on this theory, we should realize that we can obtain information about resistivity at
depth in the earth by knowing the electric potential, U , or the electric field, E, on the earth’s surface as
a function of distance from a current source. This simple concept is the basis for various methods of
electrical sounding. Let us now examine the details of how such information is gained.

12.1.1 TECHNIQUES FOR VERTICAL ELECTRIC SOUNDING
Many schemes for carrying out vertical electric soundings have been developed, starting in the early
years of the 20th century. The approach has consisted of specifying some standard electrode array
with which to study the potential or electric field as a function of distance between source electrodes
and measurement electrodes. The use of a standard array makes the interpretation of the results easier,
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FIGURE 12.1

Plan view of a generic four-electrode array for measuring earth resistivity. The four electrodes can be arrayed
quite arbitrarily, and yet an apparent resistivity value can be computed knowing only the electrode distances,
the current, and the voltage.

because of consistency of the data format. Many such standard arrays have been devised over the years,
each with some supposed advantages over others. Most arrays are based on the use of four electrodes
as shown in Fig. 12.1. Two of the electrode contacts, A and B , are used to drive current into the ground,
while the other two, M and N , are used to detect the potential drop in the earth.

In analysis of measurements made with such an array, we will assume that a current, I , is injected
into the ground at point A, and, independently, a current, −I , is injected into the ground at point B . We
measure the voltage, �UMN , at points M and N on the surface of the earth. This voltage, according
to Ohm’s law, will be proportional to the strength of the current, I , and also, be dependent on the
electrical properties of the earth. For example, in the simple case of a homogeneous half-space with
resistivity ρ, according to Eq. (4.74) developed earlier in Chapter 4, the potential at the point M will
be the sum of contributions from the currents flowing through point contacts A and B as follows:

UM = Iρ

2π

(
1

rAM

− 1

rBM

)
,

and similarly for the potential at point N

UN = Iρ

2π

(
1

rAN

− 1

rBN

)
,

where the distances rAM , rBM , rAN , rBN are defined as shown in Fig. 12.1. Consequently,

�UMN = UM − UN = Iρ

2π

(
1

rAM

− 1

rBM

+ 1

rBN

− 1

rAN

)
. (12.1)
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In this model, �UMN is proportional to the resistivity, ρ. The equation can be inverted to yield the
resistivity of the medium in terms of measured quantities:

ρ = 2π�UMN/I(
1

rAM
− 1

rBM
+ 1

rBN
− 1

rAN

) = Kg

�UMN

I
, (12.2)

where

Kg = 2π

1
rAM

− 1
rBM

+ 1
rBN

− 1
rAN

, (12.3)

and Kg is the geometric factor for the array of electrodes being used to measure resistivity. The ratio
�UMN/IAB is called the mutual resistance, Rm, and is measured in ohms. The mutual resistance is
not a resistance in the ordinary sense inasmuch as the voltage and the current are measured in separate
circuits. For the mutual resistance to be meaningful, the two circuits must be linearly coupled so that
the ratio is a constant.

In the real world, the only characteristic of the field we can measure is a voltage drop between two
electrode contacts. The potential and the electric fields are idealized mathematical concepts, not exactly
measurable. However, if the distance rMN is made small enough, the ratio �UMN/rMN comes close to
the value of EMN, the component of the electric field along the line connecting the electrodes M and N .
We often claim to use this ratio to measure the electric field component at the point O , halfway between
M and N. However, this claim is only an approximation, and in field practice, we sometimes see that
the limiting process is not well observed, and the measured electric field component can be a poor
estimate of the mathematical electric field. This is sometimes a significant source of error in comparing
measured electric fields with computed electric fields for some model being tested in interpretation.

The measured electric field for a general four electrode array and a homogeneous earth with resis-
tivity, ρ is

EMN ≈ �UMN

rMN

= Iρ

2πrMN

(
1

rAM

− 1

rBM

+ 1

rBN

− 1

rAN

)
, (12.4)

and inversion of this expression to obtain a solution for resistivity in terms of measured quantities
yields

ρ ≈ 2πrMNEMN/I
1

rAM
− 1

rBM
+ 1

rBN
− 1

rAN

(12.5)

= KE
g Zm,

where Zm = EMN/I is the mutual impedance and Kg is the geometric factor for use with electric field
measurements:

KE
g = 2πrMN

1
rAM

− 1
rBM

+ 1
rBN

− 1
rAN

. (12.6)

The most commonly used standard electrode array for sounding is the Schlumberger array with
four collinear electrodes symmetrically located about the midpoint of the array, and with the inner two
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FIGURE 12.2

The Wenner (A) and Schlumberger (B) electrode arrays.

electrodes, M and N , being closely spaced so that in effect, the component of the electric field along
the array axis is measured (Fig. 12.2B). The outer electrodes, A and B , are used to inject current into
the earth.

Another typical electrode configuration is Wenner array. The Wenner array, like the Schlumberger
array, makes use of four colinear electrodes, with the outer ones being designated as current electrodes
and the inner pair as measurement electrodes. The single difference between the Wenner array and the
Schlumberger array is that the electrodes are equally spaces in the Wenner system (Fig. 12.2A).

We will examine the theory for sounding with the Schlumberger array first, and consider other
electrode arrays at a later point.

For the Schlumberger array, rAN = rBM and rAM = rBN , and Eq. (12.6) provides the following
value for the geometric factor:

Kg = πrANrAM/(rAN − rAM). (12.7)

By long standing convention, we speak of the outer spacing of the Schlumberger array as being
a = rAB/2 and the inner spacing as being b = rMN . In this notation, the distances in Eq. (12.7) are

rAN = a + b/2, rAM = a − b/2,

so that

Kg, Schlumberger = π(a2 − b2/4)/b = πa2[1 − (b/2a)2]/b. (12.8)
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Often it can be assumed that (b/2a)2 � 1 so that Eq. (12.8) can be simplified to

K ′
g, Schlumberger = πa2/b. (12.9)

The first geometric factor is exact, with no approximation being made, while the second equation is
based on the approximation that the inner spacing is small enough that the term (b/a)2 can be ignored
in comparison with unity.

It is quite reasonable that we should be able to determine the resistivity of a homogeneous half-
space in this simple way. One might wonder, though, how often in practice one would encounter a
homogeneous half-space. Rarely, to be sure, but the computation of geometric factors for electrode ar-
rays has far greater significance in the practice of electrical geophysics. Presumably, we do not know if
the earth is uniform before a survey is undertaken. However, the calculation of the resistivity for a ho-
mogeneous half-space can be accomplished with any set of numbers for voltage, current, and distances
between electrodes. So, without assuming the earth is a homogeneous half-space, in carrying out an
electrical survey, we routinely perform the numerical operation of calculating the half-space resistivity
using the uniform earth geometric factor.

Why do this when we expect the number not to be correct in the majority of cases? There are
two reasons. The first, and simplest, is that by normalizing the observed voltage to the current and
the array dimensions, we have a single number for each set of measurements which depends only on
the geoelectric structure of the earth. These numbers can then be meaningfully compared for different
measurements in a single sounding, or from sounding to sounding.

The second use of this potentially incorrect resistivity value, ρa , and which we always call the
apparent resistivity to protect ourselves, is that it comprises a subtle act of interpretation. By taking a
set of measurements consisting of a voltage, a current, and the geometric description of four electrode
contacts, and converting these to a single number with the dimensions of resistivity, the observed data
have been endowed with some geological meaning. If a resistivity is said to be, say 17.2 ohm-meters,
one subjectively thinks about the kinds or rocks that have similar resistivities. Thus, without performing
any of the complex and tedious procedures which we will describe for interpreting electrical survey
data, one can obtain an impression, though not entirely reliable, of the probable geoelectric structure
merely by computing apparent resistivities.

To demonstrate this further, consider an earth consisting of two horizontal layers characterized
by resistivities ρ1 and ρ2. We place a Schlumberger symmetrical four-electrode array, AMNB, on the
surface of this earth. We recognize that the depth to which current permeates into the earth depends
on the separation between the electrodes A and B . Let us suppose that we use an AB separation that is
much less than the thickness of the upper layer. The current flow between electrodes A and B is almost
entirely within the surface layer, with almost none penetrating deep enough to sense the presence of the
second layer. A measurement made with such a short spacing would be expected to detect an apparent
resistivity almost exactly equal to the resistivity of the first layer, ρa ≈ ρ1.

If now we expand the array by increasing the AB separation such that the outer spacing factor would
be comparable in size with the thickness of the surface layer, we expect the current distribution in the
earth to reflect the presence of the second layer in a recognizable way. For example, if the second layer
is relatively resistive (Fig. 12.3), the current flow between electrodes A and B tends to be confined
to the region above the second layer. The current density at the surface is higher than in a completely
uniform earth, the electric field detected with the electrodes M and N is increased, and the apparent
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FIGURE 12.3

Apparent resistivity curves for an expanding Schlumberger array over a sequence of two layers. The upper
layer has unit thickness. The contrast in resistivity between the lower and the upper layer is indicated by the
label on each curve.

resistivity is increased from the value for a totally uniform half-space. Conversely, if the second layer
is more conductive than the first (Fig. 12.4), current begins to drain from the upper layer into the
more conductive second layer, current density in the upper layer is less than that in a totally uniform
earth, the electric field detected between electrodes M and N decreases, as does the apparent resistivity
computed from that electric field.

The equivalence between the spacing of an electrode array and the depth to which resistivity in the
rock is sensed is further illustrated in Figs. 12.5 and 12.6. In this case, the model for which apparent
resistivity sounding curves have been computed consists of three layers. The uppermost and lowermost
layers have the same resistivity, while the intermediate layer has either a lower resistivity (Fig. 12.5) or
a higher resistivity (Fig. 12.6). Accordingly, the apparent resistivity curves exhibit minima reflecting
the presence of the conductive layer, or a maximum reflecting the presence of the resistive layer. It is
important to note, however, that the relationship between electrode separation and depth of investiga-
tion is not rigorous. With the addition of layers to the section, the spacings needed to penetrate to depth
become progressively greater.

Thus, by increasing the separation between the current electrodes in a Schlumberger array, we have
effectively increased the depth to which we can sense the resistivity in the earth. This is the concept
involved in geometric sounding.
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FIGURE 12.4

Apparent resistivity curves for an expanding Schlumberger array over a two-layer sequence. The upper layer
has unit resistivity and unit thickness. The contrast in resistivity between the lower layer and the upper layer is
indicated by the number on each curve.

To avoid creating the impression that depth of investigation is related solely to the separation be-
tween current electrodes, we call your attention to the theorem of reciprocity, formulated in Chapter 3.
This theorem is absolutely valid; it states that if the roles of the two current electrodes, A and B , are
interchanged with the roles played by the measuring electrodes, M and N , there would be no change
in the measured quantities, current and voltage, no matter what the geoelectric structure of the earth is.

The depth of investigation achieved in geometric sounding is related to many things, and not merely
to the geometry of the array. Suffice it to say for the present, in carrying out a sounding with the
Schlumberger array, we make a series of determinations of apparent resistivity as a function of the
array spacing factor.

Writing an expression for the apparent resistivity measured with an ideal Schlumberger array in
which the approximation that

�UMN/b ≈ Er (12.10)

is valid provides the result:

EMN = Iρ1

π

∫ ∞

0
R0

N(n0)n0J1(n0a)dn0, (12.11)
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FIGURE 12.5

Apparent resistivity curves for an expanding Schlumberger array over a sequence of three layers. The upper
and lower layers have unit resistivity, while the middle layer has a resistivity of 0.001 unit. The thickness of the
middle layer, in units, is indicated by the label on each curve.

where a = rAO .
This electric field is twice that given by Eq. (5.142) for a single pole source. With two source

electrodes, A and B , one providing a current I and the other a current −I to the ground, the current
density at the measurement points is double that for a single source. Multiplying the electric field given
in Eq. (12.11) by the geometric factor in Eq. (12.9), we can write for the apparent resistivity

ρa = πa2 EMN

I
= ρ1a

2
∫ ∞

0
R0

N(n0)n0J1(n0a)dn0. (12.12)

12.1.2 THREE POINT ELECTRODE ARRAY
The Schlumberger array has generally been accepted as the “standard” electrode array for carrying
out electrical resistivity soundings. However, its use is not universal. Other electrode arrays are often
used for determining the resistivity profile in the earth as a function of depth. One closely related
electrode array is the three point array, also sometimes called the Canadian array. It differs from the
true Schlumberger array in that one of the two current electrodes is placed at a great distance from the
other three. A sounding is made by moving the two closely-spaced measurement electrodes, M and N ,
away from the closer current electrode, A. Because the current electrode B is far removed, almost all
of the voltage that is measured is contributed by the current flowing from electrode A and very little
from the current flowing into electrode B .
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FIGURE 12.6

Apparent resistivity curves for an expanding Schlumberger array over a sequence of three layers. The upper
and ower layers have unit resistivity, while the middle layer has a resistivity of 1000 units. The thickness of the
middle layer, in units, is indicated by the label on each curve.

The geometric factor for the three-point array is derived from the general expression for a four
electrode array by assigning the following values for the inter electrode distances:

rAM = a − b/2
rAN = a + b/2
rMN = b

rBM → ∞
rBN → ∞
The corresponding geometric factor for the three point array is:

K
T hree−point
g = 2π(a2 − b2/4) ≈ 2πa2. (12.13)

Multiplying the electric field given in equation

EMN = Er (a) = Iρ1

2π

∫ ∞

0
R0

N(n0)n0J1(n0a)dn0
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by the geometric factor, we can write

ρa = 2πa2 EMN

I
= ρ1a

2
∫ ∞

0
R0

N(n0)n0J1(n0a)dn0. (12.14)

12.1.3 DIPOLE ELECTRIC SOUNDING
Another approach to electric sounding which is widely used is the dipole electric sounding method
(DES), the use of which is based largely on the work of L.M. Alpin (Alpin et al., 1966). In dipole
arrays, the separations of both the current electrode pair and the measurement electrode pairs are quite
small compared to the distance between the two pairs. Dipole electrode arrays have found use primarily
in soundings to great depths. The advantage is that the amount of cable to be laid on the ground need
not be large, even though great depths of investigation are desired. A disadvantage is that great amounts
of current must be supplied to the array to achieve the desired depth of investigation.

A number of dipole electrode arrays are listed in Fig. 12.7. The separation between the centers of
the source and receiving dipoles, rOP , is called the dipole array spacing. The size of this spacing is
used to characterize the depth of investigation for the dipole array, just as is the parameter rAB/2 for
the Schlumberger array.

With dipole arrays, the assumption is usually made that:

�UMN = EMNrMN. (12.15)

Similarly, the current electrode pair is considered a point dipole with a moment:

p = IrAB. (12.16)

As an example, for a homogeneous half-space and referring to Eq. (4.90), the electric field from a
current dipole source is:

E = 3ρ

2πr3

r
r

(r
r

· p
)

− ρ

2πr3
p. (12.17)

The dipole current moment p can be resolved into two orthogonal components if desired:

p = pr + pτ , (12.18)

where pr is the projection of p onto the radius vector r and pτ is the orthogonal (tangential) component.
Alternatively, the dipole moment can be resolved into components along the x and y axes in a Cartesian
coordinate system. Using the resolution into polar components, Eq. (12.17) can be rewritten as
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FIGURE 12.7

Geometric factors for various dipole electrode arrays. Note: r is the separation between dipole centers, b is the
length of a measuring dipole, and c is the length of the source dipole.

E = 3ρ

2πr3
pr − ρ

2πr3
(pr + pτ )

= ρ

πr3
pr − ρ

2πr3
pτ . (12.19)
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An axial dipole array is one in which all four electrodes are colinear. For this array, ϕ = 0, pτ = 0,
and p = pr and Eq. (12.19) becomes

Eaxial = (ρ/πr3)p, (12.20)

and so,

EMN = IρrAB/πr3. (12.21)

In accord with Eq. (12.15)

�UMN = IρrABrMN/πr3. (12.22)

If an equatorially displaced electrode array is considered instead, we have ϕ = π/2, pr = 0, and
p = pτ . So:

Eequatorial = −(ρ/2πr3)p. (12.23)

In particular, for a parallel equatorial array,

EMN = IρrAB/2πr3, (12.24)

and so

�UMN = IρrABrMN/2πr3. (12.25)

For an azimuthally displaced dipole array,

EMN = ρ

2πr3
pτ = IρrAB sinϕ

2πr3
, (12.26)

and

�UMN = IρrABrMN sinϕ/2πr3. (12.27)

Finally, for a radially displaced dipole array,

EMN = ρ

πr3
pr = IρrAB cosϕ

πr3
, (12.28)

and

�UMN = IρrABrMN cosϕ/πr3. (12.29)

We can use expressions (12.26) and (12.28) for calculation of apparent resistivity
1. For an azimuthally displaced dipole array:

ρa = 2πr3

rAB sinϕ

EMN

I
. (12.30)
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For this array EMN = Eϕ , where in the case of the layered earth, Eϕ is determined by the formula:

Eφ(r,φ) = −Iρ1rAB

2π
sin φ

1

r

∫ ∞

0
R0

N(n0)J1(n0r)n0dn0. (12.31)

Substituting (12.31) into (12.30), we obtain:

ρa = 2πr2 EMN

I
= ρ1r

2
∫ ∞

0
R0

N(n0)n0J1(n0r)dn0. (12.32)

The last formula is the same as for Schlumberger array or for Three-point array.
Thus we conclude that apparent resistivity curves obtained by Schlumberger array or by three-point

array or by azimuthally displaced dipole array are the same.
2. For a radially displaced dipole array,

ρa = πr3

rAB cosϕ

EMN

I
. (12.33)

For this array EMN = Er , where in the case of the layered earth, Er is determined by the formula:

Er(r,φ) = Iρ1d	

2πr
cos φ

∫ ∞

0
R0

N(n0)[J1(n0r) − n0rJ0(n0r)]n0dn0. (12.34)

Substituting (12.34) into (12.33), we obtain:

ρa = ρ1r
2

2

∫ ∞

0
R0

N(n0)[J1(n0r) − n0rJ0(n0r)]n0dn0. (12.35)

These formulas form the basis of the interpretation theory in DC Sounding methods.
Thus, we have shown that for three main type of DC arrays (Schlumberger array, three-point array

and azimuthally displaced dipole array) the apparent resistivity curves in 1-D geoelectrical models can
be calculated by the formula:

ρa = ρ1r
2
∫ ∞

0
R0

N(n0)n0J1(n0r)dn0. (12.36)

Applying inverse Hankel transform, we have:

R0
N(n0) =

∫ ∞

0

ρa(r)

ρ1r
J1(n0r)dr. (12.37)

Therefore, the interpretation of the Vertical Electrical Sounding and Dipole Electrical Sounding
data can be based on the analysis of the apparent resistivity curves obtained for current electrode sepa-
ration (Schlumberger array) or for different separation between the centers of the source and receiving
dipoles, rOP .

Formulas for calculating geometric factors for apparent resistivity with dipole arrays are summa-
rized in Fig. 12.7. These geometric factors are functions of the dipole lengths, AB and MN, and the
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distance between the dipole centers, r . In a homogeneous earth, these formulas yield the correct value
of resistivity for the medium. If the earth is not homogeneous, the apparent resistivity values reflect
the actual resistivities in the medium in some complicated way. In field operations, one of the dipoles
remains fixed in location, so that the center of the array moves as the array is expanded, or both dipoles
move in opposite directions so that the center of the array remains fixed. The measured values of ap-
parent resistivity are plotted in the Napierian domain (on a bilogarithmic graph sheet) as a function of
the array spacings, r , with such a plot being termed a DES field curve. The resulting plot characterizes
in a general way the vertical profile of resistivity in the earth.

12.2 INDUCED POLARIZATION (IP) METHODS
12.2.1 INDUCED POLARIZATION PHENOMENA
The theoretical and experimental foundations of IP methods in geophysical exploration were devel-
oped by several generations of geophysicists, starting with the pioneer research of the Schlumberger’
brothers and continued by many outstanding geophysicists, including A.S. Semenov, Y.P. Bulashevich,
S.M. Sheinman, V.A. Komarov, T. Madden, H. Seigel, J. Wait, S. Ward, J. Hohmann, K. Zonge, and
many others (an historical review of the development of the IP method can be found in the excellent
publication by Seigel et al., 2007).

The development of the IP method can be traced back to the 1950s, when both mining and
petroleum companies were actively looking into the application of this method for mineral explo-
ration. The physical-mathematical principles of the IP effect were originally formulated in pioneered
works by Wait (1959) and Sheinman (1969). However, this method did not find wide application in
US industry until after the work of Zonge and his associates at the Zonge Engineering and Research
Organization (Zonge and Wynn, 1975) and Pelton and Ward at the University of Utah (Pelton et al.,
1978). Significant contribution to the development of the IP method was made, also, by Professor Wait
(1959, 1982), and by the research team at Kennecott in 1965–1977 (Nelson, 1997).

The IP method has found wide application in mining exploration. The interpretation of the IP data in
mining industry was significantly approved during the last decade based on the advanced interpretation
techniques developed by Oldenburg and his co-authors (e.g., Li and Oldenburg, 1991; Oldenburg and
Li, 1994; Yuval and Oldenburg, 1997). There was also proposed an interesting application of the IP
method in well-logging (e.g., Vinegar and Waxman, 1988). A number of successful applications of the
IP method in hydrocarbon exploration were reported by Russian geophysicists (e.g., Komarov, 1980;
Zonge, 1983; Kamenetsky, 1997; Davydycheva et al., 2004) as well.

The IP phenomenon is usually associated with charging and discharging effects in the ground in
the process of current injecting. Fig. 12.8 schematically illustrates the typical IP effect. Suppose that
we inject current into the ground and measure the electric potential difference between two electrodes.
In the absence of the IP effect, if the ground is not chargeable (not polarizable), the measured potential
will vary with time exactly with the same waveform as the electric current in the source, without any
delay in rise-up or fall-down of the potential. However, if the ground is chargeable (polarizable), the
potential will rise up and fall down with some time delay. This phenomenon is usually explained as
membrane polarization which occurs when pore space narrows to within several boundary layers of
thickness, or as electrode polarization, which occurs when pore space is blocked by metallic particles.
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FIGURE 12.8

Sketch of the potential waveform for a current injected into nonpolarizable and polarizable ground. Panel (A)
shows the case of nonpolarizable ground and (B) shows that of polarizable ground.

We will demonstrate below, however, that the same phenomenon can be mathematically explained
by the propagation of a current in the complex multiphase composite geoelectrical model. The goal
of the conventional IP survey is to detect these phenomena for imaging the subsurface structures by
measuring the chargeability of the rock formations.

12.2.2 IP METHOD IN THE FREQUENCY AND TIME DOMAINS
In practice, two types of IP data can be acquired in exploration: time domain and frequency domain
data. Figs. 12.9B and 12.9C present typical time domain potential curves obtained by IP measurement.
When the current is injected (turn-on signal in the source) into the ground (Fig. 12.9A), the potential
rises up immediately, but it takes some time to reach the maximum. The same behavior of the potential
is observed when the current is terminated (turn-off signal in the source): the potential does not fall
down to zero immediately, but it takes some time to decay to zero. The time domain chargeability is
defined as the ratio of the potential at some time after turn-off, φs (t), to the maximum value of the
potential, φη (Fig. 12.9):

M (t) = φs (t) /φη, (12.38)

or as the ratio of the integral of the potential decay curve after turn-off to the maximum potential:

M = 1

φη

∫ t2

t1

φs (t) dt. (12.39)
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FIGURE 12.9

Representation of IP effects in the time domain. Panel (A) shows the injected current versus time. The
chargeability can be represented as (B), the ratio of potential decay, or (C), the area under the decay curve, to
the maximum potential.

In the frequency domain, the IP effect can be represented as a percent frequency effect (PFE), which
is defined as the relative difference between the apparent resistivity with a higher frequency, ρ

f1
a , from

that with a lower frequency, ρ
f2
a , normalized by the apparent resistivity with the high frequency, in

percents (Fig. 12.10A):

PFE =
(

ρ
f1
a − ρ

f2
a

ρ
f1
a

)
× 100. (12.40)
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FIGURE 12.10

Representation of IP effects in the frequency domain. Panel (A) shows percent frequency effect, and (B) the
phase difference between the current and the potential.

Another representation of IP effect in the frequency domain is the phase difference between the
current in the source and the measured potential depending on frequencies of the source (Fig. 12.10B).

Note that the conventional IP method in the frequency domain is very similar to the DC resistivity
method in that both methods use the electric field at a very low frequency, and IP data acquisition
systems and interpretation techniques are very similar to those of the DC resistivity methods. Therefore
one can define the apparent resistivity according to the standard DC resistivity formula:

ρa (ω) = K
�U (ω)

I (ω)
, (12.41)

where K is a geometric factor depending on the source-receiver electrodes configuration (Luo and
Zang, 1998), �U (ω) is the potential measured in the receivers, and I (ω) is the strength of the injected
current. For example, if we use a dipole-dipole array,

K = n (n + 1) (n + 2) (n + 3)

2
πl,

where l is the dipole length, and n is the separation index between source and receiver pair (the distance
between the closest source and receiver electrodes is equal to nl).

Note that, in the presence of the IP effect the measured potential in the frequency domain is com-
plex; therefore, the apparent resistivity is characterized by a complex number, as well:

ρa (ω) = Reρa (ω) + i Imρa (ω) . (12.42)
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FIGURE 12.11

Pseudosection representation. The data are plotted at the midpoint of a transmitter and receiver pair versus a
separation index, n.

The magnitude of the complex apparent resistivity is the same as the DC apparent resistivity:

ρDC
a (ω) = |ρa (ω)| =

√
(Reρa (ω))2 + (Imρa (ω))2, (12.43)

and the phase is described as:

φa (ω) = tan−1 Imρa (ω)

Reρa (ω)
. (12.44)

Fig. 12.11 shows the data representation in the form of a pseudosection, which is a well known data
representation method in resistivity or IP surveys. The data are plotted at the midpoint of a transmitter
and receiver pair versus a separation index, n. The separation index n of transmitter and receiver is
defined as a distance between two adjacent stations, divided by the electric dipole length, as shown in
Fig. 12.11.

The apparent resistivity magnitude and phase pseudosections provide useful images of the observed
data, which can be used for qualitative interpretation. We will give some examples of these pseudosec-
tions for the typical mining targets below.

12.2.3 RESISTIVITY/IP MODEL OF A TYPICAL PORPHYRY COPPER SYSTEM IN THE
SOUTHWESTERN U. S.

We consider a simplified model of a typical porphyry copper system in the southwestern U. S. Por-
phyry systems are important geologic targets for mineral exploration. Copper, gold, and molybdenum
are among the important minerals extracted from these deposits. For modeling purposes a simplified
porphyry model was constructed based on known geologic information (Titley, 1982, and Pierce and
Bolm, 1995). An idealized porphyry copper system is shown in Fig. 12.12. Circulating hydrothermal
fluids help concentrate economic minerals in the alteration zone surrounding the intrusion. Further
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FIGURE 12.12

Porphyry genesis: a geologic overview of the creation of a porphyry deposit (after Sillitoe, 1973).

concentration of minerals can occur from weathering forming the leached cap and enriched zone.
Fig. 12.13 shows a resistivity/IP model of a “typical” porphyry copper system in the southwestern U. S.
(J. Inman, pers. commun.). The simplified porphyry model incorporates the classic zones seen in many
porphyry deposits including supergene zones: leached cap, enriched zone and the unweathered zones:
pyrite shell, chalcopyrite (ore zone), and barren core of the intrusion. A normal fault is also included
near the deposit. This model is characterized by potentially strong EM coupling as well as IP effects.

We perform a modeling experiment to get an insight into the IP responses for this model. The
dipole-dipole survey is simulated using integral equation modeling. To simulate the IP response as a
potential difference measured by a dipole receiver, we compute the electric field along the receiver
dipole location and then integrate it numerically to obtain the potential difference between two ends of
the receiver bipole. The frequency of source is 1 Hz, which is a mid frequency among many frequen-
cies generally available in modern IP instruments. Apparent resistivity and phase are calculated using
Eqs. (12.43)–(12.44).

Figs. 12.14 and 12.15 show the apparent resistivity and phase pseudosections computed for a dipole
length of 200 m and the maximum separation index equal to n = 10. Fig. 12.14 represents a pseudo-
section of the amplitude of apparent resistivity, and Fig. 12.15 is a phase pseudosection.

The clear apparent resistivity anomaly in Fig. 12.14 shows the conductive overburden does not hide
the 150 meter deep, 80 meter thick, highly conductive enriched zone. The nearby fault produces a
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FIGURE 12.13

Southwest US copper porphyry geoelectrical model (J. Inman, pers. commun.). The figure presents basic
scale information, geologic units, and geoelectrical properties. Note that there is a normal fault on the left side
of the model.

FIGURE 12.14

Apparent resistivity pseudosection for 1 Hz data. A resistivity anomaly surrounds the ore body in the center.
The influence of the fault is seen in the right side of the pseudosection where the apparent resistivity is higher
and creates an asymmetry in the response produced by the ore body.
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FIGURE 12.15

Apparent phase pseudosection for 1 Hz data. A phase anomaly due to the ore body is located in the center.
One cannot see the influence of the fault in the phase data because it does not produce a strong enough IP
response.

slight apparent resistivity anomaly in the left part of Fig. 12.14. Interestingly and fortunately it does
not produce a significant phase anomaly as shown in Fig. 12.15. This has important implications for
exploration where a DC resistivity anomaly may mask an ore body making the phase response impor-
tant to the interpretation, indicating the importance of understanding the IP effect of the ore body and
surrounding geology.

We should note that the pseudosections of the apparent resistivity and phase, shown above can
be used for the qualitative interpretation of the IP data only. It is essential for the success of IP data
interpretation to have a reliable method of quantitative analysis of the IP data. This analysis can be
made on the basis of the appropriate conductivity model, quantitatively describing the relationships
between the intrinsic characteristics of the heterogeneous rocks and their effective conductivity, which
can be determined by the IP surveys. We will formulate the basic principles of the construction of this
model in the next section.

12.3 PHYSICAL AND MATHEMATICAL MODELS OF THE IP PHENOMENON
Let us consider a composite geoelectrical model of rock formations based on the effective-medium
approach, which generates a conductivity model with parameters directly related by analytical expres-
sions to the physical characteristics of the microstructure of rocks and minerals (micro geometry and
conductivity parameters). A composite geoelectrical model provides more realistic representation of
the complex rock formations than conventional unimodal conductivity models. It allows us to model



462 CHAPTER 12 DIRECT CURRENT

the relationships between the physical characteristics of different types of rocks and minerals (e.g.
conductivities, grain sizes, porosity, anisotropy, and polarizability) and the parameters of the relax-
ation model (Zhdanov, 2006, 2008a, 2008b).

Effective medium approximation for composite media has been discussed in Chapter 10. However,
the form of effective-medium theory (EMT) presented in Chapter 10 does not allow including the po-
larizability effect in the general model of heterogeneous rocks. It has been found, however, that the
effective conductivity of rocks is not necessarily a constant and real number but may vary with fre-
quency and be complex (Shuev and Johnson, 1973). There are several explanations for these properties
of effective conductivity. Most often they are explained by the physical-chemical polarization effects
of mineralized particles of the rock material, and/or by the electrokinetic effects in the poroses of reser-
voirs (Wait, 1959; Marshall and Madden, 1959; Luo and Zang, 1998). Thus, the polarizability is caused
by the complex electrochemical reactions that accompany current flow in the earth. It is manifested by
accumulating electric charges on the surface of different grains forming the rock. This effect is very
significant in the case of metal-electrolyte interface (Bockrig and Reddy, 1973). However, a similar
effect is observed in the case of the interface between electrolyte and typical rock-forming minerals
like silicate, carbonate, and others (Komarov, 1980).

It was demonstrated in Zhdanov (2008a, 2008b) that EMT formalism could be used in the theory
of formation polarizability, as well. The general character of the model presented in the cited paper
makes it possible to apply the developed results to study the rocks typical for mineralization zones and
hydrocarbon reservoirs. This new theory allows us to develop a unified physical–mathematical model
which can be used for examining the EM effects in the complex rock formations with different mineral
structures and electrical properties. It takes into account the mineralization and/or fluid content of the
rocks, the matrix composition, porosity, anisotropy, and polarizability of the formations. This approach
will allow us to provide a link between the volume content of different minerals and/or the hydrocarbon
saturation and the observed electromagnetic (EM) field data.

12.3.1 IP PHENOMENON IN THE CONTEXT OF EFFECTIVE-MEDIUM THEORY
We have discussed already the basic ideas of the effective-medium theory (EMT) in Chapter 10. Fol-
lowing the principles formulated in section 10.3, we represent a complex heterogeneous rock formation
as a composite model formed by a homogeneous host medium of a volume V with a (complex) con-
ductivity tensor σ̂ 0 (r) (where r is an observation point) filled with grains of arbitrary shape and
conductivity. The rock is composed of a set of N different types of grains, the lth grain type having
(complex) tensor conductivity σ̂ l . The grains of the lth type have a volume fraction fl in the medium
and a particular shape and orientation.

The polarizability effect is usually associated with surface polarization of the coatings of the grains.
This surface polarization can be related to electrochemical charge transfer between the grains and a
host medium (Wong, 1979; Wong and Strangway, 1981; Klein et al., 1984). The surface polarization is
manifested by accumulating electric charges on the surface of the grain. A double layer of charges is
created on the grain’s surface, which results in the voltage drop at this surface (Wait, 1982). It has been
shown experimentally that for relatively small external electric fields used in electrical exploration,
the voltage drop, �u, is linear proportional to the normal current flow at the surface of the particle,
jn = (n · j). That is, at the surface of the grain we have

�u = k (n · j) , (12.45)
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where n is a unit vector of the outer normal to the grain’s surface, and k is a surface polarizability
factor, which, in general, is a complex frequency dependent function. This function is usually treated
as the interface impedance which characterizes the boundary between the corresponding grain and sur-
rounding host medium and describes the interfacial or membrane polarization. This effect is the most
profound in the case of metal-electrolyte interface, and it was intensively studied in electrochemistry
(Bockrig and Reddy, 1973; Marshall and Madden, 1959). However, a similar effect was found in other
heterogeneous systems typical for rock formations, as well (e.g., Dukhin, 1971).

It was shown in section 10.3 that in the framework of the EMT approach, we could substitute a ho-
mogeneous effective medium with the conductivity tensor σ̂ e for the original heterogeneous composite
model and subject it to a constant electric field, Eb , equal to the average electric field in the original
model:

Eb = 〈E〉 = V −1
∫∫∫

V

E (r) dv. (12.46)

The effective conductivity is defined from the condition that the current density distribution je in an
effective medium is equal to the average current density distribution in the original model:

je = σ̂ e · Eb = σ̂ e · 〈E〉 = 〈σ̂ · E〉 . (12.47)

According to formula (10.39), the effective conductivity tensor, σ̂ e, is defined by the expression

σ̂ e = σ̂ b + 〈m̂〉 , (12.48)

where m̂
(
r′) is material property tensor (see Eq. (10.38)).

Thus, in order to determine the effective conductivity of the composite polarized medium, we have
to find the average value of the material property tensor, 〈m̂〉.

It was shown in section 10.3 that one can represent the electric field E (r) generated in a homo-
geneous anisotropic background medium by the currents induced within the anomalous conductivity
�σ̂ (r) using integral form of the Maxwell’s equations:

E (r) = Eb +
∫∫∫

V

Ĝb

(
r | r′) · [�σ̂

(
r′) · E

(
r′)]dv′, (12.49)

where V is the volume occupied by all inhomogeneities, and Ĝb

(
r | r′) is a Green’s tensor for the

homogeneous isotropic full space determined by expressions (10.41) and (10.42).
We assume, however, that in addition to electrical heterogeneity, the medium is characterized by

polarizability effects which are manifested by the surface polarization of the grains. Mathematically,
the surface polarization effect can be included in the general system of Maxwell’s equations by adding
the following boundary conditions on the surfaces Sl of the grains (Luo and Zang, 1998):[

n × (E+ (r′)− E− (r′))]
Sl

= − [n × ∇′�u
(
r′)]

Sl
, (12.50)

where E+ designates the boundary value of electric field E (r) when the observation point tends to the
boundary Sl of the lth grain from the inside of the grains, and E− if this point tends to the boundary
from the outside of the grains.
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Therefore, electric field due to the surface polarization effect Ep (r) can be represented as an electric
field of a specified discontinuity (12.50) (Zhdanov, 1988, p. 250):

Ep (r) = −∇ ×
∫∫

S

gb

(
r | r′)σb

[
n
(
r′) · (E+ (r′)− E− (r′))]

S
ds′, (12.51)

where S stands for the superposition of all surfaces Sl of the entire ensemble of grains, S = N∪
l=1

Sl , and

vector n
(
r′) is directed outside the grains.

The last integral can be written in an equivalent form as a field generated by the double layers co-
inciding with the grains’ surfaces with a dipole electric charge moment density MS = �un (Zhdanov,
1988, p. 144):

Ep (r) = ∇
∫∫

S

∇′gb

(
r | r′)σb · n

(
r′)�uds′. (12.52)

According to (12.45), we assume that the voltage drop at the surface of the grain is proportional to
the normal current:

�u = k
(
n
(
r′) · j

(
r′))= k

(
n
(
r′) · σ̂ (r′) · E

(
r′)) , (12.53)

where current j
(
r′) is taken for the internal side of the grain’s surface.

Therefore, expression (12.51) becomes:

Ep (r) = ∇
∫∫

S

∇′gb

(
r | r′)σb · n

(
r′)�uds′

=
∫∫

S

Ĝb

(
r | r′) · n

(
r′)kσb

(
n
(
r′) · σ̂ (r′) · E

(
r′))ds′. (12.54)

The total electric field caused by the effects of both the electromagnetic induction and induced polar-
ization is equal to:

E (r) = Eb +
∫∫∫

V

Ĝb

(
r | r′) · [�σ̂

(
r′) · E

(
r′)]dv′

+
∫∫

S

Ĝb

(
r | r′) · n

(
r′)kσb

(
n
(
r′) · σ̂ (r′) · E

(
r′))ds′. (12.55)

Substituting expression (10.37) into formula (12.55), we can write:

E (r) = Eb +
∫∫∫

V

Ĝb

(
r | r′) · [m̂ (r′) · Eb

]
dv′

+
∫∫

S

Ĝb

(
r | r′) · n

(
r′)(n

(
r′) · ξ̂ (r′) · [m̂ (r′) · Eb

])
ds′, (12.56)

where ξ̂
(
r′) is equal to:

ξ̂
(
r′)= kσbσ̂

(
r′) · (�σ̂

(
r′))−1

. (12.57)
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We can represent the integrals in Eq. (12.56) as a sum of the integrals over the volumes and surfaces
of all grains:

E (r) = Eb +
∑

l

El (r) , (12.58)

where:

El (r) =
∫∫∫

Vl

Ĝb

(
r | r′) · [m̂ (r′) · Eb

]
dv′

+
∫∫

Sl

Ĝb

(
r | r′) · n

(
r′)(n

(
r′) · ξ̂ (r′) · [m̂ (r′) · Eb

])
ds′. (12.59)

It was demonstrated in Chapter 10 that, we can use a QL approximation for the integrals over Vl

and Sl and assume that the material property tensor is constant in Vl up to its boundary Sl :

m̂
(
r′)= m̂l , r′ ∈ Vl. (12.60)

Consider now the integrals over one grain only:

El (r) =
∫∫∫

Vl

Ĝb

(
r | r′)dv′ · m̂l · Eb

+
∫∫

Sl

Ĝb

(
r | r′) · n

(
r′)n

(
r′)ds′ · ξ̂ l · m̂l · Eb, (12.61)

where:

ξ̂
(
r′)= ξ̂ l = const, r′ ∈ Vl.

According to Eq. (10.48), the volume integral of the Green’s tensor Ĝb is equal to the volume
depolarization tensor, �̂l ,

�̂l =
∫∫∫

Vl

Ĝb

(
r | r′)dv′. (12.62)

We also introduce the surface depolarization tensors, �̂l , as follows:

�̂l =
∫∫

Sl

Ĝb

(
r | r′) · n

(
r′)n

(
r′)ds′. (12.63)

For example, for a spherical grain of a radius al , we have (Zhdanov, 2008a, 2008b):

�̂l = − 2

3σbal

Î. (12.64)

Substituting (12.62) and (12.63) back into (12.61), we obtain:

El (r) = �̂l · m̂l · Eb + �̂l · p̂l · m̂l · Eb = �̂l · q̂l · Eb, (12.65)
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where a surface polarizability tensor p̂ and a volume polarizability tensor q̂ are equal to:

p̂
(
r′)= �̂

−1
l · �̂l · ξ̂ (r′) , p̂l = p̂

(
r′) , r′ ∈ Vl, (12.66)

and

q̂
(
r′)= [̂I + p̂

(
r′)] · m̂

(
r′) , q̂l = q̂

(
r′) , r′ ∈ Vl. (12.67)

Then formula (12.65) becomes:

El (r) =
∫∫∫

Vl

Ĝb

(
r | r′)dv′ · q̂l · Eb. (12.68)

Substituting expression (12.68) back into (12.58), we find:

E (r) = Eb +
∑

l

∫∫∫
Vl

Ĝb

(
r | r′) · q̂

(
r′)dv′ · Eb

= Eb +
∫∫∫

V

Ĝb

(
r | r′) · q̂

(
r′)dv′ · Eb. (12.69)

The last formula shows that the surface polarization effect introduced by formula (12.54) can be repre-
sented by the equivalent volume polarization effect and combined with the electromagnetic induction
phenomenon in one integral expression.

12.3.2 EFFECTIVE CONDUCTIVITY OF A HETEROGENEOUS POLARIZABLE MEDIUM
In this section we will derive a constructive approach for determining the effective conductivity of the
heterogeneous polarizable medium. We have established above that, in order to solve this problem,
we have to find the average value of the material property tensor, 〈m̂〉. The last function can be found
based on the integral representation (12.69).

Multiplying both sides of (12.69) by �σ̂ (r), we have:

m̂ (r) · Eb = �σ̂ (r) · Eb + �σ̂ (r) ·
∫∫∫

V

Ĝb

(
r | r′) · q̂

(
r′)dv′ · Eb. (12.70)

Our goal is to find the material property tensor m̂. According to Eq. (12.67) this tensor is related to
the volume polarizability tensor q̂ by the following formula:

m̂ = [̂I + p̂
]−1

q̂. (12.71)

Therefore, in order to find m̂, we need to determine tensor q̂ first. Multiplying both sides of (12.70) by[̂
I + p̂

]
, we finally arrive at equation for q̂:

q̂ (r) = �σ̂p (r) + �σ̂p (r) ·
∫∫∫

V

Ĝb

(
r | r′) · q̂

(
r′)dv′, (12.72)
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where �σ̂p (r) is a “polarized” anomalous conductivity:

�σ̂p (r) = [̂I + p̂ (r)
] · �σ̂ (r) . (12.73)

Using similar mathematical transformations as those applied in Chapter 10 to Eq. (10.54), we can
rewrite Eq. (12.72) in the form:

q̂l = �σ̂
p
l + �σ̂

p
l · �̂l · [̂ql − 〈̂q〉] . (12.74)

Note that Eq. (12.74) follows immediately from Eq. (10.61), if we substitute q̂ for m̂, and �σ̂
p
l for �σ̂

in the last equation.
Solving Eq. (12.74), we determine the volume polarizability tensor, q̂l , for every grain:

q̂l = [̂I − �σ̂
p
l · �̂l

]−1 · �σ̂
p
l · [̂I − �̂l · 〈̂q〉] . (12.75)

Taking an average value of both sides of (12.75), and solving the resulting equation for 〈̂q〉, we
finally find:

〈̂q〉 =
〈[̂

I − �σ̂p · �̂]−1
〉−1 〈[̂

I − �σ̂p · �̂]−1 · �σ̂p
〉
. (12.76)

According to Eq. (12.67), the average value of the material property tensor is:

〈m̂〉 =
〈[̂

I + p̂
]−1

q̂
〉
. (12.77)

Substituting (12.77) into (12.48), we finally have:

σ̂ e = σ̂ b +
〈[̂

I + p̂
]−1

q̂
〉

= σ̂ b + [̂I + p̂0
]−1

q̂0f0 +
N∑

l=1

[̂
I + p̂l

]−1
q̂lfl . (12.78)

12.3.3 SELF-CONSISTENT APPROXIMATION FOR EFFECTIVE CONDUCTIVITY
Note that the simplest choice for the average value of the volume polarizability tensor 〈̂q〉 is:

〈̂q〉 = 0, (12.79)

because in this case from (12.75) we have:

q̂l = [̂I − �σ̂
p
l · �̂l

]−1 · �σ̂
p
l , (12.80)

and
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〈̂q〉 =
〈[̂

I − �σ̂p · �̂]−1 · �σ̂p
〉

= [̂I − �σ̂
p

0 · �̂0
]−1

f0 +
N∑

l=1

[̂
I − �σ̂

p
l · �̂l

]−1
fl = 0. (12.81)

Eq. (12.81) can be treated as a loose IP analog of the self-consistency condition of the conventional
effective medium theory (Stroud, 1975). Detailed analysis shows that for a composite medium without
IP effect, Eq. (12.81) leads to the Bruggeman method of the effective conductivity determination (Choy,
1999).

Substituting (12.80) into (12.71), we find:

m̂l = [̂I + p̂l

]−1 [̂
I − �σ̂

p
l · �̂l

]−1 · [̂I + p̂l

] · �σ̂ l . (12.82)

In this case, expression (12.48) for the effective conductivity of the polarized inhomogeneous
medium takes the form:

σ̂ e =σ̂ b + [̂I + p̂0
]−1 [̂

I − �σ̂
p

0 · �̂0
]−1 · [̂I + p̂0

] · �σ̂ 0f0

+
N∑

l=1

[̂
I + p̂l

]−1 [̂
I − �σ̂

p
l · �̂l

]−1 · [̂I + p̂l

] · �σ̂ lfl .

In particular, if we select the background conductivity to be equal to the host medium conductivity,

σ̂ b = σ̂ 0,

then:

σ̂ e = σ̂ 0 +
N∑

l=1

[̂
I + p̂l

]−1 [̂
I − �σ̂

p
l · �̂l

]−1 · [̂I + p̂l

] · �σ̂ lfl, (12.83)

because �σ̂ 0 = 0.
Note that, for heterogeneous media without polarizability, formula (12.83) corresponds to the

Maxwell-Garnett theory of the composite geoelectrical medium (Choy, 1999).
The last formula provides a general solution of the effective conductivity problem for an arbitrary

multiphase composite polarized medium. This formula allows us to find the effective conductivity for
inclusions with arbitrary shape and electrical properties. That is why the new composite geoelectrical
model of the IP effect may be used to construct the effective conductivity for realistic rock formations
typical for mineralization zones and/or petroleum reservoirs.

12.3.4 ANISOTROPY EFFECT IN IP DATA
We consider first a composite model with isotropic grains of arbitrary shape. In this case all conductiv-
ities become scalar functions:

σ̂ 0 = Îσ0, �σ̂ l = Î�σl, �σ̂
p
l = (̂I + p̂l

)
�σl
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FIGURE 12.16

An example of electrically isotropic media: a multiphase model of the rock is composed of a set of the grains
with nonisometric shape but random orientation.

and, according to formula (12.66):

p̂l = ξl�̂
−1
l · �̂l , (12.84)

where ξl is equal to:

ξl = klσ0σl (�σl)
−1 .

Therefore, we can write:

σ̂ e = σ̂ b +
〈[̂

I + p̂
]−1

q̂
〉

= Îσ0 +
N∑

l=1

[̂
I + p̂l

]−1 [̂
I − (̂I + p̂l

)
�σl�̂l

]−1 [̂
I + p̂l

]
�σlfl. (12.85)

It can be demonstrated that if the grains have nonisometric shape (e.g., ellipsoidal shape) but ran-
dom orientation (see Fig. 12.16), averaging of the tensor terms in expression (12.85) will result in
scalarization. Therefore, the effective medium conductivity will become a scalar function. However, if
all the grains are oriented in one specific direction as shown in Fig. 12.17, the effective conductivity of
this medium will become anisotropic. Thus, the effective conductivity may be a tensor in spite of the
fact that the background medium and all the grains are electrically isotropic.

12.3.5 FUNDAMENTAL IP MODEL I: EFFECTIVE RESISTIVITY OF THE ISOTROPIC
MULTIPHASE HETEROGENEOUS MEDIUM FILLED WITH SPHERICAL
INCLUSIONS

It was demonstrated in the pioneer work of Pelton (1977), that the Cole-Cole relaxation model (Cole
and Cole, 1941) can represent well the typical complex conductivity of polarized rock formations. In
the framework of this model, the complex resistivity, ρ (ω), is described by the following well known
expression:

ρ(ω) = ρ

(
1 − η

(
1 − 1

1 + (iωτ)C

))
, (12.86)
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FIGURE 12.17

An example of electrically anisotropic media: a multiphase model of the rock is composed of a set of ellipsoidal
grains oriented in one direction.

where ρ is the DC resistivity [Ohm-m]; ω is the angular frequency [rad/sec]; τ is the time parameter;
η is the intrinsic chargeability (Seigel, 1959a); and C is the relaxation parameter. The dimensionless
intrinsic chargeability, η, characterizes the intensity of the IP effect.

Fig. 12.18 presents examples of typical complex resistivity curves with the Cole-Cole model pa-
rameters defined according to Table 12.1.

One can see a significant difference between the solid and dashed curves in this plot, which corre-
spond to the different Cole-Cole models with different parameters.

Note also that the Cole-Cole curve gives us just one possible example of the relaxation model. There
are several other models discussed in the geophysical literature (see, for example, Kamenetsky, 1997).
One of the important practical questions is the relationship between the Cole-Cole model parameters
and the petrophysical characteristics of mineralized rocks. There were several publications specifi-
cally dedicated to the solution of this problem. However, most of the published results provide just a
qualitative indication of the correlation between the Cole-Cole parameters and specific mineralization
characteristics of the rocks, such as mineral grain sizes and physical properties.

One of the reasons for electrical conductivity relaxation in rocks is the heterogeneity of formations
containing microscopic inclusions of different minerals. In the pioneered work by Wait (1982, p. 77), a
simplified model of the composite medium as a loading of spherical conducting particles in a resistive
background was introduced. The effective conductivity for this model was determined based on the
equations of the static electric field. This model provided a foundation for the phenomenological theory
of induced electrical polarization.

In this section we will show that Wait’s model appears as a special case of a GEMTIP model,
introduced in Zhdanov (2008a, 2008b). We consider, as an example, an isotropic multiphase composite
model, with all model parameters described by the scalar functions. A composite model is formed by
a homogeneous host medium of a volume V with a conductivity σ0 filled with grains of spherical
shape. We assume also that we have a set of N different types of grains, the lth grain type having
radius al , conductivity σl , and surface polarizability kl . In this model, both the volume and the surface
depolarization tensors are constant scalar tensors equal to (Zhdanov, 2008a, 2008b):

�̂l = �l̂I = −̂I
1

3σb

Î, �̂l = �l̂I = − 2

3σbal

Î. (12.87)
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FIGURE 12.18

Examples of typical complex resistivity curves with the Cole-Cole model parameters. The upper panel shows
the real part of the complex resistivity, while the bottom panel presents the imaginary part of the complex
resistivity.

Table 12.1 Parameters of the
Cole-Cole models

Model 1 Model 2
ρ1 = 2 Ohm-m, ρ2 = 2 Ohm-m,

η1 = 0.5, η2 = 0.5,

τ1 = 0.4, τ2 = 0.04,

C1 = 0.8, C2 = 0.3.

The corresponding tensor formulas for conductivities, tensors m̂ and q̂, can be substituted by the
scalar equations. For example, Eq. (12.75) for q̂ takes the form:

ql = [1 − �σ
p
l �l

]−1
�σ

p
l

[
1 − �l 〈q〉] , (12.88)



472 CHAPTER 12 DIRECT CURRENT

and Eq. (12.71) for m̂ becomes:

ml = [1 + pl

]−1
ql

= [1 − (1 + pl)�σl�l

]−1
�σl

[
1 − �l 〈q〉] , (12.89)

where, according to (12.66) and (12.57):

pl = 2kla
−1
l σbσl (�σl)

−1 . (12.90)

Formula (12.76) for 〈̂q〉 is simplified, as well:

〈q〉 =
〈[

1 − (1 + pl)�σl�l

]−1
〉−1 〈[

1 − (1 + pl)�σl�l

]−1
(1 + pl)�σl�l

〉
. (12.91)

In the framework of the self-consistent theory, the effective conductivity will be given by a scalar
form of expression (12.82):

ml = [1 − (1 + pl)�σl�l

]−1
�σl. (12.92)

Substituting formula (12.92) into (12.48), we obtain the following scalar formula for the effective
conductivity of the polarized inhomogeneous medium:

σe = σb +
〈[

1 − (1 + pl)�σl�l

]−1
�σl

〉

= σb + [1 − (1 + p0)�σ0�0
]−1

�σ0f0 +
N∑

l=1

[
1 − (1 + pl)�σl�l

]−1
�σlfl. (12.93)

In particular, assuming σb = σ0 and, therefore, �σ0 = 0, we write:

σe = σ0 +
N∑

l=1

[
1 − (1 + pl)�σl�l

]−1
�σlfl. (12.94)

Substituting expression (12.87) for volume depolarization tensor and Eq. (12.92) for pl , we finally
find:

σe = σ0

{
1 + 3

N∑
l=1

[
fl

σl − σ0

2σ0 + σl + 2kla
−1
l σ0σl

]}
.

Multiplying the numerator and denominator by ρlρ0, (where ρ0 = 1/σ0, ρl = 1/σl), we obtain an
equivalent expression for the effective resistivity of the composite polarized medium:

ρe = ρ0

{
1 + 3

N∑
l=1

[
fl

ρ0 − ρl

2ρl + ρ0 + 2kla
−1
l

]}−1

. (12.95)
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It is well-known from the experimental data that the surface polarizability factor is a complex
function of frequency. Let us represent the surface polarizability of the lth grain as:

kl = bl (iωτl)
−Cl , (12.96)

where:

bl = al (2ρl + ρ0) /2.

Therefore:

kl = al

2
(2ρl + ρ0) (iωτl)

−Cl . (12.97)

Thus, after some algebra, we have:

ρe = ρ0

{
1 +

N∑
l=1

[
flMl

[
1 − 1

1 + (iωτl)
Cl

]]}−1

, (12.98)

where

Ml = 3
ρ0 − ρl

2ρl + ρ0
. (12.99)

Note that, in the case of the metallic particles, one can assume that ρl/ρ0 � 1, and we have:

Ml ≈ 3. (12.100)

Following Wait (1982), we adopt the model:

kl = αl (iω)−Cl , (12.101)

which fits the experimental data, where αl are some empirical surface polarizability coefficients, mea-
sured in the units [αl] = (Ohm × m2

)
/ secCl .

Therefore from (12.101) and (12.97), we obtain:

τl =
[

al

2αl

(2ρl + ρ0)

]1/Cl

. (12.102)

Formula (12.98) provides a general analytical expression for the effective conductivity of the mul-
tiphase heterogeneous polarized medium, typical for mineralization zones.

In the case of a two-phase composite model, we have a homogeneous host medium of a volume
V with a (complex) resistivity ρ0 and spherical inclusions with the resistivity ρ1. Formula (12.95) is
simplified:

ρe = ρ0

{
1 + f1M1

[
1 − 1

1 + (iωτ1)
C1

]}−1

. (12.103)
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After some algebra, we arrive at the conventional Cole-Cole formula for the effective resistivity:

ρe = ρ0

{
1 − η

[
1 − 1

1 + (iωτ)C

]}
, (12.104)

where:

η = 3f1 (ρ0 − ρ1)

2ρ1 + ρ0 + 3f1 (ρ0 − ρ1)
, (12.105)

and

τ =
[

a1

2α1
(2ρ1 + ρ0 + 3f1 (ρ0 − ρ1))

]1/C

. (12.106)

Note that in formula (12.104) we use the same notations as in the original Cole-Cole formula (12.86).

12.3.6 FUNDAMENTAL IP MODEL II: EFFECTIVE RESISTIVITY OF THE MULTIPHASE
HETEROGENEOUS MEDIUM FILLED WITH ELLIPTICAL INCLUSIONS

Another fundamental IP model exists for a special case of inclusions with ellipsoidal shape, where the
solution of the GEMTIP formulas can be obtained in close form, similar to a model with spherical in-
clusions. The advantage of the model with ellipsoidal inclusions is that in this case one can use different
shapes of ellipsoids, from oblate to prolate, to model different types of heterogeneous rock formations
and different types of inclusions. At the same time, for ellipsoidal geometry of the grains, the surface
and volume depolarization tensors, �̂l and �̂l , can be calculated in close form using the volume and
surface integrals. Indeed, in the following sections we will demonstrate how the expressions for the
depolarization tensors can be simplified for elliptical grains.

According to formulas (12.62) and (12.63), we write the expressions for the volume, �̂, and sur-
face, �̂, depolarization tensors as follows:

�̂ =
∫∫∫

V

Ĝb

(
r | r′)dv′, (12.107)

and

�̂ =
∫∫

S

Ĝb

(
r | r′) · n

(
r′)n

(
r′)ds′, (12.108)

where V is the volume occupied by the grain, S is the surface of the grain, n
(
r′) is a unit vector of the

outer normal to the surface S, and n
(
r′)n

(
r′) denotes a dyadic product of two normal vectors.

Tensor function Ĝb

(
r | r′) is a Green’s tensor for the homogeneous anisotropic full space, which

can be represented in the form of a dyadic Green’s function:

Ĝb

(
r | r′)= ∇∇′gb

(
r | r′) ,

where ∇∇′ stands for a dyadic product of two operators, ∇ and ∇′.
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In the case of a quasi-static model of the field and isotropic homogeneous full space (σ̂ b = Îσb):

gb

(
r | r′)= 1

4πσb |r − r′| . (12.109)

Note that, the volume depolarization tensor �̂ can be represented in the form of a surface integral,
as well. Indeed, according to the Gauss theorem, the volume depolarization tensor �̂ is equal to:

�̂ =
∫∫∫

V

Ĝb

(
r | r′)dv′ =

∫∫∫
V

∇∇′gb

(
r | r′)dv′

∇
∫∫∫

V

∇′gb

(
r | r′)dv′ = ∇

∫∫
S

gb

(
r | r′)n

(
r′)ds′. (12.110)

Calculation of the volume depolarization tensor, ̂���, for an ellipsoidal grain
The volume depolarization tensor �̂ of an ellipsoidal grain can be determined as (Stratton, 1941; Lan-
dau et al., 1984, pp. 37–44) a diagonal tensor with the components equal to:

�αα = − axayaz

2σb

∫ ∞

0

ds

(s + aα)Rs

=

− 3V

8πσb

∫ ∞

0

ds

(s + aα)Rs

= − 1

σb

γα, (12.111)

where ax, ay, az are the semi-axes of the ellipsoidal grain, V = 4πaxayaz/3 is a volume of the ellip-
soid, and γα are depolarization factors:

γα = 3V

8π

∫ ∞

0

ds

(s + aα)Rs

, Rs =
√

(s + ax)
(
s + ay

)
(s + az). (12.112)

Note that the depolarization factors satisfy the conditions:

γx + γy + γz = 1. (12.113)

In particular, for a spherical grain we obtain immediately the known result:

�xx = �yy = �zz = − 1

3σb

. (12.114)

For a cylindrical inclusion with the axis parallel to the axis z, (az → ∞), we have:

�zz = 0, �xx = �yy = − 1

2σb

. (12.115)

In the case of the inclusion represented by the flat horizontal thin sheet (ax, ay → ∞), one can find:

�xx = �yy = 0, �zz = − 1

σb

. (12.116)
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Note that, for ellipsoids of revolution (spheroidal-shape particles) with the axis z aligned with the
axis of revolution of the ellipsoid, the horizontal semi-axes of the ellipsoid are equal (ax = ay = a,
and az = b). In this case, the elliptical integrals in (12.111) can be expressed by analytical functions
(Landau et al., 1984, pp. 37–44), with:

γz = γ, γx = γy = 1

2
(1 − γ ) (12.117)

and

�zz = � = − γ

σb

, �xx = �yy = − 1

2σb

(1 + σb�) . (12.118)

The value of γ is determined by the eccentricity, e, of a spheroid.
For example, in the case of the prolate spheroid (b > a) with e =√1 − a2/b2, we have:

γ = 1 − e2

e3

(
tanh−1 e − e

)
. (12.119)

Note that, if e → 1, the spheroid transforms into a long thin rod.
For the oblate spheroid (b < a), with eccentricity e =√a2/b2 − 1, we have:

γ = 1 + e2

e3

(
e − tan−1 e

)
. (12.120)

Calculation of the surface depolarization tensor,
∧
�, for an ellipsoidal grain

Now let us calculate the surface depolarization tensor for ellipsoidal grains. To simplify the calcula-
tions, we will consider the ellipsoids of revolution only. Introducing a system of coordinates x, y, z

with the axis z aligned with the axis of revolution of the ellipsoid, we represent the equation of the
surface of the ellipsoid as:

x2

a2
+ y2

a2
+ z2

b2
= 1,

where a = ax = ay, b = az are equatorial and polar radii of the ellipsoid, respectively.
In particular, we can write the equation for the surface of the ellipsoid in cylindrical coordinates

(ρ,ϕ, z) as:

x = ρ cosϕ; y = ρ sinϕ; ρ = (a/b)
√

b2 − z2; z ∈ [−b, b]. (12.121)

The expression for the surface depolarization tensor (12.108) in the center of the ellipsoid (r = 0)
takes the form:

∧
� = − a

4πσbb2

2π∫
0

dϕ

b∫
−b

∧
g
(
r′) · ∧

N
(
r′)Q(r′)dz′, (12.122)
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where:

∧
N = n

(
r′)n

(
r′) , (12.123)

and:

∧
g
(
r′)= ∇∇′ 1

|r′| . (12.124)

Note that vector n
(
r′)= (nx, ny, nz) is a unit vector normal to the ellipsoid:

nx = b
√

b2 − z′2
Q

cosϕ; ny = b
√

b2 − z′2
Q

sinϕ; nz = az′

Q
, Q =

√
b4 − (b2 − a2)z′2.

Therefore, expression (12.123) takes the form:

∧
N =

⎛
⎜⎝ n2

x nxny nxnz

nxny n2
y nynz

nxnz nynz n2
z

⎞
⎟⎠=

⎛
⎝ n11 n12 n13

n21 n22 n23
n31 n32 n33

⎞
⎠ , (12.125)

where the scalar components nki are calculated as:

n11 = b2(b2 − z2)

Q2
cos2 ϕ; n12 = b2(b2 − z2)

Q2
sinϕ cosϕ; n13 = abz

√
(b2 − z2)

Q2
cosϕ;

n21 = b2(b2 − z2)

Q2
sinϕ cosϕ; n22 = b2(b2 − z2)

Q2
sin2 ϕ; n23 = abz

√
(b2 − z2)

Q2
sinϕ;

n31= abz
√

(b2 − z2)

Q2
cosϕ; n32 = abz

√
(b2 − z2)

Q2
sinϕ; n33 = a2z2

Q2
;Q =√b4 − (b2 − a2)z2.

(12.126)

We can write a similar matrix representation for tensor
∧
g:

∧
g =

⎛
⎝ g11 g12 g13

g21 g22 g23
g31 g32 g33

⎞
⎠ , (12.127)
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where the scalar components gij are calculated as:

g11 = b3
[
3a2(b2 − z2) cos2 ϕ − R2

]
R5

;

g11 = b3
[
3a2(b2 − z2) sin2 ϕ − R2

]
R5

; g33 = b3[3b2z2 − R2]
R5

;

g12 = g21 = 3a2b3(b2 − z2)

R5
sinϕ cosϕ; g13 = g31 = 3ab4z

√
b2 − z2

R5
cosϕ;

g23 = g32 = 3ab4z
√

b2 − z2

R5
sinϕ; R =√a2b2 + (b2 − a2)z2. (12.128)

Substituting expressions (12.123)–(12.128) into formula (12.122), after some algebra, we will find:

�̂ = − 1

σb

⎡
⎣ λ 0 0

0 λ 0
0 0 λz

⎤
⎦ ,

where:

λ = ab3

2

b∫
0

[2a2b2 − (b2 − a2)z2](b2 − z2)

[a2b2 + (b2 − a2)z2]5/2
√

b4 − (b2 − a2)z2
dz, (12.129)

and:

λz = ba3

b∫
0

[3b4 − b2a2 − (b2 − a2)z2]z2

[a2b2 + (b2 − a2)z2]5/2
√

b4 − (b2 − a2)z2
dz. (12.130)

Note that, in the case of a spherical grain with a radius a,

λ = λz = 2

3a
,

and the surface depolarization tensor takes the form:

�̂ = − 2

3σba
Î. (12.131)

In a general case of the ellipsoidal grains one should numerically calculate the integrals (12.129)
and (12.130).

The surface depolarization tensor for spheroidal-shape grains is equal to:

�̂l = − 1

σ0

⎡
⎣ λl 0 0

0 λl 0
0 0 λlz

⎤
⎦ ,

where λl = λlx = λly , and λlz can be calculated using the integrals (12.129) and (12.130).
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Effective conductivity tensor of a multiphase composite anisotropic medium filled with
ellipsoidal inclusions
Substituting the corresponding expressions for the surface and volume depolarization tensors in
Eq. (12.83), after some lengthy but straightforward algebra, we arrive at a general analytical solution
for the principal components of the effective conductivity tensor of a multiphase composite anisotropic
medium filled with ellipsoidal inclusions:

σeα = σ0 +
N∑

l=1

(σl − σ0) fl

[
1 + σl − σ0

σ0
γlα + klσlλlα

]−1

, α = x, y, z, (12.132)

where kl is a surface polarizability factor, and γlα and λlα are scalar coefficients defined by geometrical
parameters of the grains (see formulas above).

In particularly, for the case of randomly oriented elliptical inclusions, conductivity of the polar-
ized inhomogeneous medium can be calculated by taking an average over the orientation in formula
(12.132). As a result, we obtain the following formula for effective conductivity, σe:

σe = σ0

[
1 + 1

3

N∑
l=1

flDl

]
, (12.133)

where:

Dl =
∑

α=x,y,z

Dlα.

The expression for the effective resistivity, ρe = 1/σe, of a medium filled with completely randomly
oriented ellipsoidal grains can be written as follows:

ρe = ρ0

[
1 + 1

3

N∑
l=1

flDl

]−1

, (12.134)

where:

Dlα = ρ0 − ρl

ρl + γlα (ρ0 − ρ1) + klλlα

. (12.135)

It can be shown that, if the inclusions are conductive, ρl � ρ0, then formula (12.134) is simplified as
follows:

ρe = ρ0

{
1 +

∑N

l=1

fl

3

∑
α=x,y,z

1

γlα

[
1 − 1

1 + slα (iωτl)
Cl

]}−1

, (12.136)

where ρ0 is the DC resistivity of the host matrix, ω is the frequency, fl is the fraction volume parameter,
τl is the time constant, and Cl is a relaxation parameter of the lth grain, respectively.
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The coefficients γlα and slα (l = 1,2, ...N; α = x, y, z) are the structural coefficients defined by the
geometrical characteristics of the ellipsoidal inclusions used to approximate the grains, slα = rlα/al ,
and al is an average value of the equatorial (alx and aly ) and polar (alz) radii of the ellipsoidal grains,
i.e.:

al = (alx + aly + alz)

3
, rlα = 2

γlα

λlα

, (12.137)

where γlα and λlα are the diagonal components of the volume and surface depolarization tensors de-
scribed below.

The GEMTIP resistivity model for a two-phase medium (N = 1) with randomly oriented ellipsoidal
inclusions is given by the following formula:

ρe = ρ0

{
1 + f1

3

∑
α=x,y,z

1

γα,1

[
1 − 1

1 + sα,1 (iωτ1)
C1

]}−1

. (12.138)

The effective resistivity of a three-phase medium with randomly oriented ellipsoidal inclusions can
be expressed as follows (N = 2):

ρe = ρ0

{
1 +

∑2

l=1

fl

3

∑
α=x,y,z

1

γα,l

[
1 − 1

1 + sα,l (iωτl)
Cl

]}−1

. (12.139)

Note that, for spheroidal grains the equatorial radii are equal to each other (alx = aly = al), the
polar radius is denoted by bl (alz = bl), and equation for slα takes the following form:

slα = [3/(2 + εl)
]
(rlα/al), (12.140)

where εl is an ellipticity, εl = bl/al , of the lth type of grains.
In the case of a two-phase composite model with spherical inclusions formula (12.140) is simplified,

and formula (12.136) transforms into an expression similar to Cole-Cole formula of complex resistivity
(12.104).

Table 12.2 presents a list of parameters used in the multiphase ellipsoidal GEMTIP model (12.136).
Thus, elliptical GEMTIP model is a generalization of the classical Cole-Cole model, which appears

in a special case of inclusions with spherical shape. The elliptical GEMTIP model provides analytical
expressions connecting the effective electrical parameters of the rocks with the intrinsic petrophysical
and geometrical characteristics of the composite medium: the mineralization of the rocks, the matrix
composition, and the polarizability of the formations.

12.4 NONLINEAR REGULARIZED INVERSION OF IP DATA BASED ON THE
GEMTIP MODEL

The quantitative interpretation of IP data in a complex 3-D environment is a very challenging prob-
lem, because it is complicated by coupling with the electromagnetic induction effects. This prob-
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Table 12.2 List of parameters of the multiphase ellipsoidal GEMTIP model (l = 1,2, ...N)

Parameter Name Units Description
ρe effective resistivity Ohm-m resulting effective resistivity

ρ0 matrix resistivity Ohm-m matrix resistivity of rock

fl grain volume fraction m3 volume fraction of the lth grain

al grain equatorial radius m equatorial radius of the spheroid

bl grain polar radius m polar radius of the spheroid

εl ellipticity – εl = bl/al

el eccentricity – el =
√

1 − a2
l /b2

l (prolate spheroid: bl > al)

el eccentricity – el =
√

a2
l /b2

l − 1 (oblate spheroid: bl < al)

τl time constant sec time constant of the lth grain

Cl relaxation parameters – decay coefficient

ω angular frequency sec−1 EM angular frequency

γlα structural parameter – function of ellipticity εl

λlα structural parameter – function of ellipticity εl

rlα structural parameter – rlα = 2 γlα

λlα

slα structural parameter – slα = [3/(2 + εl)](rlα/al)

lem was considered in the paper by Li and Oldenburg (2000), where the authors presented an
algorithm based upon a linearized equation for the IP response. This approach is based on an as-
sumption that the chargeability is relatively small and the IP data can be expressed as a linear
functional of the intrinsic chargeability (Li and Oldenburg, 2000). The corresponding linear in-
verse problem is then solved to obtain the chargeability model under an assumption that the data
are not affected by EM coupling. The main limitation of this linearized approach is that it ig-
nores the nonlinear effects which are significant in IP phenomena. Also, it is impossible to use a
linearized approach if we need to recover not just the chargeability, but other parameters of the
conductivity relaxation model. In the paper by Yoshioka and Zhdanov (2005) a technique for three-
dimensional nonlinear inversion of IP data based on the Cole-Cole relaxation model was developed
based on the localized quasi-linear approximation (LQL), introduced in Chapter 6. The method
takes into account the nonlinear nature of both electromagnetic induction and IP phenomena and
inverts the data for the Cole-Cole model parameters. It was demonstrated by Yoshioka and Zh-
danov (2005) that both the electrical conductivity and the chargeability distributions, as well as the
other parameters of the Cole-Cole model can be recovered from the observed IP data simultane-
ously.

In this chapter, we present a method of 3D inversion of the IP data based on the GEMTIP con-
ductivity relaxation model. The developed method takes into account the nonlinear nature of both
electromagnetic induction and IP phenomena and inverts the EM data in the parameters of the GEMTIP
model. The goal of the inversion is to determine the electrical conductivity and the intrinsic chargeabil-
ity distributions, as well as the other parameters of the relaxation model simultaneously. The recovered
parameters of the relaxation model can be used for the discrimination of different rocks, and in this
way may provide an ability to distinguish between uneconomic mineral deposits and zones of economic
mineralization using geophysical remote sensing technology.
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The solution of this problem requires development of effective numerical methods for both EM
forward modeling and inversion in inhomogeneous media. These problems are extremely difficult,
especially in three-dimensional cases. The difficulties arise even in the forward modeling because of
the huge size of the numerical problem to be solved to adequately represent the complex 3D distribution
of EM parameters of the media, required in mining exploration. As a result, the time and the memory
requirements of the computer simulation could be excessive even for practically realistic models. Our
approach is based on applying parallel computing for modeling and inversion. Additional difficulties
are related to inversion for GEMTIP parameters. This problem is nonlinear and ill posed, because, in
general case, the solution can be unstable and nonunique. In order to overcome these difficulties we
use the methods of regularization theory to obtain a stable, unique solution of the original ill-posed
EM inverse problem (Zhdanov, 2002, 2015). We use the integral equation (IE) method for forward
modeling and the re-weighted regularized conjugate gradient (RRCG) method for the inversion, which
have proved to be effective techniques in geophysical applications (Zhdanov, 2009).

We applied the developed novel method of 3D inversion of the IP data for the comprehensive
interpretation of geophysical survey data collected in Mongolia for exploration of a mineral deposit.

12.4.1 REGULARIZED INTEGRAL EQUATION (IE)-BASED INVERSION FOR COMPLEX
RESISTIVITY

There are several advantages to using the IE method in IP data inversion in comparison with the more
traditional finite-difference (FD) approach. First, IE forward modeling requires the calculation of the
Green’s tensors for the background conductivity model. These tensors can be precomputed only once
and saved for multiple use on every iteration of an inversion, which speeds up the computation of
the predicted data (Gribenko and Zhdanov, 2007). Finally, IE forward modeling and inversion require
the discretization of the domain of inversion only, while in the framework of the FD method one
has to discretize the entire modeling domain, which includes not only the area of investigation but
an additional domain surrounding this area (including the areas in the air as well). For this reason,
the IE inversion method requires just one forward modeling on every iteration step, which speeds
up the computations and results in a relatively fast but rigorous inversion method. To obtain a stable
solution of a 3D inverse problem, we apply a regularization method based on a focusing stabilizing
functional (Zhdanov, 2002). This stabilizer helps generate a sharp and focused image of the anomalous
conductivity distribution, which is important in mineral exploration with the goal of delineating the
boundaries of a prospective target.

We know that the EM field recorded at the receiver can be represented as a sum of the background
EM field, Eb,Hb and the anomalous EM field, Ea,Ha :

E = Eb + Ea, (12.141)

H = Hb + Ha. (12.142)

The anomalous electromagnetic field is related to the electric current induced in the inhomogeneity,
j = �σE, according to the following integral formulas (Zhdanov, 2002):

Ea(rj ) =
∫ ∫ ∫

D

ĜE(rj |r ) · �σ(r)E(r)dv = GE [�σE] , (12.143)
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Ha(rj ) =
∫ ∫ ∫

D

ĜH (rj |r ) · �σ(r)H(r)dv = GH [�σH] , (12.144)

where ĜE(rj |r ) and ĜH (rj |r ) are the electric and magnetic Green’s tensors defined for an unbounded
conductive medium with the background (horizontally-layered) conductivity σb; GE and GH are the
corresponding Green’s linear operators; and domain D represents a volume with an arbitrary varying
conductivity, σa = σb + �σa , within a domain D.

By using both integral equations (12.143) and (12.144) we vastly simplify both the forward and
inverse problems of the IP method. Our problem can now be written in the classic form of the operator
equation:

d = A(�σ ), (12.145)

where �σ is a vector formed by the anomalous conductivities within the targeted domain. The inver-
sion is based on minimization of the Tikhonov parametric functional, P α(�σ ), with the corresponding
stabilizer S(�σ ):

P α(�σ ) = ‖Wd(A(�σ ) − d‖2
L2

+ αS(�σ ), (12.146)

where Wd is the data weighting matrix, and α is a regularization parameter (used to balance the misfit
and stabilizer terms in Eq. (12.146)). By minimizing parametric functional P α(�σ ) we can find the
solution of the inverse problem. A standard technique to find a minimum of P α(�σ ) is to apply a
gradient type minimization method (see Chapters 7 and 8). One can use the regularized conjugate
gradient method (RCGM) to find the solution of the inverse problem. The mathematical outline of the
RCGM method is as follows:

rn = A(mn) − d, (a)

lαn
n = lαn(mn) = FT

n W2
drn + αnW2

m(mn − mapr ), (b)

β
αn
n = ∥∥lαn

n

∥∥2
/
∥∥lαn−1

n−1

∥∥2
, l̃αn

n = lαn
n + β

αn
n l̃αn−1

n−1 , l̃α0
0 = lα0

0 , (c)

k̃
αn
n =

(̃
lαnT
n lαn

n

)
/
{∥∥WdFñlαn

n

∥∥2 + α
∥∥Wm̃lαn

n

∥∥2
}

, (d)

mn+1 = mn − k̃
αn
n l̃αn

n , (e)

(12.147)

where Wm is the weighting matrix of the model parameters, and Fn is the matrix of the Fréchet deriva-
tive of the forward modeling operator A.

The iterative process (12.147) is terminated when the misfit reaches the given level of noise in the
data, ε0:

φ(mN) = ‖rN‖2 ≤ ε2
0.



484 CHAPTER 12 DIRECT CURRENT

In the previous section, we introduced for simplicity, the frequency dependant complex resistivity
for a two-phase model with elliptical inclusions, described by the following formula

ρe = ρ0

{
1 + f

3

∑
α=x,y,z

1

γα

[
1 − 1

1 + sα (iωτ)C1

]}−1

, (12.148)

where ρ0 is the DC resistivity (Ohm-m); ω is the angular frequency (rad/sec), τ is the time parameter;
and C is the relaxation parameter. The coefficients γα and sα (α = x, y, z) are the structural coefficients
defined by geometrical characteristics of the ellipsoidal inclusions used to approximate the grains:

sα = rα/
−
a, (12.149)

and
−
a is an average value of the equatorial (ax and ay ) and polar (az) radii of the ellipsoidal grains, i.e.

−
a = (ax + ay + az)

3
, (12.150)

rα = 2
γα

λα

, (12.151)

where γα and λα are the diagonal components of the volume and surface depolarization tensors de-
scribed above.

In the case of spherical inclusions of radius a, γα = 1/3, λα = 2/3a, rα = a, and sα = 1, for
α = x.y.z. Therefore, formula (12.148) can be simplified a follows:

ρe = ρ0

{
1 + 3f

[
1 − 1

1 + (iωτ)C1

]}−1

. (12.152)

After some algebra, we can transform formula (12.152) in a form similar to the conventional Cole-
Cole formula for the effective resistivity:

ρe = ρ0

(
1 − η

(
1 − 1

1 + (iωτ)C

))
, (12.153)

where ρ is the DC resistivity (Ohm-m); ω is the angular frequency (rad/sec), τ is the time param-
eter; η is the intrinsic chargeability (Seigel, 1959a, 1959b), and C is the relaxation parameter. The
dimensionless intrinsic chargeability, η, characterizes the intensity of the IP effect.

However, the inversion will be run with respect to the conductivity, therefore, it is more convenient
to express the conductivity using formula (12.152):

σe = σ0

(
1 + 3f

(
1 − 1

1 + (iωτ)C

))
. (12.154)

In this case the anomalous conductivity, �σ̃ , is equal to

�σ̃ = σ(ω) − σb. (12.155)
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Thus

�σ̃ = σ0f (η, τ,C) − σb = σ0

(
1 + 3f

(
1 − 1

1 + (iωτ)C

))
− σb, (12.156)

where function f (η, τ,C) is equal

f (η, τ,C) =
(

1 + 3f

(
1 − 1

1 + (iωτ)C

))
. (12.157)

12.4.2 REGULARIZED INVERSION FOR THE GEMTIP MODEL PARAMETERS
We have demonstrated above that in the case of the IP effect, the conductivity becomes a complex
and frequency dependent function, σ = σ(ω), which increases significantly the number of unknown
parameters of the inversion. We can reduce this number by approximating the conductivity relaxation
curve using, for example, a GEMTIP model (12.154).

Indeed, let us substitute expression (12.156) for the anomalous conductivity into operator
Eq. (12.145):

d = A(σf (η, τ,C) − σb) = AG (m) , (12.158)

where AG is a GEMTIP forward modeling operator, and m is a vector of the GEMTIP model parame-
ters

[
σ,η, τ,C

]
.

We can reformulate now the inverse problem with respect to the GEMTIP model parameters m.
The inversion, as above, is based on minimization of the Tikhonov parametric functional, P α(m),

with the corresponding stabilizer S(m) (Tikhonov and Arsenin, 1977):

P α(m) = ‖Wd(AG(m) − d‖2
L2

+ αS(m), (12.159)

where Wd is the data-weighting matrix, and α is a regularization parameter. There are several possible
choices for the stabilizer (Zhdanov, 2002, 2015). In the current project, for simplicity, we use the
minimum norm stabilizer (SMN ), which is equal to the square L2 norm of the difference between the
current model m and an appropriate a priori model mapr :

SMN(m) = ‖Wm(m − mapr )‖2
L2

,

where Wm is the weighting matrix of the model parameters.
The most common approach to minimization of the parametric functional P(m) is based on using

gradient-type methods. For example, we provided a summary of the regularized conjugate gradient
(RCG) algorithm of the parametric functional minimization in expression (12.147) above.

The appropriate selection of the data and model parameters weighting matrices is very important
for the success of the inversion. We determine the data weights as a diagonal matrix formed by the
inverse absolute values of the background field. Computation of the model weighting matrix, Wm, is
based on sensitivity analysis. In the current paper, we select Wm as the square root of the sensitivity
matrix for the model in each iteration:

W(n)
m =

√
diag

(
F∗

mn
F∗

mn

)
.
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As a result, we obtain a uniform sensitivity of the data to different model parameters (Zhdanov,
2015).

We apply the adaptive regularization method. The regularization parameter α is updated in the
process of the iterative inversion as follows:

αn = α1q
n−1; n = 1,2,3, · · · ; 0 < q < 1.

In order to avoid divergence, we begin an iteration from a value of α1, which can be obtained as a
ratio of the misfit functional and the stabilizer for an initial model, then reduce αn according to the last
formula on each subsequent iteration and continuously iterate until the misfit condition is reached:

rw
n0 = ∥∥rw

n0

∥∥=‖ Wd

[
A
(
mαn0

)− d
] ‖ /‖Wdd‖ ≤ δ, (12.160)

where rw
n0 is the normalized weighted residual, and δ is the relative level of noise in the weighted

observed data.

Fréchet derivative calculation using the Quasi-Born approximation
We assume, as above, that the conductivity within a 3D geoelectrical model can be presented by the
background (horizontally layered) conductivity σb , and an arbitrary varying conductivity, σa = σb +
�σa , within a domain D.

In this model, the anomalous field is produced by the anomalous conductivity distribution �σa , and
it can be calculated according to formulas (12.143) and (12.144). Using these integral representations,
we can express the corresponding Fréchet derivatives, FE and FH , as follows:

FE

(
rj |r

) = ∂E
(
rj

)
∂�σa (r)

∣∣∣∣∣
�σa

= ∂E�σa
(
rj

)
∂�σa (r)

∣∣∣∣∣
�σa

= ∂GE

(
rj |r

)
[�σa (r)E (r)]

∂�σa (r)

∣∣∣∣∣
�σa

,

FH

(
rj |r

) = ∂H
(
rj

)
∂�σa (r)

∣∣∣∣∣
�σa

= ∂H�σa
(
rj

)
∂�σa (r)

∣∣∣∣∣
�σa

= ∂GH

(
rj |r

)
[�σa (r)E (r)]

∂�σa (r)

∣∣∣∣∣
�σa

.

We can treat the electric field E(n) (r), found on iteration number n, as the electric field in the above
equations for a subsequent iteration (n + 1), E (r) = E(n) (r). In this case, the Fréchet derivatives at
iteration number n can be found by direct integration from the last two equations involving the electric
field E(n) (r) computed on the current iteration:

FE,H

(
rj |r

)= ∂GE,H

(
rj |r

)
[�σa (r)E (r)]

∂�σa (r)

∣∣∣∣∣
�σa

≈ GE,H

(
rj |r

)
E(n) (r) .

Note that, the electric field E(n) (r) is calculated using the rigorous IE forward modeling method
at each iteration step to compute the predicted data (EM field at the receivers). Therefore, no extra
computation is required to find the electric field for the Fréchet derivative calculation.

In the case of time domain EM data, the Fréchet derivatives also need to be transformed into time
domain. This can be accomplished by the same technique as that for EM fields, i.e., by the Fourier
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transform using digital filtering techniques. For example, in the case of a causal step turnoff response,
the Fréchet derivative in time domain can be expressed as follows:

fE,H (t) = − 2

π

∫ ∞

0

Im
[
FE,H (ω)

]
ω

cos (ωt) dω.

As a result, our inversion technique, based on the IE method, requires just one forward modeling on
every iteration step, while the conventional inversion scheme requires, as a rule, at least three forward
modeling solutions per inversion iteration (one to compute the predicted data, another one to compute
the gradient direction, and at least one for optimal calculation of the iteration step). This approach
results in a very efficient inversion method.

Calculation of the Fréchet derivatives with respect to the GEMTIP model parameters
In the current section, we consider the GEMTIP model describing a two-phase composite medium. This
GEMTIP model is characterized by four parameters (conductivity of the host medium, σ0, fraction
volume f , time constant, τ , and relaxation coefficient, C). Therefore, the Fréchet derivatives with
respect to each GEMTIP parameter are required to invert the IP data.

The Fréchet derivative of the EM fields with respect to the conductivity of the host medium can be
computed as follows:

Fσ0
E,H

(
rj |r

)= Fσe

E,H

(
rj |r

) · ∂σe

∂σ0
,

∂σe

∂σ0
= 1 + 3f

{
1 − 1

1 + (iωτ)C

}
.

The Fréchet derivative of the EM fields with respect to the fraction volume can be computed as
follows:

Ff
E,H

(
rj |r

)= Fσe

E,H

(
rj |r

) · ∂σe

∂f
,

∂σe

∂f
= 3σ0

{
1 − 1

1 + (iωτ)C

}
.

The Fréchet derivative of the EM fields with respect to the time constant can be determined as:

Fτ
E,H

(
rj |r

)= Fσe

E,H

(
rj |r

) · ∂σe

∂τ
,

∂σe

∂τ
= σ0iωC (iωτ)C−1 {3f − (1 + 3f ) (iωτ)C

}
{
1 + (iωτ)C

}2
.

The Fréchet derivative of the EM fields with respect to the relaxation coefficient is equal to:

FC
E,H

(
rj |r

)= Fσe

E,H

(
rj |r

) · ∂σe

∂C
,
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∂σe

∂C
= σ03f (iωτ)C ln (iωτ){

1 + (iωτ)C
}2

.

Note that, in all formulas above the Fréchet derivative with respect to the effective conductivity is
given by the following expression:

Fσe

E,H

(
rj |r

)= ∂GE,H

(
rj |r

)
[�σe (r)E (r)]

∂�σe (r)
.

In order to compute the Fréchet derivatives in the time domain, one can use the Fourier transform, as
was discussed above.

12.4.3 QUANTITATIVE INTERPRETATION OF IP DATA – THE ROAD AHEAD
We have demonstrated above that the analysis of IP phenomena has to be based on models with
frequency dependent complex conductivity distribution. One of the most popular is the Cole-Cole
relaxation model, which we used in the method discussed in the previous section. However, a sim-
ilar approach can be extended to the case of conductivity relaxation model based on a generalized
effective-medium theory of induced polarization (GEMTIP) introduced in previous sections. In this
case one can determine the parameters of the GEMTIP model of the rocks forming the geological sec-
tions, using the remote EM/IP measurements on the ground. The GEMTIP model, in principle, can be
used for both mineral containing rocks and reservoir rocks. The geoelectrical parameters of this model
are determined by the intrinsic petrophysical and geometrical characteristics of the composite medium:
the mineralization and/or fluid content of the rocks, the matrix composition, porosity, anisotropy, and
polarizability of the formations. Therefore, the effective complex conductivity of this new model may
serve as a basis for determining the intrinsic characteristics of the polarizable rock formation from the
observed electrical data, such as the volume content of the different minerals and/or the hydrocarbon
saturation.

Until recently, these parameters have been determined mostly in the physical lab by direct analysis
of the rock samples. In principle, the same parameters of the rock formations can be determined in
the field from the geophysical observations using a composite geoelectrical model of the rock forma-
tions, considered above. A new composite geoelectrical model provides more realistic representation
of the complex rock formations than the conventional unimodal conductivity models. It may allow
us to model the relationships between the physical characteristics of different types of minerals (e.g.
conductivities and sulfide grain sizes) and the parameters of the relaxation model. As a result, one can
determine the internal structure and physical characteristics of the different rock formations by remote
geophysical techniques without drilling the wells. The solution of this problem requires development of
effective numerical methods for EM forward modeling and inversion in inhomogeneous media, based
on the ideas and principles formulated in Parts 2 and 3 of this text.

In summary, the goal of the EM/IP geophysical survey should be to determine the electrical con-
ductivity and the intrinsic chargeability distributions as well as the other parameters of the relaxation
model simultaneously. The recovered parameters of the relaxation model can be used for the discrim-
ination of different rocks, and in this way will provide the ability to distinguish between uneconomic
mineral deposits and zones of economic mineralization using geophysical remote sensing technology,
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which is an important goal in mineral and hydrocarbon exploration. A case study of application of the
IP method for mineral exploration is given in Chapter 17.
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A group of methods for determining the electrical structure of the earth using naturally existing elec-
tromagnetic fields rather than fields generated by a controlled source came into use about 1960, based
on theoretical concepts originally proposed by Tikhonov in the USSR and by Cagniard in France. Two
principal forms of such methods are in wide use, these being the MagnetoTelluric Sounding (MTS)
method and the MagnetoVariational (MV) method.

Basic to the operation of these methods is the fact that the ambient electromagnetic field of the earth
(the noise field) depends not only on the strengths and other characteristics of the various sources for
such fields, but also on the geoelectric structure of the earth. Two forms of electromagnetic excitation
from external field sources take place in the earth. One is related to induction from ionospheric and
magnetospheric currents, not accompanied by any direct transfer of charge (current) from the iono-
sphere into the earth. The other is the galvanic transfer of charge from the ionosphere to the earth (in
other words, by current flow from the ionosphere vertically into the earth).

The electrical conductivity of the lower atmosphere is 10−12 to 10−13 S/m, or some ten orders
of magnitude less than the conductivity of the solid earth. Therefore, indirect induction of current
flow in the earth must be much more important than galvanic flow from the ionosphere (Vanyan and
Butkovskaya, 1980). This supposition has been confirmed by experimental efforts to separate the ex-
cited fields into inductive and galvanic parts (Berdichevsky and Zhdanov, 1981). As a consequence,
we normally can ignore the galvanic contribution, and for electrical exploration, we need consider only
the inductive excitation.

13.1 EARTH EM FIELD OF EXTERNAL ORIGIN
The long-term observations show that the magnitude and direction of the Earth’s magnetic field con-
tinuously change with time. These alterations of the Earth’s magnetic field are called geomagnetic
variations. There are two types of geomagnetic variations – variations caused by internal sources, and
those of external origin (Campbell, 2003).

The internal geomagnetic variations are associated with the Earth’s main magnetic field and with
the complex processes occurring in the Earth’s core. These secular variations have periods ranging
from several decades up to many centuries. They are generated by a geodynamo mechanism within the
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Earth’s interior that continually generates the geomagnetic field. This mechanism is generally assumed
to be a convective dynamo operating in the Earth’s fluid outer core, which surrounds its solid inner
core, both being mainly composed of iron. However, the rigorous mathematical theory of the geomag-
netic dynamo is still under development now. Nevertheless, geophysicists successfully use the secular
variations to study the deep earth interior.

The geomagnetic variations associated with external sources have periods ranging from the parts of
a second up to eleven years. The external variations are caused by the physical processes occurring in
the space and in the Sun.

According to the electromagnetic induction laws, geomagnetic variations induce a transient elec-
tromagnetic field in the conductive Earth, and, the corresponding electric current. The higher the rate
of the geomagnetic variations, the stronger the current induced in the earth. The secular variations have
such long periods (centuries!), that they induce practically no current in the Earth. At the same time,
the external geomagnetic variations change vary rapidly and can induce a strong current, which is easy
to measure. This current is called telluric current (from the Latin word telluris – Earth’s). As a result
the entire field of geomagnetic variations and telluric currents is called the magnetotelluric field.

The magnetotelluric field at frequencies below 1 hertz is of particular importance, primarily because
it can be used as an energy source to probe the earth to great depths. At these low frequencies, the mag-
netotelluric field originates almost entirely from complex interactions between the Earth’s permanent
magnetic field and the flow of plasma from the sun.

Along with the electromagnetic energy radiated from the sun, about 1 percent of the energy given
off by the sun is in the form of particulate matter. This flow of particulate matter outward from the sun
is in effect a solar wind. The solar wind is a fully ionized, electrically neutral plasma. It consists of
protons, doubly charged helium ions, a small number of other positively charged particles, and enough
electrons so that the plasma is electrically neutral.

An important characteristic of a plasma is the close coupling of mechanical and electrical force
fields. Each particle in a plasma has a mass and a charge. The solar plasma we are dealing with has
distinctly different charge-to-mass ratios for the positive charges, which are protons and helium atoms,
and the negative charges, which are electrons. Each particle responds to Newtonian and Coulomb forces
according to this ratio. We require that both forces be balanced when the plasma is in equilibrium. This
leads to a coupling between mass flow and charge flow, so that any motion of the plasma causes an
electric current, and any charge flow causes mass pressure and a resulting motion. It is important to
recognize in the ensuing discussion that mass movement of the plasma around the earth requires a
related electrical current.

The solar wind is highly variable in time and space. It travels slowly in comparison with the speed
of the electromagnetic radiation from the sun; its speed lies between 300 and 700 kilometers per second
95% of the time. Because of this slow speed, the earth penetrates the solar wind at an angle depending
on its velocity, as shown by Fig. 13.1. The solar wind has aged by many hours to several days by the
time the earth penetrates it.

The solar wind exhibits some characteristic behaviors, so it is not totally unpredictable in behavior.
Both the speed and density of the solar wind vary with time, but changes tend to correlate with the
period of rotation of the Sun (27 to 32 days, depending on the latitude on the Sun). Plasma streams of
higher than normal speed are one of the most significant organized features of the solar wind. A par-
ticular stream can persist for many months, or longer than a year. They are responsible for periodically
recurring magnetic storms in the earth’s magnetic field.
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FIGURE 13.1

Magnetosphere of the Earth.

Another significant structure in the solar wind is a solar flare disturbance. Flares on the surface of
the Sun eject high-speed plasma into the wind. Such a patch of rapidly moving plasma compresses the
more slowly traveling normal solar wind in its path, forming a bow wave. This bow wave arrives at the
Earth’s orbit about 5 to 10 hours before the main body of gas comprising the solar flare disturbance.
Because the velocities of the patch of gas forming the solar flare disturbance and its bow wave are so
high, it interacts strongly with the Earth’s magnetic field when the two meet. Magnetic storms occur. In
a magnetic storm, the initial phase is caused by the bow wave entering the Earth’s magnetic field. The
higher than normal density of plasma in the bow wave adds to the normal magnetic field of the Earth.
As the main body of disturbed plasma interacts with the Earth’s magnetic field, more complicated
changes in magnetic field take place, forming the main phase of the magnetic storm.

As the Earth travels into the solar wind, either during quiet periods or during disturbed periods,
its magnetic field will interact with the plasma. As the solar wind flows around the earth, the plasma
interacts with the Earth’s magnetic field in such a way that a cavity is formed into which the solar wind
cannot penetrate. Because the speed of travel of the solar wind is almost always supersonic, a shock
wave, called the bow shock, forms in front of the magnetospheric cavity. The usual distance between
the center of the earth and the point of closest occurrence of the magnetopause, or surface through
which the solar wind cannot penetrate, is about 10 earth radii (10RE). The thickness of the shock wave
at this same location, where it will be thinnest, is about 3 RE . The region between the outer shock
surface and the magnetopause is called the magnetosheath.
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FIGURE 13.2

Ionospheric current pattern used to explain the observed changes in magnetic field on a quiet day. The
right-hand panels include only tide-produced currents, while the panels on the left include convecting polar
currents as well. The current between adjacent paths is 10,000 amperes in a counterclockwise direction for
solid lines, and 10,000 amperes in a clockwise direction for dashed lines.

13.1.1 QUIET-TIME MAGNETIC FIELD VARIATIONS
Even during undisturbed times, the magnetic field effects of the interaction of the solar wind with the
earth’s magnetic field show predictable behavior caused by the rotation of the earth, and hence, by the
movement of an observation point on the earth’s surface through a magnetic field structure which is
not symmetric about the center of the earth. On undisturbed days, the diurnal in the magnetic field
result principally from currents flowing in the E layer of the ionosphere. This quiet-day variation in
magnetic field components is called the Sq field. In large part, the fields forming Sq appear to be
caused by high speed tidal winds produced by solar heating of the atmosphere, causing a part, SO

q , of
the diurnal variation, Sq . However, it is clear that a significant part of the Sq variation, particularly at
high latitudes, is caused by induction from magnetic fields in the magnetosphere and magnetosheath.
This contribution to Sq is designated as SP

q . Fig. 13.2 shows global current flow lines (each representing
a flow of 10,000 amperes) at E-layer altitudes above the earth.

A very similar pattern correlated with the daily lunar cycle, and caused by lunar tides in the atmo-
sphere and ionosphere, is observed. The lunar-driven currents are less strong by a factor of 20 than are
the solar-driven currents.
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One notable feature of these planet-wide patterns of current is their behavior in equatorial regions.
The dip equator is the locus on earth where the earth’s constant magnetic field is precisely parallel to the
earth’s surface. Above the dip equator, the solar and lunar driven quiet day ionospheric currents form
a narrow band in which the current is strongly concentrated. This feature is known as the equatorial
electrojet.

The electrojet is only a few hundred kilometers wide, consisting of a belt in the ionosphere over
the dip equator with greatly enhanced conductivity, and hence, a greatly increased capability to carry
current when an electric field is present. A Hall current, as described in Chapter 10, flows in the third
orthogonal direction to crossed magnetic and electric fields. At the dip equator, this third orthogonal
direction is vertical. However, the thickness of the ionosphere is quite limited so that current cannot
flow in the vertical direction; instead, the upper and lower boundaries of the ionosphere are charged by
the inhibited Hall effect. It has been shown both theoretically and experimentally that as a result, the
effective conductivity in the direction of the electric field is enhanced; the additional current flowing
in the electric field direction is called a Cowling current. If there is even a slight dip to the magnetic
vector, the conductivity along the tilted field lines is sufficient to allow the polarization to leak off, and
the Cowling conductivity is much less.

13.1.2 MICROPULSATIONS
So far, we have discussed magnetic fields of external origin which are global in scale and which
have periods of a day or more. More rapid variations in the magnetic field are caused by smaller
scale disturbances in the external magnetic field; these are grouped together as magnetic micropulsa-
tions. Micropulsations are temporal variations in the Earth’s magnetic field that are quasi-periodic with
principal frequencies in the range from millihertz (mHz) to a few hertz. The amplitudes of these mi-
cropulsations are quite small, usually less than a nanotesla. In comparison, the earth’s steady field has
an amplitude of 35,000 to 55,000 nanoteslas, depending on where on the earth’s surface it is measured.

Geomagnetic micropulsations are temporal variations in the Earth’s magnetic field that have a
quasi-periodic structure with frequencies in the range from a few millihertz to several hertz. The name
“micropulsation” was first applied in the mid 1800s because of the short period and low amplitude
of the magnetic variations, which tended to make the magnetograms recorded at magnetic observa-
tories at that time fuzzy in appearance. As more sensitive, wider band magnetographs came into use,
these small-scale features were found to be rich in character. For example, the 24-hour magnetogram
shown in Fig. 13.3 for a flat response over the micropulsation band but with longer periods rejected has
features which are common on such recordings.

A major problem in the early study of micropulsations was the wide variety of signatures such
magnetic variations showed, as well as the radically different temporal increases in amplitude that var-
ious signatures exhibited. In an attempt to organize our knowledge of the causes of micropulsations, a
universal classification for geomagnetic micropulsations was adopted by the 13th General Assembly
of the International Union of Geophysics and Geodesy (IUGG) in 1963 in Berkeley, California. Sub-
sequent studies indicated that this first classification was inadequate in detail, and so it was amended
at the Second Scientific Assembly of the International Association of Geomagnetism and Aeronomy
(IAGA) in 1973 at Kyoto, Japan. Salient features of this classification are listed in Table 13.1.

A typical spectrum of the microvariational magnetic field and a comparable spectrum for the associ-
ated electric field in the earth are shown in Fig. 13.4. Electric field power density spectrums vary greatly
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FIGURE 13.3

Twenty-four hour record of electric field variations (north-south component) in the period band from 1 to
200 seconds recorded at the Cecil Green Observatory at Bergen Park, Colorado. Each raster represents one
three-hour interval.

in amplitude from location to location because they are proportional to the square root of the resistivity
of the earth in which they are measured. Both types of spectrum show an approximate power-law de-
pendence of the power density (PD{}) of the magnetic and electric fields on frequency. An observed
magnetic field power density function normally varies with frequency, ω, roughly as

PD{H } ≈ aω−3/2. (13.1)

In the following sections of this chapter, we will find that, over a uniform earth, the magnetic and
electric power densities are related as

PD{E}/ωPD{H } ≈ ρMT , (13.2)

where ρMT is the earth resistivity. Substituting Eq. (13.2) into Eq. (13.1), we obtain the corresponding
expression for the rough correlation of electric field power density with frequency:

PD{E} ≈ aρMT ω−1/2, (13.3)
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Table 13.1 Characteristics of Geomagnetic Pulsations (after Jacobs, 1970)

Class Period
(sec.)

Size
(nTesla)

Time of occurrence Characteristics

Pc1 0.2–0.5 0.05–0.1 Daytime in Auroral zone, Night and
early morning at mid latitudes

Narrow frequency band. Increased activity
a few hours before and a few days after a
magnetic storm

Pc2
Pc2
Pc3

5.0–10
10–45
45–150

0.1–1 Daytime Relatively regular pulsations with distinct
mean period. Period shortens with
increasing activity.

Pc5 150–160 1–10 Morning and evening hours Regular pulsations. Occur in local areas.
Typical for periods of moderate magnetic
activity.

Pi1 1–40 0.01–0.1 Night and early morning hours Wideband bursts. Maximum in Auroral
zones. Close correlation with aurora.

IPDP 1–40 0.01–0.1 Evening hours Wideband emissions. Maximum in
subauroral zones. Occur during main phase
of magnetic storms.

Pi2 40-150 1–5 Evening and night hours Trains of oscillations generally on the night
hemisphere. Occur with the initial phase of
substorms.

FIGURE 13.4

Typical power density spectrums for the time varying electric and magnetic fields of the Earth. The strength
and the detailed structure will vary with time and place.

where the correlation factor has the approximate value a = 1 × 10−4 nanoteslas2/hertz. These correla-
tion coefficients are useful only in order of magnitude computations, because they vary with location
on the earth and the status of the external contributions to the magnetic field.
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13.1.3 MAGNETIC STORMS
The variable part of the magnetic field shows changes of character over time. A disturbed magnetic
field is a term used to describe intervals when the magnetic field departs markedly from its normal,
or quiet-period behavior. During a disturbed period, magnetic variations can range up to thousands of
nanoteslas, and the duration of a disturbed period can range up to several days. The fluctuations often
present a picture of chaotic and apparently unpredictable variations in the magnetic field. Disturbances
are observed over a limited area, or over the whole Earth. In the latter case, the disturbance is called a
magnetic storm.

Magnetic storms are associated with solar flares. Flares often cause an increase in ionization, and
hence, the electrical conductivity, of the lower levels of the ionosphere over the sunlit hemisphere.
During magnetic storms, the quiet-day current systems is augmented with additional currents flowing
lower in the ionosphere. The beginning of a storm is most clearly evident in the horizontal component
of the magnetic field, which will increase by tens of nanoteslas in a storm with a sudden commencement
(SC). In a storm with a gradual onset, it is difficult to identify the exact moment of commencement.

Storms have been classified as being weak, moderate, or great. Obviously, the basis for this clas-
sification is the size of the magnetic disturbance, though there is no general agreement about the
differences between these classes. Weak storms have maximum changes in the vertical field of up to
150 nanoteslas, great storms have changes in the vertical magnetic component of more than 500 nan-
oteslas, and moderate storms show changes in vertical magnetic field strength someplace in between.

The frequency spectrums of magnetic storms exhibit certain consistent patterns. Storms occur more
frequently during periods of high solar activity. Both phenomena, solar activity and frequency of oc-
currence of storms, show a strong tendency to occur in 11-year cycles (Fig. 13.5). During quiet periods,
there may be 6 to 12 storms per year, while during active periods, the number increases to 25 to 40.
Also, there is a tendency for storms to be of greater intensity during periods of greater solar activity.

Chapman (1962) proposed a general classification scheme for the components of a magnetic storm
based on the physical mechanisms involved. In this scheme, the elements of a storm are named DCF,
DR, DP1, and DPC. The DPC element is the disturbance related to the solar wind which forms the ring
current in the magnetosphere, DR is the magnetic effect of the development of a ring current beneath
the magnetosphere, DP1 is the disturbance in auroral zones, and DPC is the magnetic disturbance over
the polar regions. This classification distinguishes between disturbances originating at the surface of
the magnetosphere (DCF) and those that originate in the magnetosphere (DR) from those that are partly
or completely ionospheric in character (DP1 and DR). The DCF and DR currents flow far above the
earth’s surface, and therefore, they give rise to more or less homogeneous magnetic disturbances over
the entire earth. The DP1 currents flow at lower altitudes (about 100 km above the earth’s surface) and
give rise to polar magnetic disturbances which are local in character.

13.1.4 SUBSTORMS
The notation DP1 is also used to indicate a class of magnetic disturbances with a maximum intensity in
the auroral latitudes (φ = 67.5◦). A characteristic feature of these magnetic substorms is the variation
in field character over short distances on the surface of the earth. Over distances of a few hundred
kilometers, the phase of a variation can change by 180◦ and the amplitude can vary by orders of
magnitude. The currents giving rise to substorms flow in the lower ionosphere at an altitude of about
100 kilometers.
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FIGURE 13.5

Sunspot numbers that occurred during sunspot cycle 17 (1933–1944), cycle 18 (1944–1954), and cycle 19
(1954–1964).

In polar regions, other disturbances which differ from substorms in their times of occurrence and
geographic location are common. These disturbances are grouped together in the classification as DPC
disturbances, though a more detailed subclassification is also used in which different varieties of these
disturbances are called DP2, DP3, and DP4 disturbances, each with its own diagnostic features. DP2
disturbances can occur synchronously from the poles to the equator, with a duration of about 1 hour.
The DP2 substorms are thought to be generated by a current system consisting of two vortices lying
overhead at latitudes less than 30◦.

DP3 disturbances commonly are located over one of the polar caps. They last for only a few hours.
The current system for a DP3 disturbance has the form of 2 vortices of overhead currents at latitudes
of 80 to 83◦, and occur during daylight hours.

The DP4 disturbance occurs in the polar cap, and apparently is caused by a single current vortex.

13.2 THE TIKHONOV-CAGNIARD MODEL OF THE MT FIELD
13.2.1 TIKHONOV-CAGNIARD MODEL
It has been shown by mathematical analysis that the magnetotelluric field induced by magnetospheric
or ionospheric currents behaves as a plane wave in a uniform or horizontally stratified earth. Because
of this, we can make use of a physical model in which the magnetotelluric field has the form of a
vertically travelling plane wave to develop a basis for determining the electrical conductivity profile
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of the earth. In this assumption, we must remember that the electromagnetic waves have wavelengths
in the atmosphere of a hundred or a thousand times the diameter of the earth. In spite of this, in our
analysis we will describe the electromagnetic field as being a plane wave. The concepts of waves and
wave lengths as applied to the propagation of magnetotelluric field in the earth are somewhat arbitrary,
but the concepts are both useful and traditional in the field of electrical prospecting.

The simplest case worth examining might well be that of a uniform, horizontally stratified earth,
in which the conductivity varies only with depth. The solution of Maxwell’s equations which makes
the behavior of the electromagnetic field for this structure geophysically meaningful was conceived
in the 1950s by A. N. Tikhonov in the Soviet Union (Tikhonov, 1950), and by L. Cagniard in
France (Cagniard, 1953), working independently. The power in their approach is that it is simple
and provides geophysically useful results. The further development of the principles of magnetotel-
luric theory was accomplished in the works of M. Berdichevsky, V. Dmitriev, U. Schmucker, L.
Vanyan, K. Vozoff, J. Weaver, and P. Weidelt, whose efforts transformed the method into the prac-
tical tool of deep electromagnetic study of the Earth (e.g., Berdichevsky, 1965; Berdichevsky and
Dmitriev, 1976a, 1976b, 2002, 2008; Berdichevsky and Zhdanov, 1981, 1984; Schmucker, 1970;
Vanyan and Butkovskaya, 1980; Vozoff, 1972; Weaver, 1994; Weidelt, 1975a).

We have presented in Chapter 5 the basic mathematical theory of a plane EM wave propagation in
a layered medium. In the present chapter, we will apply this theory to develop the basic principles of
magnetotelluric sounding methods.

13.2.2 CONCEPTS OF APPARENT RESISTIVITY AND SOUNDING
In the magnetotelluric (MT) method the earth’s natural electromagnetic field is used as a source field.
The receivers record the horizontal and mutually orthogonal components of electric and magnetic
fields on the surface of the Earth. The variations in amplitude and phase of the received signals can be
interpreted in terms of the resistivity structure of the subsurface using the magnetotelluric impedance,
Z, introduced in Chapter 5. As was the case with the various DC methods, it is common practice
to define an apparent resistivity in terms of measurements made over an ideally uniform earth. And,
as in the case of DC methods, it is common practice to speak of a sounding, or determination of
apparent resistivity as a function of depth in the earth. In contrast to the DC methods, where the spacing
between electrodes was used as the depth-related measurement, in the magnetotelluric method, the
frequency, or more exactly the period, of oscillations comprising the natural electromagnetic field is
used as the depth-related measurement. Because of this difference in concept, soundings made with the
MT method are termed parametric, while DC soundings are termed geometric.

If the earth is uniform in electrical character, the expression for impedance in Eq. (5.22) is

Z = ωμ0/k1, (13.4)

because in the case of a uniform earth, the layered earth correction factor, R1, is exactly unity.
This last equation can be solved directly for the electrical resistivity (or its inverse, the electrical

conductivity) by using the definition for k1:

k1 = (iωμ0/ρ1)
1/2. (13.5)
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The result is

ρ1 = 1

ωμ0
|Z|2. (13.6)

This is the Tikhonov-Cagniard formula for apparent resistivity computed from impedance measure-
ments at the surface of the earth. If the earth were perfectly uniform, the formula would give the correct
value for the resistivity. If instead, the earth is not uniform, the calculation of apparent resistivity is still
possible, but defines only an apparent resistivity loosely related to the actual resistivity distribution in
the earth. This relationship can be a meaningful one, as in the case of a simply structured earth consist-
ing of horizontal layers. Or the relationship can be obscure, as in the case of a complicated resistivity
distribution.

Solution of Maxwell’s equations has shown that the strength of an electromagnetic field penetrating
into the earth decreases with depth as electromagnetic energy is converted to heat. This conversion is
more rapid at higher frequencies.

The effective depth to which an electromagnetic field penetrates is often said to be a skin depth, or
the depth at which the field strength has been reduced by the factor e−1 = 0.3678794411 (this amount
of attenuation is a neper, a unit which is dimensionless).

The dependence of attenuation on frequency permits us to use frequency as a means for controlling
the depth to which resistivity is measured. The skin depth is a very useful way to express the effect
of attenuation because, if a second layer lies at depths greater than one skin depth, the effect of that
lower layer on the observed electromagnetic field is almost negligible. On the other hand, if the second
layer lies at a depth shallower than the skin depth, it does have an appreciable effect on the observed
electromagnetic field strengths. Of course, the transition from the one case to the other is gradual; there
is no sharply defined depth at which the second layer becomes nondetectable.

In practice, the results of magnetotelluric soundings are typically presented as a plot of apparent
resistivity either as a function of skin depth, or in terms of the square root of wave period, which
differs from skin depth only by the multiplying constant (2πμ0σ)−1/2. These sounding curves thus
reflect progressively the influence of rocks at greater depths as one goes to greater skin depths (or
periods).

13.2.3 RELATIONSHIPS BETWEEN THE MT SOUNDING CURVE AND THE ACTUAL
1-D RESISTIVITY MODEL

The magnetotelluric sounding curve can be constructed for any geoelectric structure, but has its prin-
cipal utility in cases in which the earth is at least approximately layered. For a one-dimensional earth,
the relationship between the sounding curve and the actual profile of resistivity with depth in the
earth can be obtained using Eq. (5.7) and a similar equation for the vertical derivative of the mag-
netic field:

dEx(z)/dz = iωμ0Hy(z), (13.7)

ρn(z)dHy(z)/dz = −Ex(z), (13.8)

where ρn(z) = 1/σn is the one-dimensional resistivity profile.
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Multiplying the left-hand side of Eq. (13.7) by the right-hand side of Eq. (13.8) and the right-hand
side of Eq. (13.7) by the left-hand side of Eq. (13.8), we have:

Ex(z)
dEx(z)

dz
= −iωμ0ρn(z)Hy(z)

dHy(z)

dz
.

Moving the fields Ex(z) and Hy(z) under the differentiation sign, we obtain:

1

2

dE2
x(z)

dz
= −iωμ0ρn(z)

1

2

dH 2
y (z)

dz
.

Dividing by the multiplier 1/2 and integrating over z from 0 to infinity (recognizing that Ex → 0 for
z → ∞), we can write:

E2
x(0) = iωμ0

∫ ∞

0
ρn(z)

dH 2
y (z)

dz
dz. (13.9)

Substituting (13.9) into (5.28) and then, into (13.6), we find the following expression for apparent
resistivity, ρa :

ρa =
∣∣∣∣∣ 1

H 2
0

∫ ∞

0
ρn(z)

d

dz
H 2

y (z)dz

∣∣∣∣∣ , (13.10)

where H0 = Hy(0).
We often model a stratified earth as a set of layers within each of which the resistivity is constant;

hence, the resistivity-depth profile is a piecewise constant function. For such a profile, the integral in
Eq. (13.10) can be easily evaluated over each segment in the piecewise continuous profile, resulting in
the expression

ρa =
∣∣∣∣∣∣

1

H 2
0

N∑
j=1

ρj

∫ zj

zj−1

d

dz
H 2

y (z)dz

∣∣∣∣∣∣ =
∣∣∣∣∣∣

N∑
j=1

ρjqj

∣∣∣∣∣∣ , (13.11)

where

qj = (1/H 2
0 )[H 2

y (zj ) − H 2
y (zj−1)], (13.12)

and ∣∣∣∣∣∣
N∑

j=1

qj

∣∣∣∣∣∣ = 1, zN = ∞.

We recognize that apparent resistivity is merely a weighted average of the true resistivities in the
layered sequence. The greater the amount of attenuation of the magnetic field in a given layer at depth,
the greater the weighting factor, qj , which determines the contribution of that layer to the apparent
resistivity. The greatest weight is given to the layers that lie within a skin depth of the surface. A highly
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FIGURE 13.6

Construction of an MT curve for two layers, the lower one having 1/9 the resistivity of the upper one, by
summation of the contribution from each of the two layers.

conducting layer has a much more favorable weighting factor than does a poorly conducting layer.
With lower frequencies, the skin effect diminishes in the upper layers, and so their weighting factors
decrease, while the weighting factors for deeper layers increase (Berdichevsky and Dmitriev, 1976a,
1976b).

In Fig. 13.6, the independent variable plotted on the abscissa is λ1/d1 and the dependent variable
plotted on the ordinate is ρa/ρ1. The curve is plotted to bilogarithmic coordinates, a practice which is
valuable in plotting scaled information. Consider that you might wish to use this curve for a specific
set of resistivities and a specific thickness for the overburden. You accomplish this by desalting the
variables; that is, by multiplying the abscissa by d1 and the ordinate by k1. When the data are presented
on a bilogarithmic coordinate system, this multiplication is achieved by shifting the points on the
curve by a single distance horizontally and vertically. The curve shape is not changed, but only the
coordinates of the plot have been shifted by the distances log ρ1 and log d1.

The right-hand part of Fig. 13.6 displays the magnitudes of the weighting factors q1 and q2. With
decreasing frequency, the modulus of q1 decreases from the value in the overburden, while the modulus
of q2 increases. At the same time, the apparent resistivity ρa changes gradually from ρ1 to ρ2.

Figs. 13.7 through 13.10 show MT sounding curves computed for a two-layer model, consisting of a
single uniform overburden resting on a lower half-space for various contrasts in resistivity between the
overburden and the half-space. It should be noted here that we need not specify the actual resistivity of
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FIGURE 13.7

Magnetotelluric sounding curves for a two-layer sequence in which the second layer is more resistive than the
first. The contrast in resistivity between the second layer and the first is specified by the label on each curve.
The normalized wave period is λ1/d1. The normalized resistivity is ρ2/ρ1.

the two layers, but only the ratio. Similarly, it is not necessary to specify the thickness of the layer, but
only the ratio of the thickness to the wavelength (or skin depth). These convenient factors arise because
the equation for the layered earth correction factor is linearly scalable, that is, each resistivity in the
equation can be divided by some reference resistivity (often the resistivity of the surface layer) and
each length, either a layer thickness or a wavelength, can be divided by some reference length (often
the wavelength in the surface layer, or the thickness of the first layer). When this scaling of variables in
the expression for the layered earth correction factor is carried out, R is seen to be a function of only a
set of dimensionless scaled variables.

Apparent resistivity computed using the Tikhonov-Cagniard equation is a complex quantity, nor-
mally represented by magnitude and phase. The magnitude of the apparent resistivity curves is shown
in Figs. 13.7 and 13.9, and the corresponding phase curves are shown in Figs. 13.8 and 13.10.

These apparent resistivity curves have the character desired for an electrical sounding curve: at
short wave periods (high frequencies), the apparent resistivity approaches closely the actual resistivity
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FIGURE 13.8

Phase of the magnetotelluric apparent resistivity curves. The contrast in conductivity between the second layer
and the first is specified by the label on each curve.

of the surface layer, and at long periods (low frequencies) the apparent resistivity gradually approaches
the actual resistivity for the lower half-space.

The curves for phase show a different behavior; they approach a phase shift of −45◦ both at short
periods and at long periods. The phase deviates from −45◦ at periods over which the apparent resis-
tivity is changing from one extremal value to another. If the lower half-space is relatively conductive,
the phase becomes greater, approaching zero for a perfectly conductive lower half-space. On the other
hand, if the lower half-space is relatively resistive, the phase shift becomes more negative, reaching
−90◦ if the lower half-space is a perfect insulator.

The apparent resistivity curves do not change from the resistivity of the surface layer to the resistiv-
ity of the lower half-space monotonically as the wave period increases; rather, the apparent resistivity
oscillates weakly around the resistivity for the surface layer at short periods (Fig. 13.11). These os-
cillations are caused by constructive or destructive interference as electromagnetic fields return to the
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FIGURE 13.9

Magnetotelluric sounding curves for a two-layer sequence in which the second layer is more conductive than
the first. The contrast between the resistivity of the second layer and the resistivity of the first is indicated by
the label on each curve.

surface after having been shifted in phase on travel through the earth. These fields are also strongly at-
tenuated by travel through the earth, so the interference is weak, and becomes rapidly weaker at higher
frequencies (shorter wave periods).

An important feature of the apparent resistivity and phase curves in Figs. 13.7 through 13.10 is that
the curve sets are mirror images of one another. The curves in Figs. 13.9 and 13.10 could have been
obtained simply by imaging the curves in Figs. 13.7 and 13.8 about the vertical axis.

Figs. 13.12 through 13.15 display two sets of three-layer magnetotelluric sounding curves. It can
be seen that the sounding curve does give a qualitative indication of the variation of true resistivity
with depth. The variation of ρa with inverse frequency follows the change in ρt with depth, though in
a much smoother manner.

A fundamental question which arises in the interpretation of an MT field curve, whether it be done
by curve matching, as above, or rigorous inversion methods, described in Chapters 7 and 8, is the
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FIGURE 13.10

Phase of the magnetotelluric apparent resistivity curves. The contrast in resistivity between the second layer
and the first is specified by the label on each curve.

question of uniqueness. Is there only one earth structure which will give rise to a specific sounding
curve, or are there several earth structures which can give rise to the same observed impedances? If the
latter is the case, unique determination is not possible. The question is difficult to answer in general, but
in 1965, Tikhonov demonstrated uniqueness of inversion of the MT sounding curve for a horizontally
layered earth.

While the inversion of the MT sounding curve for a laterally uniform earth is unique, the pos-
sibility of ambiguity is not totally eliminated. The question remains as to uniqueness if the earth is
permitted to have a more complicated structure. Also, uniqueness does not guarantee that two earth
models which differ from one another can be distinguished even if the curves are unique, because in
the real world, field curves are determined only within some experimental error and the differences
between two unique curves can be lost. This aspect of ambiguity was examined in more detail in
Chapter 7.
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FIGURE 13.11

Detail of the magnetotelluric sounding curves in the neighborhood of the first crossing of the unit axis.

13.3 THEORY OF THE MT AND MV TRANSFER FUNCTIONS
The expression for impedance, developed in Chapter 5, is misleadingly simple:

Z = Ex/Hy = −Ey/Hx.

We have assumed linearity of the relationships between mutually orthogonal electric and magnetic
components of the field which are used in determining the Tikhonov-Cagniard impedance:

Ex = ZHy,

Ey = −ZHx. (13.13)

It is most important to consider the question of the validity of this assumption of linearity when we
are dealing with a real, inhomogeneous earth. The answer to this question rests on a detailed analysis
of the linearity between the various components of the magnetotelluric field. We will do this analysis
using some elementary concepts of linear algebra.

13.3.1 MAGNETOTELLURIC OPERATORS: IMPEDANCE AND ADMITTANCE, TELLURIC
AND MAGNETIC

In a general case, a monochromatic field satisfies the equations,

curl H = σE + jQ,

curl E = iωμ0H, (13.14)
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FIGURE 13.12

Magnetotelluric sounding curves for a three-layer sequence. The middle layer is more conductive than the first
and last layers, which both have the same resistivity. The resistivity of the middle layer is indicated by the label
on each curve.

where jQ is the volume density of the external ionospheric and magnetospheric currents which give
rise to the magnetotelluric field. On the strength of Maxwell’s equations being linear, it is possible to
write the electric and magnetic fields as linear transformations of the current density vector, jQ (see
integral equation method in Chapter 6):

E(r) =
∫∫∫

Q

ĜE(r|r′,ω,σ )jQ(r′)dv′,

H(r) =
∫∫∫

Q

ĜH (r|r′,ω,σ )jQ(r′)dv′, (13.15)

where Q is the region within which the currents jQ are present, and ĜE and ĜH are linear operators
related to the radius vector r defining the location at which the field is observed and the radius vectors r′
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FIGURE 13.13

Phase for the magnetotelluric apparent resistivity curves shown in previous Figure.

defining the points at which the source currents jQ(r′) are flowing. These operators are functions only
of the field frequency ω and the distribution of electrical conductivity in the medium, σ . A prime, ′,
indicates that differentiation has been carried out with respect to r′.

In the theory of linear relationships between the components of the magnetotelluric fields
(Berdichevsky and Zhdanov, 1981, 1984), it has been shown that for most types of geomagnetic
variations (pulsations, microstorms, quiet-day diurnal variations and worldwide storms), jQ can be
represented as a linear transformation of some independent vector A (either real or complex) realized
using a linear operator â (see Appendix E for some definitions and properties of the linear operators
and their matrices):

jQ(r) = â(r)A. (13.16)
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FIGURE 13.14

Magnetotelluric sounding curves for a three-layer sequence. The middle layer is a virtual insulator, while the
first and last layers have a common resistivity. The ratio of the thickness of the second layer to that of the first is
indicated by the label on each curve.

The vector A is independent of the coordinate system. It characterizes the polarization and strength
of the currents flowing in the ionosphere and magnetosphere, and is called the vector field characteris-
tic.

The operator â in a general case depends on the spatial coordinates and characterizes the geometry
of the external currents, that is, the excitation of the magnetotelluric field. It is called the excitation
operator. The excitation operator does not change for one specific type of variation (micropulsations,
microstorms, Sq variations, worldwide storms), but may change from one type of variation to another.

We substitute Eq. (13.16) into (13.15). Then

E(r,ω) = ê(r,ω,σ )A, (13.17)

H(r,ω) = ĥ(r,ω,σ )A, (13.18)
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FIGURE 13.15

Phase of the magnetotelluric apparent resistivity curves of the previous Figure.

where

ê(r,ω,σ ) =
∫∫∫

Q

ĜE(r|r′,ω,σ )â(r′)dv′,

ĥ(r,ω,σ ) =
∫∫∫

Q

ĜH (r|r′,ω,σ )â(r′)dv′.

We see that the operators ê and ĥ depend on the coordinates of the observation point, r, the
frequency, ω, and the distribution of electrical conductivity in the medium, σ . These are called the
electrical and magnetic characteristic field operators. It must be stressed that while these operators,
as well as the excitation operator, â, are constant with respect to a given type of excitation, they can
change as one type of variation is replaced by another (as, for example, the transition from observations
of storm-time variations to quiet-time variations).
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Let us now assume that both characteristic operators, ê and ĥ, are invertible (that is, inverse opera-
tors ê−1 and ĥ−1 exist). Then, in accord with Eqs. (13.17) and (13.18),

A =
{

ê−1(r,ω,σ )E(r,ω)

ĥ−1(r,ω,σ )H(r,ω)

}
. (13.19)

Substituting the bottom expression from Eq. (13.19) into (13.17) and the top expression from
Eq. (13.19) into (13.18), we obtain

E(r,ω) = ê(r,ω,σ )ĥ−1(r,ω,σ )H(r,ω)

= Ẑ(r,ω,σ )H(r,ω), (13.20)

H(r,ω) = ĥ(r,ω,σ )ê−1(r,ω,σ )E(r,ω)

= Ŷ (r,ω,σ )E(r,ω)). (13.21)

Here, Ẑ and Ŷ are operators representing impedance and admittance, respectively

Ẑ(r,ω,σ ) = ê(r,ω,σ )ĥ−1(r,ω,σ ), (13.22)

Ŷ (r,ω,σ ) = ĥ(r,ω,σ )ê−1(r,ω,σ ). (13.23)

If we should measure E and H at several points on the earth’s surface (with radius vectors r and r0),
then, using Eqs. (13.17), (13.18), and (13.19), we can write

E(r,ω) = ê(r,ω,σ )ê−1(r0,ω,σ )E(r0,ω)

= t̂ (r|r0,ω,σ )E(r0), (13.24)

H(r,ω) = ĥ(r,ω,σ )ĥ−1(r0,ω,σ )H(r0,ω)

= m̂(r|r0,ω,σ )H(r0). (13.25)

Here, t̂ and m̂ are telluric and magnetic operators;

t̂ (r|r0,ω,σ ) = ê(r,ω,σ )ê−1(r0,ω,σ ),

m̂(r|r0,ω,σ ) = ĥ(r,ω,σ )ĥ−1(r0,ω,σ ). (13.26)

The operators Ẑ, Ŷ , t̂ , and m̂, are called the magnetotelluric operators. The four operators evoke the
transformation of the electric and magnetic fields one to the other. Each type of magnetotelluric varia-
tion is characterized by its own set of operators, Ẑ, Ŷ , t̂ , and m̂, which depend only on frequency, the
location of the observation point, the strength and orientation of the ionospheric and magnetospheric
currents, and the distribution of electrical conductivity in the medium, σ .

The magnetotelluric operators on a given set of basis functions have corresponding matrices which
are called the magnetotelluric matrices. Differences in these matrices reflect differences in the type
of variation being observed. For micropulsations and storm-time excitation observed at low to mid
latitudes (that is, for the variations which are most commonly used in geophysical exploration because
of the frequency window), the dimensionality of the magnetotelluric matrix is twofold (Berdichevsky
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and Zhdanov, 1984). For such fields, if the horizontal components of the electric and magnetic fields
are recorded, the matrix operators Ẑ, Ŷ , t̂ and m̂, in accord with the rules of linear algebra, take the
form:

[Zαβ ] =
[

Zxx Zxy

Zyx Zyy

]
, (13.27)

[Yαβ ] =
[

Yxx Yxy

Yyx Yyy

]
, (13.28)

[tαβ ] =
[

txx txy

tyx tyy

]
, (13.29)

[mαβ ] =
[

mxx mxy

myx myy

]
. (13.30)

Consequently, in cases of operator relationships, Eqs. (13.20), (13.21), (13.24), and (13.25), we can
write (Berdichevsky and Zhdanov, 1981, 1984):

Ex = ZxxHx + ZxyHy,

Ey = ZyxHx + ZyyHy, (13.31)

Hx = YxxEx + YxyEy,

Hy = YyxEx + YyyEy, (13.32)

Ex = txxEx(r0) + txyEy(r0),

Ey = tyxEx(r0) + tyyEy(r0), (13.33)

Hx = mxxHx(r0) + mxyHy(r0),

Hy = myxHx(r0) + myyHy(r0). (13.34)

13.3.2 INDUCTION VECTORS AND MAGNETIC AND ELECTRIC TIPPERS
When surveys are carried out in regions with a horizontally inhomogeneous geoelectric structure, the
magnetic field H will have a significant vertical component (of course, the earth’s steady magnetic field
has a significant vertical component Hz almost everywhere, but it does not contribute to electromag-
netic induction). In the case of a sea-bottom magnetoteluric survey over an area with a horizontally
inhomogeneous geoelectric structure, the electric field E will have a significant vertical component Ez.
In the theory of linear relationships, it can be shown that in cases of linear correlations of the type given
in Eq. (13.31) through Eq. (13.34), supplementary formulas can be used:

Hz = WzxHx + WzyHy, (13.35)

Ez = VzxEx + VzyEy. (13.36)
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Relationship (13.35) bears the name Wiese-Parkinson relationship. Formula (13.36) is an electric
analog of the Wiese-Parkinson relationship. These relationships reflect the fact that the vertical com-
ponents of the magnetic field Hz or electric field Ez at every point are linearly related to the horizontal
components of the same field. As was the case with the various linear relationships described earlier,
the Wiese-Parkinson relationship and its electric analog depend only on the coordinates of the observa-
tion point, r, the frequency, ω, and the distribution of electrical conductivity in the medium. The values
Wzx and Wzy , Vzx , and Vzy form complex vectors:

W = Wzxdx + Wzydy, (13.37)

V = Vzxdx + Vzydy, (13.38)

in which the real and imaginary parts are:

Re(W) = Re Wzxdx + Re Wzydy, Im(W) = Im Wzxdx + Im Wzydy, (13.39)

Re(V) = Re Vzxdx + Re Vzydy, Im(V) = Im Vzxdx + Im Vzydy (13.40)

Vector W is named the Wiese-Parkinson vector, or the induction vector. Vector W is often called a
(magnetic) tipper.

By analogy, we will call vector V an electric tipper. Note that on land the vertical component of an
electric field is negligibly small, Ez = 0, which results in a linear relationship between the horizontal
components of the electric field:

VzxEx + VzyEy = 0. (13.41)

However, in the case of measurements conducted on the sea bottom, Ez �= 0, and the electric tipper
reflects the horizontal inhomogeneities of the sea-bottom formations.

In summary, it has been shown that for an arbitrary distribution of electrical conductivity in the
earth, a linear functional relationship of the type in Eqs. (13.31) through (13.38) exists between the
components of the magnetotelluric field. The coefficients in these linear relationships (that is, the ele-
ments of the magnetotelluric matrix) are transfer functions. The elements of the magnetotelluric matrix
are invariant on rotation: they reflect the distribution of electrical conductivity in the earth, but are in-
dependent of changes in the sources of the field – the magnetospheric and ionospheric currents. The
transfer functions are also called electrical conductivity functions. The electrical conductivity func-
tions, in contrast to measured electric and magnetic fields, carry information only about the internal
geoelectric structure of the earth. Determining the electrical conductivity function is the basic step in
application of the magnetotelluric method.

Determination of the conductivity function can be accomplished through use of statistical analysis
methods including cross- and auto-correlation of field components and calculation of the coefficients
of multiple linear regression. We will review in detail the techniques currently in use for determining
the magnetotelluric matrix in the following sections.

We note in conclusion that linear operators can be considered as examples of rather more esoteric
objects in linear algebra – tensors. Frequently, the magnetotelluric operators are called magnetotelluric
tensors, and we speak of tensor impedance, tensor admittance, and telluric and magnetic tensors. In
this text, in order to retain some simplicity in mathematical presentation, we will accept the linear
operator approach and only mention the use of the tensor terminology.
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FIGURE 13.16

Model used in discussion of a magnetotelluric sounding of a layered earth. The source of the field is assumed
to be a current system circulating at high attitude. The downward traveling electromagnetic field excites
current flow in conductive layers in the earth. The electric field induced in the earth and the secondary
magnetic field accompanying currents in the earth are the quantities to be measured in carrying out a
magnetotelluric sounding.

13.3.3 SPECTRAL MAGNETOTELLURIC IMPEDANCES
In the Tikhonov-Cagniard model, which is fundamental to the theory underlying the magnetotelluric
method, the external field is taken to be a plane wave vertically incident on the earth’s surface. This
model, as we have already noted, permits the easy development of a theory for magnetotelluric sound-
ing in a horizontally homogeneous geoelectric medium. However, it is also important to solve the
problem of excitation by an arbitrary system of magnetospheric currents (Fig. 13.16). This problem is
of fundamental importance to electromagnetic sounding with controlled sources also.

We have demonstrated in Chapter 5 that, in this case we can use the spatial frequency domain (SFD)
representation of the electromagnetic field, which allows us to determine the spectral magnetotelluric
impedances.

In field practice, determination of the impedance ratios hz/h′
z |z=+0 , ex/e

′
x |z=+0 and ey/e

′
y |z=+0

is difficult, inasmuch as they are the vertical derivatives of spatial spectrums. It is necessary to transform
these ratios to use them. From the results of transformation we proceed to the ideas of magnetotelluric
and magnetovariational impedances as introduced by M. N. Berdichevsky, L. L. Vanyan, and Ye. B.
Fainberg in 1969.
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• Definition 1. The ratio of the spatial spectrums from mutually orthogonal components of the electric
and magnetic fields is called the magnetotelluric spectral impedance:

Z∗
xy = ex

hy

|z=0 , (13.42)

Z∗
yx = − ey

hx

|z=0 . (13.43)

• Definition 2. The ratio of the spatial spectrums of the vertical component to one of the horizontal
components of the magnetic field is called the magnetovariational transfer functions:

Z∗
h
x

= ωμ0kx

n2
0

hz

hx

|z=0 , (13.44)

Z∗
h
y

= ωμ0ky

n2
0

hz

hy

|z=0 , (13.45)

where n2
0 = k2

x + k2
y .

We note, however, that the spectral impedance can be evaluated either on the surface of a hor-
izontally homogeneous layered earth or on the surface of an inhomogeneous earth. In either case,
without regard to the distribution of electrical conductivity, the magnetovariational impedances are
always equal:

Z∗
h
x

= Z∗
h
y

= Z∗
h. (13.46)

To demonstrate this, consider the first Maxwellian equation in the insulating upper half-space:

curlH = 0 for z ≤ −0.

Hence, in particular

∂Hy/∂x − ∂Hx/∂y = 0 for z ≤ −0.

Transforming this expression to spatial spectrums, we obtain:

−ikxhy − (−ikyhx) = 0,

or hy/ky = hx/kx for negative z.
Recognizing the requirement for continuity of the spectrums of the horizontal components of the

field at the earth-air interface, we write:

hy

ky

∣∣∣∣
z=0

= hx

kx

∣∣∣∣
z=0

. (13.47)

This last formula indicates that the spectrums for the horizontal components of the magnetic field
on the surface of the earth are always linearly polarized (independent of the distribution of either the
ionospheric currents or the conductivity of the earth). This means that the spectrum for one of the
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components of the field can always be determined from the spectrum of the other. Substitution of
Eq. (13.47) into (13.44) also leads to Eq. (13.46).

The expression for the magnetovariational impedance spectrum can be written in the form

Z∗
h = ωμ0hz

kxhx+kyhy

∣∣∣∣
z=0

. (13.48)

On the basis of Maxwell’s condition on the divergence of the magnetic field vector:

divH = ∂Hx/∂x + ∂Hy/∂y + ∂Hz/∂z,

and writing it in the frequency domain

−ikxhx − ikyhy + h′
z = 0,

and hence

h′
z = i(kxhx + kyhy). (13.49)

Substituting Eq. (13.49) into Eq. (13.48), we finally write

Z∗
h = iωμ0

hz

h′
z

∣∣∣∣
z=0

. (13.50)

In summary, we have two magnetotelluric impedance spectrums, Z∗
xy and Z∗

yx and one magne-
tovariational impedance, Z∗

h, specified by Eq. (13.46), (13.48), or (13.50). In general, the presence of
two-dimensional or three-dimensional conductivity distributions is indicated by these three impedances
not all being equal. All three impedances will be equal when measured on the surface of a horizontally
uniform layered earth.

Furthermore, with a horizontally stratified section, we can use formula (5.19) to write

hx = − 1

iωμ0
e′
y, (13.51)

hy = 1

iωμ0
e′
x. (13.52)

Substituting Eq. (13.52) into (13.42) and (13.51) into (13.43), we obtain

Z∗
xy = iωμ0

ex

e′
x

∣∣∣∣
z=+0

,

Z∗
yx = iωμ0

ey

e′
y

∣∣∣∣∣
z=+0

. (13.53)

Considering Eqs. (5.184) and (5.203), Eqs. (13.50) and (13.53) can be combined into one:

Z∗
h = Z∗

xy = Z∗
yx = (−iωμ0/n1)R

∗
N, (13.54)
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where

n1 = (k2
x + k2

y − k2
1)1/2 = (k2

x + k2
y − iωμ0σ1)

1/2, Re(n1) > 0.

Thus, both the magnetotelluric and magnetovariational impedances are expressed in terms of the
reduced impedance spectrum R∗

N , and so, each of these impedances in a one-dimensional geoelectric
model can be designated as Z∗ and called the spectral impedance of a horizontally layered earth:

Z∗ = −(iωμ0/n1)R
∗
N. (13.55)

At this point we can review some simple properties of the spectral impedance Z∗. First of all, we
note that, for a homogeneous half-space, the spectral impedance is

Z∗ = −iωμ0/n1, (13.56)

inasmuch as

R1(d1 → ∞) = coth(n1d1) = 1

for this case.
Next, we will consider the high- and low-frequency (with respect to the temporal variable ω) asymp-

totes to Eqs. (13.44) and (13.45).

• 1. Let ω → 0 (the low-frequency asymptote). Then

Z∗(ω → 0) ∼ −iωμ0/n0, (13.57)

where the sign ∼ indicates an asymptotic equality.
We see that the right-hand side of Eq. (13.57) is independent of conductivity; that is, the earth is

transparent to the passage of electromagnetic fields at low frequencies.

• 2. Let ω become infinite (the high frequency asymptote). Then it can readily be shown that

n1(ω → ∞) ∼ −ik1. (13.58)

The minus sign in this last equation indicates that Im(k1) > 0. Consequently, Eq. (13.58) corresponds
to Eq. (13.48) with Re (n1) > 0.

Substituting Eq. (13.58) into Eq. (13.56), we have

Z∗
ω→∞ ∼ ωμ0/k1. (13.59)

That is, the spectral impedance at high temporal frequency asymptotically approaches the Tikhonov-
Cagniard impedance for a homogeneous half-space with the wave number of the near-surface rocks
(Eq. (13.48)).

This behavior can be extended in general to an N-layer sequence:

Z∗
ω→0 ∼ Z = ωμ0

k1
RN, (13.60)

where Z is the usual Tikhonov-Cagniard impedance and RN is given by Eq. (5.183).
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FIGURE 13.17

Model used in developing the concepts of internal, external, normal, and anomalous parts of an
electromagnetic field. In contrast to the model in Fig. 13.16, this model includes a region, D, with a resistivity
distribution that differs from a one-dimensional resistivity profile.

13.4 MAGNETOTELLURIC FIELDS IN HORIZONTALLY INHOMOGENEOUS
MEDIA

Up to this point, we have organized our analysis only for a simple geoelectric model, that of a hori-
zontally stratified medium. But, the real earth is inhomogeneous both horizontally and vertically. To
construct a complete model for the magnetotelluric methods, we must consider the basic features of
the propagation of the MT field in inhomogeneous conducting media (that is, for two-dimensional and
three-dimensional models, as well as one-dimensional models).

13.4.1 CONCEPTS OF EXTERNAL AND INTERNAL, NORMAL AND ANOMALOUS
PARTS OF AN ELECTROMAGNETIC FIELD

We will examine a model in which a conducting earth is bounded at z = 0 by a uniform insulating
half-space (Fig. 13.17). The distribution of electrical conductivity in the earth will be represented in
the form:

σ(r) = σn(z) + �σ(r), (13.61)

where σn(z) is the normal distribution of electrical conductivity, characteristic of an N -layered horizon-
tally stratified earth, �σ is the anomalous (disturbing) electrical conductivity, defined as the deviation
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of resistivity in an inhomogeneous region D from that of the normal section,

�σ(r) = σ(r) − σn(z), r ∈ D. (13.62)

The field in this model is excited by the flow of currents with a density jQ in a region Q in the
upper half-space (Fig. 13.17).

The distinction between internal and external fields is of great importance in the theory of electro-
magnetic induction in the earth.

Definition 1. The field excited by the magnetospheric-ionospheric currents jQ in the absence of a
conducting earth is called the external field. It is designated with the symbols He and Ee .

Definition 2. The part of the total field excited by telluric currents induced in a conducting earth is
called the internal field, and is designated by the symbols Hi and Ei .

With these definitions, the total electromagnetic field in the model will be the sum of the internal
and external fields:

H = He + Hi ,

E = Ee + Ei . (13.63)

In these equations, the external fields take the form

curl He = jQ,

curl Ee = iωμ0H. (13.64)

To describe the electromagnetic field in the model we are considering, in addition to the terms in
Eq. (13.63), we can also represent the total fields as the sum of normal Hn and En and anomalous Ha

and Ea fields:

H = Hn + Ha,

E = En + Ea. (13.65)

Definition 3. The field excited by the magnetospheric-ionospheric currents jQ in normal, horizontally
stratified earth, σn(z), is called the normal field.

Definition 4. The part of the total field contributed by the distortion of current flow, jD = �σE, in the
inhomogeneous region D is called the anomalous field.

The normal field satisfies the equations:

curl Hn =
(

jQ, z≤0
σn

n E, z≥0 ,

curl En = iωμn
0H. (13.66)
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13.4.2 ANOMALOUS ELECTROMAGNETIC FIELDS AND THEIR CLASSIFICATION
Anomalous electromagnetic fields, or electromagnetic anomalies, reflect the effect of horizontal geo-
electric inhomogeneities. Depending on the depth to the geoelectric inhomogeneity, electromagnetic
anomalies can be divided into two classes:

• a) near-surface anomalies, indicating inhomogeneities in the shallow layers forming the sedimen-
tary complex and ocean basins; and

• b) deep-seated anomalies, related to inhomogeneities in earth’s crystalline crust and upper mantle.

If near-surface and deep-seated anomalies are coincident in location, the distinction between the
two is difficult. Anomalous fields from shallow-seated structures affect current flow in deep-seated
regions, while anomalous fields from the deep-seated regions excite effects in the near surface. The
two forms of anomaly can interact in such a way that the combined effect is not merely the sum of a
deep anomaly and a shallow anomaly. Such anomalies can often be distinguished on the basis of the
distribution of deviant currents.

Broad anomalies which extend for hundreds or even thousands of kilometers over the surface of the
earth, are called regional anomalies. Regional anomalies are found over major geological structures,
such as depressions in the crystalline basement surface filled with conductive sedimentary rocks, or
zones of enhanced conductivity in the upper mantle. Anomalies associated with coastal effects and the
ocean basins are also regional in character.

Against a background of regional anomalies, one finds local anomalies which have dimensions
of tens of kilometers. These local anomalies are often associated with lateral changes in the char-
acter of sedimentary rocks, deep faults and displacements, hydrothermal action, and many other
factors which will affect the conductivity of rocks locally. The form of an electromagnetic anomaly
will depend on the geometry of the geoelectric inhomogeneity. In electrical prospecting, we talk of
two-dimensional and three-dimensional inhomogeneities. Two-dimensional inhomogeneities might be
considered to be mathematical abstractions, existing only in theory. However, if the real inhomogene-
ity has a length which is considerably greater than its width, there is considerable merit in treating it
as two-dimensional, that is, independent of one coordinate. We might call such anomalies quasi two-
dimensional. Structures which cannot be called two dimensional by any stretch of the imagination are
considered to be three-dimensional.

13.4.3 FIELDS IN TWO-DIMENSIONALLY INHOMOGENEOUS MEDIA AND THE
CONCEPTS OF E AND H POLARIZATION

In order to simplify or discussion of two-dimensional structures, we will always use coordinate systems
in which the long extent of the two-dimensional structure lies along the y axis (Fig. 13.17). We will
also assume that the current density in the magnetosphere and ionosphere will not vary along the y

direction. Therefore, the electromagnetic field in a given model will also be two-dimensional; that is,
it will not vary along the y axis.

For such two-dimensional models, we can simplify Maxwell’s equations,

curlH = σE + jQ,

curl E = iωμ0H,
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as follows. Considering that all derivatives with respect to y are zero, the scalar expressions for
Maxwell’s equations can be written as

−∂Hy/∂z = σEx + jQ
x . (13.67)

∂Hx/∂z − ∂Hz/∂x = σEy + jQ
y , (13.68)

∂Hy/∂x = σEz + jQ
z , (13.69)

−∂Ey/∂z = iωμ0Hx, (13.70)

∂Ex/∂z − ∂Ez/∂x = iωμ0Hy, (13.71)

∂Ey/∂x = iωμ0Hz, (13.72)

where σ = σ(x, z) is the conductivity as a function of location in the xz plane.
We find that only the field components Ex , Hy , and Ez are present in Eqs. (13.67), (13.69), and

(13.71), while only the components Hx , Ey , and Hz are present in Eqs. (13.68), (13.70), and (13.72).
The advantage of using two-dimensional models lies largely in the fact that Maxwell’s equations sep-
arate naturally into two independent systems:

−∂Hy/∂z = σEx + jQ
x , (13.73)

∂Ex/∂z − ∂Ez/∂x = iωμ0Hy, (13.74)

∂Hy/∂x = σEz + jQ
z , (13.75)

and

−∂Ey/∂z = iωμ0Hx, (13.76)

∂Hx/∂z − ∂Hz/∂x = σEy + jQ
y , (13.77)

∂Ey/∂x = iωμ0Hz. (13.78)

At this point, we introduce a standard notation:

EH = (Ex,0,Ez),

HH = (0,Hy,0), (13.79)

EE = (0,Ey,0),

HE = (Hx,0,Hz). (13.80)

The field EH ,HH is called an H -polarized field because the magnetic field has only a single com-
ponent, Hy , which is nonzero (that is, the magnetic field is polarized to lie always on the long axis of
the structure). Likewise, the field EE,HE is called an E-polarized field because only the single compo-
nent Ey of the electric field is nonzero (the electric field is polarized to lie always on the long axis of the
structure). Eqs. (13.73) to (13.75) characterize the behavior of the H -polarized field, and Eqs. (13.76)
to (13.78) characterize the behavior of the E-polarized field. Because these two sets of equations are
independent of one another, we conclude that when the earth is structured in only two dimensions, the
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total electromagnetic field reduces to the sum of H - and E-polarized fields which propagate in the earth
independently of one another:

E = EH + EE,

H = HH + HE.

The problem of studying the interaction of an electromagnetic field with a two-dimensionally struc-
tured earth reduces to the solution of two far simpler problems, the solution of problems for E-polarized
and H -polarized fields separately. The simplicity lies in the fact that when E-polarized or H -polarized
fields are considered, Maxwell’s vector equations reduce to scalar differential equations.

Initially, let us examine a case with E polarization (Eqs. (13.68), (13.70), and (13.72)). Substituting
Eqs. (13.70) and (13.72) into (13.68), we obtain

∇̃2Ey + k2Ey = −iωμ0j
Q
y , (13.81)

where ∇̃2 is a two-dimensional Laplace operator, ∂2/∂x2 + ∂2/∂z2, and k2 = k2(x, z) = iωμ0σ(x, z).
Thus, the y component of the electric field for E polarization satisfies a two-dimensional Helmholtz

equation with the variable wave number, k(x, z). The magnetic components of the field in this case are
found simply by differentiating Ey according to Eqs. (13.70) and (13.72).

In the case of H polarization, by substituting Eqs. (13.73) and (13.75) into Eq. (13.74), we find

∂

∂x

(
1

k2

∂Hy

∂x

)
+ ∂

∂z

(
1

k2

∂Hy

∂z

)
+ Hy = 0. (13.82)

In summary, two-dimensional models permit a great reduction in the amount of computation nec-
essary for the solution of forward or inverse geoelectric problems. Because of this, such models are
widely used in most forms of electrical exploration.

13.5 MAGNETOTELLURIC AND MAGNETOVARIATIONAL SURVEYS
Over the years, many effective and practical systems for observing the magnetotelluric field have been
developed. A number of basically different field survey approaches have been introduced: magnetotel-
luric sounding (MTS), magnetotelluric profiling (MTP), telluric current mapping (TCM), magnetovari-
ation sounding (MVS), magnetovariational profiling (MVP), geomagnetic deep sounding (GDS), and
comprehensive geoelectric deep sounding. We will now characterize each of these methods briefly.

13.5.1 THE MTS, MTP, AND TCM METHODS
The standardized magnetotelluric sounding method on land consists of recording the five components
of the magnetotelluric field, Ex , Ey , Hx , Hy , and Hz (Ez is considered to be nonexistent on the earth’s
surface), simultaneously at one or several locations. The standard field sensing system makes use of
two mutually perpendicular E-field sensing electrode pairs, M1N1 and M2N2, laid out to detect two
orthogonal E-field components, and three mutually perpendicular magnetic field sensors to detect three
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FIGURE 13.18

Layout of sensors for a single magnetotelluric sounding. Three components of the magnetic field are
measured, using sensitive vector magnetometers, often induction coils. Two components of the electric field
are detected by measuring the voltage between pairs of electrodes, usually separated by a distance of a few
hundred meters.

magnetic field components, Hx , Hy , and Hz (Fig. 13.18). The usual convention is to measure the elec-
tric field in millivolts per kilometer. This strange unit was suggested by Cagniard as being appropriate
for geophysicists, because the electrode separations normally used are of the order of a kilometer, and
the voltages normally detected are of the order of a millivolt. A unit more commonly used for express-
ing electric fields by electrical engineers is the microvolt per meter, which is numerically the same as
the millivolt per kilometer.

The magnetic field components are measured in nanoteslas, a nanotesla being one part in a billion
of the tesla, the MKS unit for magnetic field strength. Cagniard had taken the “gamma,” an antiquated
geophysical unit for the magnetic field, as his convention for defining apparent resistivity derived from
magnetotelluric data. Fortunately for geophysicists, when the MKS system is used rather than the
older cgs system of units, the geophysical unit, the gamma, is numerically the same as the new unit,
the nanotesla.

In computations, it is useful to remember that the MKS unit, the nanotesla, is convertible to the
earlier used unit, the ampere per meter, as follows:

1 nT = .01/4π A/m

or

1 A/m = 1 nT/1256.

The separation between electrode contacts used in measuring the electric field commonly ranges
from 200 to 500 meters, though for special purposes, separations of as little as a few meters and as
large as many kilometers can be used. It is normal field practice to have the two pairs of electrodes
separated along lines in orthogonal directions; this leads to a slight simplification in determining normal
components of the field, but is not necessary. The best orientations for the two pairs of electrodes
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is determined by practical considerations, such as ease of access, and by technical considerations.
The primary technical consideration is the strike of the geology. If the geology is two-dimensional in
character, as often is the case, experience has shown that, from a practical point of view, better results
are often obtained if the sensors are oriented parallel and transverse to the strike of the geological
formation.

The range of periods normally recorded will lie in the so-called magnetotelluric window; that is, in
the range of periods from one millisecond to one kilosecond. For very deep soundings, periods of one
hour (3.6 kiloseconds) or one day (86.4 kiloseconds) may be needed.

Data processing includes conversion of the time series actually measured in recording the five field
components to power density spectrums in the frequency domain and determination of the impedance
tensor, Z, and the admittance tensor, Y . The elements of these tensors are, as was shown earlier,
functions of conductivity; that is, they depend only on the location of the field station, the tempo-
ral frequency and the distribution of electrical conductivity in the earth. These functions are used in
further interpretation to construct apparent resistivity curves and in inversion to obtain a geoelectric
model. Data processing and inversion are discussed in detail in other sections of this book.

A modification of the MTS method which is simpler in concept is the magnetotelluric profiling
method. The same general type of observation equipment is used, but measurements are made over a
relatively narrow band of periods. Often the periods used cover the Pc-2 to Pc-3 bands, in the range of
10 to 100 seconds. This band is easily observable at most times, and for many regions, the impedance
which is determined lies on a rising branch of the MT sounding curve, so that even though the curve
is not defined over a broad enough period range to allow inversion to obtain a layered model, values
for the cumulative conductance can be derived. In this respect, the MTP method has proved to be most
effective in regions where measurements are made over a sedimentary sequence of a few kilometers
thickness resting on a high resistivity basement. In such areas, the value for S can be used to map
areal changes in the thickness and character of the sedimentary rocks. Maps of changing conductance
can often be used to infer the structure on the basement surface. However, such information must be
supplemented by independent information on the conductivity of the sedimentary sequence, possibly
available from electrical well logs run in control wells.

In the telluric current mapping (TCM) method, two components of the horizontal electric field, Ex

and Ey , are recorded simultaneously at two sites, one used as a fixed base station, and the other serving
as a roving station. The base station remains at its single location, while the roving station is moved
from site to site to complete a survey.

Reduction of TCM observations can be done either by visual identification of quasi-stationary vari-
ations (manual data reduction), or by temporal power density analysis of the varying telluric electric
field with subsequent determination of the telluric transfer function t (r/r0). Here, r is the radius vector
from some arbitrarily chosen origin for a coordinate system on the earth’s surface to the location of
the roving station, and r0 is the radius vector to the base station. Experience suggests that the distance
between the base station and the roving station should not exceed 80 to 100 kilometers, or the tel-
luric transfer function may prove not to be invariant (that is, the two electric fields may not be exactly
linearly correlative over large distances). If a large area is to be surveyed, several base stations may
be required, with the network of observations from one base station being “tied” to the network of
observations using the next base station.

The results of the data reduction process are used to construct maps showing the areal distribution
of various elements in the telluric-electric transfer function, or various parameters derived from those
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elements. These parameters are functions of the electrical conductivity structure. In particular, the most
useful of these maps is the map showing the distribution of cumulative conductance, S.

In the case of marine MT method, which has become widely used recently, all six components of
magnetotelluric field, Ex , Ey , Ez, Hx , Hy , and Hz, are measured on the sea bottom.

13.5.2 MVS AND MVP SURVEY METHODS
The magnetovariation profiling method consists of recording the three time-varying components of
the magnetic field, Hx , Hy , and Hz, simultaneously. Observations can be carried out using only a
single observation location which moves progressively along a profile, or by using two stations, one
a base station and the other a roving station (similar to the field procedure used in the TCM method).
Depending on the nature of the geologic problem being studied, the period band may range from
windows covering periods of a few seconds to windows covering periods of a few hours or even a
few days. Reduction of field data is accomplished either using visual identification of events (manual
processing) or by temporal power density analysis with the subsequent determination of a magnetic
transfer function, m̂(r, r0) or magnetic induction vector. The scalar components of the transfer function
or the induction vector depend only on the location of the observation site, the temporal frequency, and
the geoelectric section. Qualitative and quantitative analysis of maps showing the areal distribution of
these measurement-derived quantities often lead to meaningful conclusions of geological importance,
such as the construction of contour maps of S, the conductance of some part of the crust.

A modification of the MVP method which has not yet been widely used is the method of magne-
tovariational sounding (MVS). In the field, the same measurement technique as is used in magneto-
variational profiling is used for magnetovariational sounding. Only the objective is changed; we wish
to determine the variation of conductivity with depth, rather than along a horizontal profile. The MVS
method can be considered to be the equivalent of the MTS method, but with gradients of the magnetic
field components being used in place of the electric field observations required in the MTS method.
Using data recorded simultaneously with an array of at least three field sites which lie at relatively short
distances from one another, one can determine the horizontal gradients of the magnetic fields approx-
imately, using the differences between pairs of stations. One can then compute a transfer function, T ,
from the following formula, assuming the magnetic field components and their spatial derivatives are
linearly related:

T = −iωμ0
Hz

∂Hx/∂x + ∂Hy/∂y
. (13.83)

This transfer function, T , is numerically equal to the Tikhonov-Cagniard impedance, Z, in a later-
ally uniform (stratified) medium. Using this transfer function, one can derive an apparent resistivity for
the medium and construct a sounding curve.

If the medium is laterally inhomogeneous, the MVS and MTS methods will give different repre-
sentations of the medium. The use of the two methods together gives the potential for a more definitive
description of the geoelectric section than does the use of either method separately. The MVS method
offers the possibility of resolving the problem of “static shift,” which is described in another section.
Static shift is the most serious practical limitation that we encounter to the applicability of the MTS
method.



13.6 PROCESSING AND ANALYSIS OF MT AND MV DATA 533

13.5.3 CGDS SURVEY METHOD
It has come to be recognized that perhaps the most effective way to probe the earth with natural elec-
tromagnetic fields is through the combined use of magnetotelluric and magnetovariational methods in
what can well be called “comprehensive geoelectric deep sounding.” Such a method would require the
simultaneous observation of all five components of the field at two locations, one a base station and the
other a roving station, over a wide range of periods.

Analysis of such data sets would first consist of a temporal power density analyses for each recorded
field component, followed by a determination of each appropriate transfer function, including the
impedances, Z, the admittances, Y , the telluric and magnetic transfer functions, t and m, and the
induction vector. The redundancy provided by the determination of all these quantities related to the
geoelectric structure of the earth should permit modeling of the geoelectric structure with a much higher
degree of confidence than is possible when only one or two of these functions is used in interpretation.

13.6 PROCESSING AND ANALYSIS OF MT AND MV DATA
Processing of the data observed in magnetotelluric and magnetovariational surveys involves determi-
nation of the magnetotelluric transfer functions Z, Y , t , and m and the components of the magnetic and
electric tippers, W and V . Along with the elements of the transfer function matrices, several other ma-
trix invariants are also determined, including the effective impedance, Zef = (Det[Z])1/2 the effective
admittance, Yef = (Det[Y ])1/2, the telluric parameter, K = (Det[t])1/2, and the magnetic parameter,
L = (Det[m])1/2.

It should be noted that in practice, the linear correlation between the components of the magne-
totelluric field expressed by the functional relationships of the forms in Eqs. (13.31)–(13.34) is only
approximate, not exact. In the linear systems describing the conductivity of the earth, there exists some
noise, apparently arising from 1) departure of the actual field from the simplified form assumed in de-
riving the linear relationships (for example, departure from plane-wave behavior), and 2) measurement
noise arising from instrumentally generated error signals, or proximity to errant currents of industrial
or electrochemical origin, or other sources.

Because of this, it is necessary to introduce an additive term characterizing errors in the linear
relationship into Eqs. (13.31)–(13.34). For example, the impedance equation, Eq. (13.31), might be
written as:

Ex = ZxxHx + ZxyHy + rx,

Ey = ZyxHx + ZyyHy + ry, (13.84)

while the corresponding magnetic and electric tipper equations might be written as:

Hz = WzxHx + WzyHy + rz, (13.85)

Ez = VzxEx + VzyEy + rE
z , (13.86)

where rx , ry , rz, and rE
z , are the corresponding error functions (residual noise). Similar terms describing

errors in linearity arise in the practical reduction of experimental data in all of the Eqs. (13.32)–(13.34).
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In summary, the problem of reducing magnetotelluric observational data is essentially a statistical
problem of establishing a linear correlation between various experimental parameters in the presence
of significant noise. In this section, we will examine the most widely used methods of data reduction,
starting with the traditional method of least squares, and progressing to the newer techniques of remote
referencing and robust estimation of spectrums.

13.6.1 THE LEAST-SQUARES METHOD
Perhaps the most commonly used method of determining the parameters defining the linear rela-
tionships between experimental data is the method of least squares. We assume that in a series of
measurements, we have obtained N independent values of each component of the electric and mag-
netic fields at a given temporal frequency, ω:

Ex
i ,E

y
i ,Ez

i ,H
z
i ,Hx

i ,H
y
i , i = 1,2, ...,N.

In practice, these values have been obtained by Fourier transformation of various segments of ex-
perimentally observed time series. In accord with Eqs. (13.84) through (13.86), we write

Exi
= ZxxHxi

+ ZxyHyi
+ rxi

, (13.87)

Eyi
= ZyxHxi

+ ZyyHyi
+ ryi

, (13.88)

Hzi
= WzxHxi

+ WzyHyi
+ rzi

, (13.89)

Ezi
= VzxExi

+ VzyEyi
+ rE

zi
. (13.90)

We note that the linear relationships are complex vector functions including the error terms, rxi
, ryi

,
rzi

, and rE
zi

.
The least-squares method permits us to find some transfer function (that is, the elements of a mag-

netotelluric or magnetovariational matrix) which minimizes the sum of the squares of the moduli of
the errors in the linear relationship:

φx(Zxx,Zxy) =
N∑

i=1

|rxi
|2 =

N∑
i=1

|Exi
− ZxxHxi

− ZxyHyi
|2 = min, (13.91)

φy(Zyx,Zyy) =
N∑

i=1

|ryi
|2 =

N∑
i=1

|Eyi
− ZyxHxi

− ZyyHyi
|2 = min, (13.92)

φz(Wzx,Wzy) =
N∑

i=1

|rzi
|2 =

N∑
i=1

|Hzi
− WzxHxi

− WzyHyi
|2 = min, (13.93)

φE
z (Vzx,Vzy) =

N∑
i=1

|rE
zi

|2 =
N∑

i=1

|Ezi
− VzxExi

− VzyEyi
|2 = min . (13.94)
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In particular, the condition for minimizing the function φz(Wzx,Wzy) permitting us to find the
Wiese-Parkinson vector, is the following relationship:

∂φz

∂Wzx

= ∂φz

∂Wzy

= 0. (13.95)

We note that

|rzi
|2 = rzi

r∗
zi

= (Hzi
− WzxHxi

− WzyHyi
)(Hzi

− WzxHzi
− WzyHyi

)∗,

where the symbol (*) denotes a complex conjugate value.
Considering this last relationship and carrying out some simple algebraic operations on Eq. (13.95),

we obtain:

N∑
i=1

(Hzi
− WzxHxi

− WzyHyi
)H ∗

xi
= 0,

N∑
i=1

(Hzi
− WzxHxi

− WzyHyi
)H ∗

yi
= 0. (13.96)

Finally, solving Eq. (13.96) for Wzx and Wzy , we can write

W = SHzH · Ŝ−1
HH , (13.97)

where W, SHzH ... are columnar matrices (vectors):

W = [Wzx,Wzy],

SHzH =
[

N∑
i=1

Hzj
H ∗

xi
,

N∑
i=1

Hzi
H ∗

yi

]
, (13.98)

and ŜHH is a square matrix:

ŜHH =
[ ∑N

i=1 Hxi
H ∗

xi

∑N
i=1 Hxi

H ∗
yi∑N

i=1 Hyi
H ∗

xi

∑N
i=1 Hyi

H ∗
yi

]
. (13.99)

Using a similar approach, we find the following conditions for minimizing the functions
φx(Zxx,Zxy) and φy(Zyx,Zyy):

∂φx

∂Zxx

= ∂φx

∂Zxy

= 0, (13.100)

∂φy

∂Zyy

= ∂φy

∂Zyx

= 0. (13.101)
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We determine the impedance matrix as:

Ẑ = ŜEH · Ŝ−1
HH , (13.102)

where

Ẑ =
[

Zxx Zxy

Zyx Zyy

]
, (13.103)

ŜEH =
[ ∑N

i=1 Exi
H ∗

xi

∑N
i=1 Exi

H ∗
yi∑N

i=1 Eyi
H ∗

xi

∑N
i=1 Eyi

H ∗
yi

]
. (13.104)

We point out that the elements of matrices (13.99) and (13.104) are summations of N realizations of
temporal power density or related spectral weights for components of the electric and magnetic fields.
The spectral densities can be calculated using the auto-correlation and cross-correlation functions KEH

evaluated for an i-th interval �Ti , recorded as a time series of experimental data. For example,

Exi
H ∗

yi
= Exi

(ω)H ∗
yi

(ω) =
∫

�Ti

KExHy (τ )eiωτ dτ, (13.105)

where

KExHy (τ ) = 1

�Ti

∫
�Ti

Ex(t)Hy(t + τ)dt, (13.106)

and similarly, for other components of the magnetotelluric field.
First, the time series of experimental data are filtered using a frequency filter or by applying a

time-domain filter with the purpose of decreasing the influence of noise on the results. Narrow-band
digital filters developed by Bezruk et al. (1978) and by Berdichevsky and Bezruk (1980) are widely
used in practice. Here we will describe one such method taken from the work of Berdichevsky and
Zhdanov (1984).

Using a data set U(t) extending across a complex time window Wωc of width 2TF , there exists a fre-
quency characteristic which is triangular narrow-band filter, fωc(ω), constructed on a center frequency,
ωc (Fig. 13.19):

Uωc(t) =
∫ t+TF

t−TF

U(τ)Wωc(t − τ)dτ, (13.107)

where

Wωc(t) = ReWωc(t) + iImWωc(t) = 1

π

∫ ∞

0
fωc(ω)e−iωt dω. (13.108)

It is clear that a narrow-band filter transforms the recorded time series of magnetotelluric data into
a quasi-monochromatic variation with a center frequency ωc equal to the characteristic frequency of
the digital filter. Consequently, linear relationships of the type in Eqs. (13.87) through (13.90) can be
used for multiple values (for different moments in time, ti ) of filtered quasi-chromatic fields Exωc

(ti),
Eyωc

(ti), Hxωc
(ti), Hyωc

(ti), and Hzωc
(ti):

Exωc
(ti) = Zxx(ωc)Hxωc

(ti) + Zxy(ωc)Hyωc
(ti) + rxωc

(ti),
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FIGURE 13.19

Frequency and time domain characterization of a filter response used in processing of magnetotelluric data.

Eyωc
(ti) = Zyx(ωc)Hxωc

(ti) + Zyy(ωc)Hyωc
(ti) + ryωc

(ti), (13.109)

Hzωc
(ti) = Wzx(ωc)Hxωc

(ti) + Wzy(ωc)Hyωc
(ti) + rzωc

(ti), (13.110)

Ezωc
(ti) = Vzx(ωc)Exωc

(ti) + Vzy(ωc)Eyωc
(ti) + rE

zωc
(ti), (13.111)

with i = 1,2, ...,N and where rxωc
, ryωc

, rzωc
, and rE

zωc
, are noise terms rejected with some filter fωc .

Solving the system of Eqs. (13.109), (13.110), and (13.111) using the least squares method, we
can, as earlier, determine, for example, the impedance matrix and the Wiese-Parkinson vector for the
frequencies ωc:

Ẑ = F̂EH F̂−1
HH , (13.112)

W = FHzH F̂−1
HH . (13.113)

Here,

F̂EH =
⎡
⎣ ∑N

i=1 Exωc
(ti)H

∗
xωc

(ti)
∑N

i=1 Exωc
(ti)H

∗
yωc

(ti)∑N
i=1 Eyωc

(ti)H
∗
xωc

(ti)
∑N

i=1 Eyωc
(ti)H

∗
yωc

(ti)

⎤
⎦ ,
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F̂HH =
⎡
⎣ ∑N

i=1 Hxωc
(ti)H

∗
xωc

(ti)
∑N

i=1 Hxωc
(ti)H

∗
yωc

(ti)∑N
i=1 Hyωc

(ti)H
∗
xωc (ti)

∑N
i=1 Hyωc

(ti)H
∗
yωc

(ti)

⎤
⎦ ,

FHzH =
[

N∑
i=1

Hzωc
(ti)H

∗
xωc

(ti),

N∑
i=1

Hzωc
(ti)H

∗
yωc

(ti)

]
. (13.114)

Similar equations can be written for the electric tipper, V, as well.
The summations in Eq. (13.114) are done with the various instantaneous values for the complex am-

plitudes of the filtered fields, Exωc
(ti), Eyωc

(ti), Hxωc
(ti), Hyωc

(ti), and Hzωc
(ti). The asterisk indicates

a complex conjugate value. In order to have some control of the accuracy with which the magnetotel-
luric and magnetovariational matrices are determined, error predictors are calculated for Ex , Ey , and
Hz with respect to Hx and Hy . The term predictor is used to describe a computation in which one com-
ponent of the field is computed from the others using the determined matrices Ẑ and W. The results of
processing a data set are taken to be acceptable if the error does not exceed a few percent.

We must stress that the least-squares method, which is the basis for the approach to data reduction
that has been described above, gives the best statistically based estimates for the magnetotelluric and
induction matrices only when the residual noise components rxi

, ryi
, rzi

, rE
zi

in Eqs. (13.87)–(13.90)
satisfy the following three conditions. First, the noise components must be noncorrelated. Second, they
must be normally distributed (that is, they must follow a Gaussian distribution). Third, the errors must
be characterized by the same dispersion, σ 2.

In practice, any or all of the three conditions may be violated to some extent, and this can re-
sult in an unacceptable impact on the reliability of the magnetotelluric matrices determined using the
least-squares method. For example, correlated noise is common in field measurements, resulting in
significant confusion in the computed magnetotelluric matrix. More rarely, one encounters error pre-
dictors computed using the least-squares approach in cases where the errors in the observed data differ
markedly from normally distributed (Gaussian) errors. Finally, uniform dispersion is not always present
inasmuch as the observed dispersion of errors is linearly dependent on the amplitudes of the magne-
totelluric micropulsations, particularly at long periods. All of these factors cause the magnetotelluric
processes to be nonstationary in practice.

In more recent years, a number of improvements to the procedures for reducing magnetotelluric
data have been advanced which will permit us to overcome the problems with the least-squares method
which are listed above. Contemporary methods for processing magnetotelluric data will be described
in the next several sections.

The weighted least-squares method
Let us consider the situation in which the noise terms rxi

, ryi
, and rzi

, in the linear relationships of
(13.87)–(13.90) are uncorrelated, normally distributed, and the dispersions differ one from another.
This case has been examined by Egbert and Booker (1986); their approach is the basis for the following
development. We first scale each term in Eqs. (13.87)–(13.90) in terms of the corresponding standard
variations σxi

, σyi
, σzi

, σE
zi

:

Exi
/σxi

= ZyyHxi
/σxi

+ ZxyHyi
/σxi

+ rxi
/σxi , (13.115)

Eyi
/σyi

= ZyxHxi
/σyi

+ ZyyHyi
/σyi

+ ryi
/σyi

, (13.116)
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Hzi
/σzi

= WzxHxi
/σzi

+ WzyHyi
/σzi

+ rzi
/σzi

, (13.117)

Ezi
/σE

zi
= VzxExi

/σE
zi

+ VzyEyi
/σE

zi
+ rE

zi
/σE

zi
. (13.118)

Now, all of the errors in Eqs. (13.115)–(13.118) have unit dispersion. Thus, the standard method of
least-squares can be used to find, for example, the magnetotelluric matrix Ẑ and induction vector W:

N∑
i=1

rαi

σαi

· r∗
αi

σαi

= min . (13.119)

We define a set of weights, gαi
, which are inversely proportional to the dispersions of the errors:

gαi
= 1/σ 2

αi
(13.120)

so that Eq. (13.119) can be written as:

N∑
i=1

gαi
rαi

r∗
αi

= min . (13.121)

Expressing the errors rαi
(α = x, y, z) in terms of the components of the electromagnetic field and

the magnetotelluric and induction matrices through Eqs. (13.87)–(13.90), and accepting the standard
scheme for computations by the least squares method, we find the desired expression for the elements
of the magnetotelluric and induction matrices.

We will show next the technique for such calculations for determining the Wiese-Parkinson vector
(magnetic tipper).

First, we designate

φ
g
z (Wzx,Wzy) =

N∑
i=1

gzi
rzi

r∗
zi
.

Then, the conditions for minimizing the function φ
g
z to determine relationships are written in the form:

N∑
i=1

gzi
(Hzi

− WzxHxi
− WzyHyi

)H ∗
xi

= 0,

N∑
i=1

gzi
(Hzi

− WzxHxi
− WzyHyi

)H ∗
yi

= 0. (13.122)

Solving this set of equations for Wzx and Wzy , we find:

W = SHzgzH · Ŝ−1
HgzH

, (13.123)

where

SHzgzH =
[

N∑
i=1

gzi
Hzi

H ∗
xi

,

N∑
i=1

gzi
Hzi

H ∗
yi

]
, (13.124)
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Ŝ−1
HgzH

=
[ ∑N

i=1 gzi
Hxi

H ∗
xi

∑N
i=1 gzi

Hxi
H ∗

yi∑N
i=1 gzi

Hyi
H ∗

xi

∑N
i=1 gzi

Hyi
H ∗

yi

]
. (13.125)

The elements of the magnetotelluric matrix can be found in a similar way. Now let us designate the
first and second columns of the impedance matrix as Zx and Zy :

Zx = [Zxx,Zxy]
Zy = [Zyx,Zyy]. (13.126)

Then

Zx = SExgxH Ŝ−1
HgxH , (13.127)

Zy = SEygyH Ŝ−1
HgyH , (13.128)

where

SExgxH =
[

N∑
i=1

gxi
Exi

H ∗
xi

,

N∑
i=1

gxi
Exi

H ∗
yi

]
,

SEygyH =
[

N∑
i=1

gyi
Eyi

H ∗
xi

,

N∑
i=1

gyi
Eyi

H ∗
yi

]
, (13.129)

and the square matrices Ŝ−1
HgxH , Ŝ−1

HgyH that are obtained from Eq. (13.125) carry the multiplier gzi
to

gxi
and gyi

, respectively.
It can be seen that all of the elements in the matrices present in the right-hand parts of Eqs. (13.123),

(13.127), and (13.128) are (within the accuracy of the multiplier 1/(N −1)) averaged values of spectral
density and cross-spectral density for the various components of the magnetotelluric field.

In summary, the least-squares method with weights allows us to exclude or reduce the effect of
systematic errors with unequal dispersions on the results obtained in reducing magnetotelluric data.
We note that such a situation is readily identified on graphical presentations of the noise densities
rαi

r∗
αi

(α = x, y, z) plotted as a function of the magnetic field densities Hxi
H ∗

xi
or Hyi

H ∗
yi

(see, for
example, Egbert and Booker, 1986). However, this method cannot provide acceptable results for those
data volumes for which the noise is not normally distributed. In such cases, it is necessary to use a
robust method for evaluating errors. A robust method is one in which some data are discarded on the
basis of some arbitrary decision.

13.6.2 REMOTE REFERENCE METHOD
It has already been mentioned that in practice, there are situations in which correlated noise is present.
The basic source of such noise is of industrial origin, which when present has a profound impact on data
reduction. The effect of cross-correlated noise on the results of data reduction is abundantly clear from
Eqs. (13.97) and (13.102), which contain matrices obtained by cross correlation of various components
of the magnetotelluric field. If the noise present in the several recording channels is cross correlated,
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the matrix elements in Eqs. (13.97) and (13.102) will be distorted, which in turn leads to distortion in
the determination of the magnetotelluric and induction matrices. To avoid this problem, Gamble et al.
(1979) proposed that magnetotelluric or magnetovariational observations be made simultaneously at
two locations; one, M , an observation point, and the other, MR , a reference point, which are separated
one from the other by a distance L.

The distance, L, is chosen such that on the one hand, the noise is not cross correlated between
the two stations, and on the other, that the geoelectrical structure is reasonably similar at the two
sites. The usual distance between a station and its remote reference is a few kilometers. In the remote
reference method, the impedance and Wiese-Parkinson matrices at the observation site M are found
using Eqs. (13.97) and (13.102), with all elements of the matrices being computed using the cross
correlation of field components at the site M and at the reference site MR :

Ẑ = ŜEHR
· Ŝ−1

HHR
, (13.130)

W = SHzHR
· Ŝ−1

HHR
. (13.131)

We can see that, so long as there is uncorrelated noise at points M and MR , remote referencing can
reduce its impact on the magnetotelluric matrix to a low value. The remote reference method provides
much better results than single-station data sets in areas in which there is a strong industrial noise
component. If there is no correlated noise problem, remote referencing provides no improvement in
results.

If narrow-band digital filtering is used along with remote referencing, Eqs. (13.112) and (13.113)
for determining the impedance and Wiese-Parkinson impedances can be written as

Ẑ = F̂EHR
· F̂−1

HHR
, (13.132)

W = FHzHR
· F̂−1

HHR
. (13.133)

Similarly, it is possible to use the weighted least-squares method with remote referencing. In so
doing, the basic equations for this approach, (13.123), (13.127), and (13.128), take the form

W = SHzgz,RHR
· Ŝ−1

Hgz,RHR
, (13.134)

Zx = SExgx,RHR
· Ŝ−1

Hgx,RHR
, (13.135)

Zy = SEygy,RHR
· Ŝ−1

Hgy,RHR
, (13.136)

where gx,R , gy,R , and gz,R are weights inversely proportional to the dispersion of errors at a given
location.

13.6.3 ROBUST ESTIMATION OF MAGNETOTELLURIC AND INDUCTION MATRICES
The basis for the least-squares and weighted least-squares methods is the minimization of errors in the
linear relationship; that is, the error measured between a value predicted for one field component on
the basis of the other observed components, and the observed values. However, within these methods,
one can identify “bad” data on the basis that the error for a given point may lie at a distance of many
standard deviations from a predicted value. Such bad points strongly affect the ultimate determination
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of the electrical conductivity function. In times past, this difficulty was avoided by arbitrary deletion
of some data after a visual inspection of the field data. Egbert and Booker (1986) have suggested an
approach to deletion of bad data on a statistical basis rather than by empirical selection. Having a well
defined basis for deleting data facilitates the implementation on a computer of an editing process which
will delete a small number of observed points.

The logical flow of such a method developed by Egbert and Booker (1986) is as follows. We
examine the question of minimizing the sum of least-squares Eqs. (13.67), (13.68), and (13.69), or
weighted least-squares, Eq. (13.121), or in terms of the minimization of some more general function
Lα , α = x, y, z (these general functions are termed loss functions),

Lx(Zxx,Zxy) = min,

Ly(Zyx,Zyy) = min,

Lz(Wzx,Wzy) = min,

LE
z (Vzx,Vzy) = min, (13.137)

where

Lα =
N∑

i=1

ρ(rαi
/σα),α = x, y, z; LE

z =
N∑

i=1

ρ(rE
zi

/σE
z ). (13.138)

Here: 1) ρ(χ) is some auxiliary function chosen as a function of the norm used in minimizing the
error in the linear relationships (norm L2 indicates a least squares minimization; norm L1 indicates a
minimax minimization), and 2) we have assumed that each of the error terms rxi

, ryi
, rzi

, and rE
zi

is
characterized by the standard variations σx , σy , σz, and σE

z respectively.
In the standard approach, the least-squares function ρ(r), in accord with Eqs. (13.91) through

(13.93), has the form

ρ(r) = r · r∗. (13.139)

That is, we use the L2 norm.
The primary value in the choice of a loss function, as pointed out above, is in the way in which it

“selects out” the bad points, or statistical outliers. Experience in other fields indicates that best results
are obtained by using the L1 or minimax norm:

ρ(r) = |r|. (13.140)

In the theory of mathematical statistics, it has been established that this choice of loss function
leads to optimal evaluation of the statistical measures in situations in which the noise follows a Laplace
distribution. In magnetotelluric studies, noise appears to be best described as Gaussian after deletion of
a small number of bad points. Such behavior is observed with many physical problems. Therefore, the
most satisfactory basis for eliminating data, according to Huber (1981) is a hybrid norm: the L2 norm
for small errors in the linear relationships, and the L1 norm for large errors:

ρ(r) =
{

rr∗, | r |< a

2a | r | −a2, | r |≥ a
, (13.141)

where the choice of a = 1.5 is recommended.
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The problem of minimizing the loss function in Eq. (13.138) with the auxiliary function ρ(χ) as
defined in Eq. (13.131) can be solved using routine methods.

As an example, we will examine the problem in finding the Wiese-Parkinson matrix for the vec-
tor W. The corresponding loss function takes the form

Lz(Wzx,Wzy) =
N∑

i=1

ρ(rzi
/σz) = min, (13.142)

where

rzi
= Hzi

− WzxHxi
− WzyHyi

. (13.143)

The conditions for minimizing the function in Eq. (13.142), obviously, are:

∂Lz

∂Wzx

= − 1

σz

N∑
i=1

ρ′(rzi
/σz)Hxi

= 0,

∂Lz

∂Wzy

= − 1

σz

N∑
i=1

ρ′(rzi
/σz)Hyi

= 0, (13.144)

where “prime” denotes a derivative of the function ρ(r).
In accord with Eq. (13.141), we have:

ρ′(rz/σz) =
(

r∗
z /σz, | rz/σz |< a

a
σz

(
r∗
z /rz

)1/2
, | rz/σz |≥ a

. (13.145)

We introduce the terminology

g(r) = ρ′(r)/r∗. (13.146)

In view of Eq. (13.145),

g(rz/σz) =
(

1, | rz/σz |< a

a/ | rz |, | rz/σz |≥ a
. (13.147)

Consequently, after substituting Eq. (13.146) into (13.144), we can write

N∑
i=1

g(rzi
/σz)r

∗
zi
Hxi

= 0,

N∑
i=1

g(rzi
/σz)r

∗
zi
Hyi

= 0. (13.148)
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Finally, expressing Eq. (13.148) in complex amplitudes and taking Eq. (13.143) into account, we
write

N∑
i=1

g(rzi
/σz)(Hxi

− WzxHxi
− WzyHyi

)H ∗
xi

= 0,

N∑
i=1

g(rzi
/σz)(Hzi

− WzxHxi
− WzyHyi

)H ∗
yi

= 0. (13.149)

Comparing Eq. (13.149) with (13.122), we see that these formulas are identical when gzi
=

g(rzi
/σz). Thus, the robust method just described is conceptually equivalent to the weighted least-

squares method, but the weights are determined directly from the observed data. Data which exhibit
small errors in the linear relationship obtained in accord with Eq. (13.146) are assigned unit weight,
while bad data have lower weights the further out they fall on the error distribution. Normalizing the
dispersion with respect to σz in Eq. (13.146) permits us to determine specifically which errors are large
and which errors are small.

Egbert and Booker (1986) following the work of Huber (1981) propose the use of the following
iterative algorithm in the solution of Eq. (13.149).

Designating the elements of the Wiese-Parkinson matrices obtained using the conventional least-
squares method as W 0

zx and W 0
zy , we will calculate the error in the predicted vertical component of the

magnetic field Hz in these matrices:

r0
zi

= Hzi
− H̃ 0

zi
, (13.150)

where

H̃ 0
zi

= W 0
zxHxi

+ W 0
zyHyi

, (13.151)

and evaluate the dispersion of the error σz0 :

σz0 =
[

1

N − 1

N∑
i=1

r0
zi
(r0

zi
)∗

]
. (13.152)

We will introduce the term “modified” vertical component of the field, H
(1)
z :

H(1)
zi

= H̃zi
+ g(r0

zi
/σz0)r

0
zi
, (13.153)

where g is determined from Eq. (13.147).
Clearly, the modified data will coincide with the desired data for small errors (g = 1 for r0

zi
< aσz0 )

while for large errors, the modified values of the field will approximately match the predicted values
(that is, g < 1 for r0

zi
≥ aσz0 ).

We will replace the observed data Hz0 with the modified data H
(1)
zi

and again apply the standard
least-squares method, Eq. (13.97):

W(1) = S
H

(1)
z

Ŝ−1
HH . (13.154)
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For these matrices, we will compute the error of prediction r
(1)
zi

and its dispersion σ
(1)
z :

r(1)
zi

= H(1)
zi

− H̃ (1)
zi

, (13.155)

where H̃
(1)
zi

is the “estimated” value for the vertical component:

H̃ (1)
zi

= W(1)
zx Hxi

+ W(1)
zy Hyi

. (13.156)

Now, we will repeat the modification of the data,

H(2)
zi

= H̃ (1)
zi

+ g(r(1)
zi

/σ (1)
z )rzi

, (13.157)

and repeat all the computations. This iterative procedure is repeated until the result W(n) does not
improve the solution of Eq. (13.149).

A similar approach is used to construct an algorithm for minimizing the loss functions Lx(Zxx,Zxy)

and Ly(Zyx,Zyy), permitting us to obtain a robust evaluation for the impedance matrices. In accord
with Eq. (13.130), the corresponding iterative procedures have the form:

Ẑ(n+1) = ŜE(n+1)H Ŝ−1
HH , (13.158)

where

E(n+1)
αi

= Ẽαi
+ g(r(n)

αi
/σ (n)

α )r(n)
αi

, α = x, y, (13.159)

and Ẽαi
(α = x, y) is the value for the horizontal components of the electric field predicted at the n-th

stage of iteration:

E(n)
xi

= Z(n)
xx Hxi

+ Z(n)
xy Hyi

,

E(n)
yi

= Z(n)
yx Hxi

+ Z(n)
yy Hyi . (13.160)

The method of robust processing can be used as well in analysis of data obtained with a remote
reference (Chave et al., 1987). In this case, we should use the cross-correlation of field components at
the points M and MR to determine the appropriate terms in the matrices in Eqs. (13.154) and (13.158):

W(n+1) = S
H

(n+1)
z HR Ŝ−1

HHR, (13.161)

Ẑ(n+1) = ŜE(n+1)HRS−1
HHR . (13.162)

In conclusion, these schemes for reducing magnetotelluric and magnetovariational data are used at
the present time in computer routines which are widely used in the practice of magnetotelluric surveys.

13.6.4 GRAPHICAL PRESENTATION OF MAGNETOTELLURIC AND INDUCTION
MATRICES

It is necessary to carry out a qualitative analysis of magnetotelluric data before a quantitative inter-
pretation can be undertaken. Such quantitative procedures include the identification of normal and
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anomalous responses, classification of anomalies with respect to their geometric and frequency char-
acteristics, diagnosis of near-surface effects, localization of distorting bodies, and the choice of a class
of models which can be used in obtaining an inverse solution. The procedures used in this first stage
of interpretation mostly are graphic in nature, based on various representations of the interaction of
the electromagnetic field with the earth. Interpretation usually begins with the compilation of phase
and amplitude maps for various components of the field. In studying the relationship of anomalies to
frequency and polarization of the field, the number of maps that can be generated is so large that one
wonders if there is so much information content in such maps as to prohibit their use. In more advanced
analyses, it is useful to make dynamic presentations through the use of video sequences or some form
of virtual reality.

In an effort to have a compact and useful approach, we turn to representations of the magnetotelluric
and induction matrices. There are many ways in which such information can be compiled graphically.
For example, Wiese and Schmucker have proposed the idea of vector-based presentations. Polar dia-
grams have been suggested by Berdichevsky (1965) and by Lilley and Sloane (1976). In this book, we
will limit ourselves to consideration of vector and polar presentations.

We will take a model of an inhomogeneous earth, energized by a vertically-incident plane wave.
The Wiese-Parkinson vector W describes the relationship between the vertical magnetic component,
Hz, and the horizontal magnetic components, Hx and Hy . We represent W in terms of a pair of vectors
which are real and imaginary.

The vectors Re W and Im W are plotted on maps as induction arrows (real and imaginary). Maps are
compiled for a sequence of frequencies. The directions of the induction vectors coincides with an axis
of polarization of the horizontal magnetic field, indicating the maximum sizes of the real and imaginary
parts of Hz. The length of an arrow is scaled to be proportional to the magnitude of these quantities.
In a two-dimensional model uniform in the y direction, the real and imaginary induction arrows are
perpendicular to the axis of homogeneity. A useful characteristic of the real induction vector is the fact
that it points towards zones of increased conductivity. The behavior of the imaginary induction arrows
depends on the nature of the anomaly. If the direction reverses as the frequency decreases, the behavior
indicates a near-surface effect.

The components of the Wiese-Parkinson vectors are determined from a frequency analysis of mag-
netotelluric micropulsations. In order to obtain information more quickly, a preliminary evaluation is
based on an examination of instantaneous values of the field.

The relationship between the elements of the magnetotelluric and induction matrices and the direc-
tions of the coordinate axes x and y are best characterized through the use of polar diagrams. A polar
diagram is the trace of the tip of a vector as the direction of that vector moves through 360◦. The
vector quantity plotted can be the modulus, phase, or real or imaginary part of any element of the
magnetotelluric or induction matrices. Comparison of the polar diagrams is based on formulas for the
transformation of the vector or tensor component as it rotates about the z axis. The most informative
diagram is that based on the modulus of a vector. In such diagrams

|axx(θ)| = |ayy(θ + π

2
)|

= |a′′
xxcos2θ + (a′′

xy + a′′
yx) sin θ cos θ + a′′

yysin
2θ |
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FIGURE 13.20

Typical forms of polar diagrams for MT soundings over a two-dimensional geoelectric.

|ayx(θ)| = |axy(θ + π

2
)|

= |a′′
yx cos 2θ + (a′′

xx − a′′
yy) sin θ sin θ − a′′

xysin
2θ |

|azx(θ)| = |azy(θ + π

2
)|

= |a′
zxcos θ − a′

zysin θ |, (13.163)

where a′′
xx, a

′′
xy , a′′

yx , a′′
yy are elements of the matrix a determined with respect to the basis {d′

x , d′
y , d′

z},
and θ is the angle between d′

x and dx measured counterclockwise.
Fig. 13.20 shows typical polar diagrams for |Zxy |, |Zyy |, and |Wzy | which might be observed for

a two-dimensional medium. In the case of three-dimensional inhomogeneities, the form of the polar
diagram changes from that characteristic of a two-dimensional geoelectric structure, the change being
greater for greater departures from two-dimensionality. Polarization diagrams can be used to make
judgments about the geometry of an inhomogeneity.
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13.7 ONE-DIMENSIONAL INTERPRETATION OF MT DATA
The information obtained from a reduction of MTS data is contained in the elements of an impedance
matrix:

[Ẑ] =
[

Zxx Zxy

Zyx Zyy

]
. (13.164)

For a horizontally homogeneous medium, this matrix has a simpler form[
0 Z

Z 0

]
. (13.165)

For a horizontally uniform geoelectric model, the following relationships hold

Zxx = Zyy = 0,

Zxy = −Zyx = Z. (13.166)

The elements Zxy and Zyx are called the principal impedances, while the elements Zxx and Zyy

are called the auxiliary impedances. In general, Zxx and Zyy are nonzero, and Zxy and Zyx are un-
equal. The sizes of the principal and auxiliary impedances depend on the bearings of the coordinate
system (usually, the coordinate system coincides with the bearings of orthogonal electric and magnetic
sensors). On rotating the coordinate axes through a rotation angle θ , we obtain the impedance polar
diagrams described in the last section. An invariant of the magnetotelluric tensor (that is, a parameter
which does not change on rotation of axes) is its determinant, which defines the effective impedance:

Zef = (ZxxZyy − ZxyZyx)
1/2. (13.167)

We can see that, if Eq. (13.166) is substituted into Eq. (13.167), the effective impedance is identical
with the true impedance for a horizontally homogeneous medium.

The standard form of presentation for MTS data is the apparent resistivity curve. Such curves are
constructed using the definition of apparent resistivity for the magnetotelluric method, Eq. (13.6). In
practice, two different forms of apparent resistivity curves are usually used:

• 1) Maximum/minimum MT sounding curves, based on the principal impedance values

ρxy = 1

ωμ0

∣∣Zxy

∣∣2
,

ρyx = 1

ωμ0

∣∣Zyx

∣∣2
, (13.168)

where the resistivity ρxy is assigned the direction of the x axis, while the resistivity ρyx is assigned the
direction of the y axis.

• 2) Effective MT sounding curves, based on the effective impedance:

ρef = 1

ωμ0

∣∣Zef

∣∣2
. (13.169)



13.7 ONE-DIMENSIONAL INTERPRETATION OF MT DATA 549

In the one-dimensional Tikhonov-Cagniard model, the three curves are identical, but in a real earth,
they are not.

“Geoelectric” interpretation of magnetotelluric data consists of the construction of a model of the
geoelectric structure of the earth which is most compatible with the observed magnetotelluric in-
formation. The simplest models which are used are those based on a one-dimensional (horizontally
homogeneous) earth model. Unfortunately, in a real earth, there is always some departure from ideal
one-dimensionality, or horizontal inhomogeneity. As a consequence, there will always be some de-
parture of an observed MT sounding curve from an ideal (normal) curve computed theoretically for
some specific layered-earth model at a given sounding site. Such departures are called distortions to
an MTS curve, and the observed curves in such cases are called distorted curves. Formal interpretation
of MT sounding curves in terms of a one-dimensional structure, ignoring such distortions, leads to the
construction of a preliminary (rough) geoelectric structure. Such preliminary sections are sometimes
called stitched sections, because individual one-dimensional interpretations are sewn together like a
quilt, with no attention being paid to the way in which each sounding is affected by the change in
section indicated by the adjacent sounding.

Consideration of distortions caused by lateral change in the geoelectric section is the most vital step
in interpretation. In summary, interpretation of magnetotelluric data in one dimension consists of two
stages:

• 1) A qualitative step in interpretation consisting of an analysis of distortions to the MTS curves,
outlining of regions within the survey area characterized by similar forms of distortion, and specifi-
cation of a qualitative geoelectric model.

• 2) Quantitative interpretation, consisting of one-dimensional interpretations of the least distorted
curves to obtain a regional characterization of the quasi one-dimensional structure of the region.

We will describe the most effective methods for each stage in the next section.

13.7.1 ANALYSIS OF DISTORTED MTS CURVES
Distorted MTS curves exhibit both galvanic and inductive effects. Galvanic effects occur when the
currents causing a distortion flow across boundaries in electrical conductivity; induction effects occur
when the currents causing a distortion flow entirely within a region with constant conductivity.

In regions characterized by linear geologic structures, the axes of the measurement system are
aligned with the y axis lying along the strike of the structure, and the x axis being in the dip direction.
The corresponding MTS curves are called the longitudinal curve and the transversal curve, respec-
tively. They reflect longitudinal and transversal directions of current flow, which correspond to the
cases of E and H polarization in two-dimensional structures.

Transverse curves (H polarized) are distorted by galvanic effects for the following reasons.

• 1) The term S-effect or static shift is used to describe the distortion of the MTS curves by a shift
of the right-hand part of the sounding curve up or down along the apparent resistivity scale. It is
caused by a change in the cumulative conductance of a shallow or intermediate conductive horizon
encased in more resistant rocks.
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FIGURE 13.21

Behavior of a static electric field for a two-layer model with a hemispheroidal conductive pod in the surface
layer. The pod has a resistivity 1/9 of that of the rest of the surface layer.

An example of static shift of a magnetotelluric sounding is shown in Fig. 13.21. The model is that of
a two-layer earth, but with the inclusion of a conductive hemispheroidal mass in the surface layer. The
electric field observed within the conductive mass is significantly lower than the electric field observed
outside the mass. The magnetic field, which is contributed by currents over a very large area when
observations are made at low frequencies, is changed by an insignificant amount by the presence of
the conductive mass. As a consequence, the magnetotelluric sounding curve is shifted towards lower
apparent resistivities as shown in Fig. 13.22.

In areas where conductive masses are common, they can well cause incorrect interpretations of
the geoelectric structure if one-dimensional interpretation procedures are used. An example of this
is shown in Fig. 13.23, characterizing the results of a magnetotelluric survey made in central Utah
(USA) in the search for geothermal energy. The area of the survey is an intermontane valley, in
the center of which there was a dry lake bed. One-dimensional interpretations of the MT soundings
yielded an apparent locally conductive surface zone coincident with the dry lake bed. Also, these in-
terpretations indicated a shallowing of the conductive region of the lower crust and upper mantle to
depths of less than 10 kilometers beneath the dry lake. The depth to the same zone is many tens
of kilometers outside the lake area. Clear evidence that the structure is caused by static shift of the
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FIGURE 13.22

Static shift of a magnetotelluric curve occurs when the electric field measurement is distorted proportionately
more than the magnetic field by a small-scale inhomogeneity in the conductivity of the rock in which the
electrodes to measure the electric field are sited. Static shift usually causes an overestimate of the
conductance of the surface layer and an underestimate of the depth to the conductive part of the crust.

MT curves recorded over the dry lake is given by the close inverse correlation between the inter-
preted conductance of the surface layer and the interpreted depth to a crustal conductor, as shown in
Fig. 13.23.

Interpretation of a curve distorted by a static shift using the conventional one-dimensional approach
leads to the appearance of false geoelectric structures in the lower part of the section.

Static shift is a major impediment to the use of magnetotelluric sounding in areas where the re-
sistivity of the surface layer is not uniform laterally. There are some direct ways to minimize the
distortions caused by static shift. If the electric field is detected with very large separations between
electrode contacts (distances comparable to the maximum depth of investigation), the effects of lo-
cal inhomogeneities in electrical resistivity of the surface layer will tend to average out. Another
approach is to measure the electric field with a short separation between electrode contacts, but at
a great number of locations over an area having a radius comparable to the maximum depth of inves-
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FIGURE 13.23

Example of the generation of a false crustal structure by static shift. An MT survey was carried out in central
Utah near the town of Milford as shown on the map at the left. Depth to a postulated crustal conductor was
estimated from the descending asymptote of the observed magnetotelluric sounding curves, with the depths
shown as contoured. The plot on the right shows the correlation between the conductance of the near-surface
layer, as estimated by the rising asymptote of the MT curves, and the estimated depth to the crustal conductor.
The close inverse correlation between these two quantities is strong evidence for the feature being generated
by static shift of the MT curves. (The grid on the map at the left has a ten kilometer grid superimposed.)

tigation. When this is done, an estimate of a representative value of the electric field is obtained by
averaging the electric field observations or by constructing a model of the electrical inhomogeneities
in the surface layer. This model is used in the interpretation of geoelectric structures lying at greater
depths.

Both of these approaches to reducing the effect of static shift are strongly labor intensive and the
cost is often difficult to justify. Still another approach to combatting static shift is the use of phase
data to compute a curve resembling the magnetotelluric sounding curve. This is possible because in
most cases the phase of an MT curve is not independent of the magnitude of the apparent resistivity.
One curve can be computed from the other using the Hilbert transform. The Hilbert transform can be
used to find the phase curve from the magnetotelluric resistivity magnitude curve or the shape of the
magnitude curve from the phase curve.

The phase to magnitude transformation yields a curve for which the magnitude scale is unscaled;
that is, the magnitude at short periods tends to unity. To obtain a scaled apparent resistivity curve, it
is necessary to assign a resistivity for the first layer in the sequence. Because all transformed curves
start at the same value, the effect of static shift is not present and does not mislead the interpreter in his
initial evaluation of a profile of MT sounding curves.
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FIGURE 13.24

Example of the suppression of static shift by using the Hilbert transform of the phase curves to obtain unscaled
apparent resistivity curves. On the left, a series of MT sounding curves recorded along a profile in southern
British Columbia is shown. The differences between curves is due largely to static shift. Unscaled Hilbert
transforms of the corresponding phase curves are shown on the right.

An example of the use of the Hilbert transform is shown in Fig. 13.24. The example is taken from
an extensive magnetotelluric survey carried out in southern British Columbia (Canada) in an effort
to map a Mesozoic section (conductive) covered by a Precambrian thrust sheet (resistive). The MT
soundings were located along seismic reflection profiles to identify the probable lithology associated
with mappable reflections. MT sounding curves recorded at intervals of a few kilometers along a profile
are shown in Fig. 13.24 (the left panel). It is important to note that while the curves appear to all have
roughly the same shape, the resistivities vary by as much as an order of magnitude from curve to curve.
The similarity in shape despite the differences in apparent resistivity is a strong indication of static shift
between curves.

Apparent resistivity curves (unscaled) obtained by Hilbert transformation of the corresponding
phase curves are shown in Fig. 13.24 (the right panel). The curves lie nearly on top of one another.

The Hilbert-transformed curves can be converted to scaled curves suitable for interpretation by
assigning an appropriate resistivity for the surface layer. This assignation can be done in several ways.
One way which has been used on occasion is to carry out a regional survey of the resistivity of the
surface layer using either an electromagnetic sounding method (described in Chapter 14) or a DC
vertical electrical sounding method (described in Chapter 12).
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• 2) Screening effects caused by the presence of high resistivity zones at intermediate depths. When
MTS curves are interpreted formally with a one-dimensional model, the relief on deep-seated geo-
electric boundaries is exaggerated.

This effect can be recognized by comparing structural relief maps compiled for both the longitudi-
nal and transverse MTS curves. A diagnostic behavior is the absence or near absence of a structure on
the transverse map in combination with an exaggerated structure on the longitudinal map.

• 3) Edge effects – the channeling of current along an elongate synclinal structure or adjacent to
a steeply dipping edge of a high-resistivity horst leads to distortions. Such edge effects cause a
pronounced weakening of the component of the electric field in the dip direction (normal to the
strike of the edge). As a consequence, the long-period part of the curve ρ⊥ is shifted downward
along the apparent resistivity axis and is deformed. This deformation is related to hypothetical
“charges” which one might visualize at surfaces where current flows across boundaries in resistivity,
giving rise to a distortion that can be viewed as galvanic in origin. These arise at any frequency of
the electromagnetic field.

The edge effect gives rise to an effective polarization of low frequency telluric currents along the
axes of syncline-like structures, inasmuch as the component of the telluric field flowing along the
structure exhibits practically no change from normal. Thus, ρ‖ is unchanged and induction effects do
appear: ρ⊥ decreases near positive structural elements (anticlines) and increases near negative structure
elements (synclines).

In summary, for E polarization, ρ⊥ curves are distorted by an induction effect which causes false
inflections and minimums to appear. Because the amount of electromagnetic induction increases with
increasing frequency, distortion caused by induction effects will decrease at low frequencies.

Fig. 13.25 shows longitudinal and transversal MTS curves which would be observed over a two-
dimensional horst-like geoelectrical structure. The transverse curve, ρ⊥, is distorted by the S effect,
which shifts the left-hand part of the curve upward. Routine one-dimensional interpretation of these
curves leads to an exaggerated depth to the conducting basement (ρ3 = 0).

A longitudinal curve located over the center of the horst shows the effects of distortion by induction:
it has a false minimum caused by channeling effects of the conductive zones adjacent to the horst. At
lower frequencies, the induction effects are diminished, and the downward trending part of the sounding
curve permits determination of the correct depth to the conducting basement.

It should be noted that in regions of complex geology which are described as three-dimensional
geoelectrical models, the same effects are observed as in the two-dimensional models, though to a
lesser degree. However, these effects are commonly complicated by the presence of specific three-
dimensional distorting effects of polarization and depolarization (focusing and defocusing) of currents
in the neighborhood of quasi-spherical bodies.

The causes for various distortions to MTS curves are studied using numerical modeling of geologic
settings peculiar to each individual surveyed region.
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FIGURE 13.25

Distortion caused to magnetotelluric sounding curves by lateral changes in the geoelectric structure. The
model is that of a graben extending in the y-direction. The solid curve and the short-dashed curve were
computed for electric-field polarizations as indicated. The long-dashed curve is the curve corresponding to a
one-dimensional model in which the surface layer has the thickness corresponding to the depth of the graben.

13.7.2 QUICK AND DIRTY MTS ANALYSIS
After analysis and identification of distortions, one may proceed with a formal one-dimensional inter-
pretation of the least distorted curves, using a one-dimensional inversion scheme. As is the case with
inversion of other types of geoelectric data, the inversion of magnetotelluric data is an ill-posed prob-
lem in the mathematical sense; that is, large changes in the forward model can cause only negligible
changes in the observed field, and conversely. Consequently, regularization of the problem is required;
that is, the inversion must be done in terms of some equivalent well-posed problem. The choice of
an equivalent well posed model depends on the use of any supplementary information which may be
available, along with various hypotheses about which structures are geologically reasonable in the area
of the survey.

The principal stumbling block met in interpretation by inversion is that the process is nonlinear.
As a consequence, inversion must proceed as a trial and error process; that is, the error between a
postulated model and a set of field data is progressively reduced in an iterative process. If the initial
choice of a model is made poorly, the number of iterations needed to improve the model may be quite
large. This leads to the need for a procedure to make a reasonable choice for the initial model used in
inversion. The procedure to arrive at an approximate model with a minimum of effort has been called
quick and dirty interpretation, or interpretation by rules of thumb.

First of all, we will describe the use of asymptotic formulas to obtain generalized parameters for
the section. We will consider two alternative models: model 1, in which a sequence of layers with
a cumulative longitudinal conductance, S, lies on an insulating substratum, and model 2, in which a
sequence of layers with a total thickness, D, lies on a perfectly conducting substratum. In accord with
the expressions for the low frequency asymptote of the Tikhonov-Cagniard impedance we have:
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Model 1:

as ω → 0,Z ∼ 1/S,

and ρa ≈ 1/ωμ0S
2. (13.170)

Model 2:

as ω → 0,Z ∼ −iωμ0D,

and ρa ≈ ωμ0D
2. (13.171)

The low-frequency portions of MT apparent resistivity curves plotted to bilogarithmic coordinates
(the Napierian transform) will approach straight lines, x = a + by, asymptotically:

Model 1:

log ρa = 2 log T 1/2 − log 2πμ0S
2.

Model 2:

log ρa = −2 log T 1/2 + log 2πμ0D
2,

with loci that depend directly on S and D. The asymptotes are called S- and D-lines (Fig. 13.22). D

and S are found easily from these loci:

S2 = TS/(2πμ0),

D2 = TD/(2πμ0), (13.172)

where TS and TD are the abscissas at which the S and D lines intersect the horizontal line ρa = 1.
A very rapid approach to rough interpretation of a magnetotelluric sounding curve is the fitting of

rising and falling asymptotes which characterize the conductance of conductive layers and the thickness
of resistive layers. A set of such asymptotic curves is given in Fig. 13.26. To use these curves, an MT
field curve to be interpreted is plotted to the same dimensioned coordinates as used in Fig. 13.26.
The sheet with the field curve is superimposed exactly over the plot of Fig. 13.26. Rising and falling
asymptotes are then picked which yield the conductances and thicknesses of the corresponding layers.

Approaches which lead to definition of a quick and dirty model with higher resolution are provided
by various algebraic and differential transformations of the ρa curve. Many such transformations have
been proposed, but the most popular at present seems to be the Niblett or Bostick transform which
can be developed as follows. Inasmuch as ρa is a weighted average resistivity, it might be represented
approximately as

ρa ≈ z/

∫ z

0
σ(z)dz,

where the running variable z is an effective depth of penetration, defined from Eqs. (13.170) and
(13.171) as

z2 = D2 = ρa

ωμ0
= ρaT

2πμ0
. (13.173)
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FIGURE 13.26

Dimensioned asymptotes to magnetotelluric sounding curves for two-layer cases with a perfect insulator at
depth (S-curves) or a perfect insulator at depth (D-curves).

Then

z/ρa ≈
∫ z

0
σ(z)dz. (13.174)

Differentiating both sides of this last equation with respect to z, we have

ρ(z) =
[

d

dz

(
z

ρa

)]−1

, (13.175)

where

d

dz

z

ρa

= 1

ρa

− z

ρ2
a

dρa

dz
= 1

ρa

− dρa

ρa

/
dz

z
. (13.176)

On the strength of Eq. (13.173),

dz = 1√
2πμ0

(
√

ρad
√

T + √
T d

√
ρa),
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FIGURE 13.27

Example of the use of the Niblett-Bostick transform to obtain an approximate inversion of an MT sounding
curve. The actual resistivity-depth profile is shown on the left. The curve on the right is the Niblett transform of
the magnetotelluric curve for the model on the left.

and so

dz

z
=

(
d
√

T√
T

+ d
√

ρ
a√

ρa

)
=

(
d
√

T√
T

+ 1

2

dρa

ρa

)
. (13.177)

Substituting Eq. (13.177) into (13.176), and then into (13.175), we have

ρ(z) = ρa

(
2d

√
T /

√
T + dρa/ρa

2d
√

T/
√

T − dρa/ρa

)
.

Introducing the notation

dρa

ρa

/
d
√

T√
T

= d log ρa/d log
√

T = m, (13.178)

finally we can write

ρ(z) = ρa(2 + m)/(2 − m). (13.179)

Fig. 13.27 shows a theoretical MTS curve for a two-layer model with a uniform upper layer and
a lower region in which the conductivity increases exponentially with depth. Transformation of the
MTS curve using Eqs. (13.174) and (13.177) leads to a sharpening of the resultant curve at the base of
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the surface layer, and the resistivity at greater depths is closer to the actual resistivity. Such a pseudo-
inversion is reasonably correct and easy to carry out, and even though the procedure is quick and dirty,
the curve computed from the pseudo-inverted model is very similar to a correctly inverted resistivity
profile.

13.7.3 QUANTITATIVE INTERPRETATION OF MTS CURVES WITH ONE-DIMENSIONAL
MODELS

In the middle of the last century, at the beginning of the development of the MTS method, sophis-
ticated manual techniques for matching an observed MTS curve to a precalculated set of theoretical
curves were developed. The modern interpretation methods are based on the principle of the regularized
inversion discussed in Chapter 7. Such methods are reliable and have the advantage that interpretations
can be made uniformly.

The standard methods of interpreting MTS data are based on the automatic determination of a
“best” model compatible with the data. In the inversion algorithms, one of the quick and dirty interpre-
tation methods described in the last section can be used to formulate an “initial estimate” (sometimes
disparagingly called a “first guess”) of a resistivity-depth profile.

13.8 INTERPRETATION OF MVP AND GDS DATA
Magnetovariational and magnetotelluric surveys carried out over the last several decades in many dif-
ferent geological regions have in many cases led to the recognition of examples of anomalous behavior
of the natural electromagnetic field of the earth. These anomalies represent inhomogeneities in the
geoelectric structure of the earth’s crust and mantle related to relief on the surface of the crystalline
basement, tectonic faults, the presence of oil and gas reservoirs, hydrothermal phenomena, and simply
tectonic pressure effects. Such studies are of great value because they provide important information
on the petrophysical character, thermodynamics, and phase composition of rocks at great depth in the
earth, information which cannot be obtained with any other method. All of this information is useful in
regional predictions of the prospective mineral and energy resources. The study of these deep-seated
anomalies is carried out with magnetovariational profiling (MVP) and with geomagnetic deep sounding
(GDS), an approach which, when applied to its fullest extent, involves a combination of magnetotel-
luric and magnetovariational measurements.

The existence of a linear relationship between the components of the earth’s natural electromagnetic
field makes it unnecessary that all observations be done simultaneously over a network of stations, as
often has been done in the past. The spatial behavior of the field can be determined using simultaneous
observations at only two sites, one of which serves as a base station, Mo, and the other being a roving
station, M . If the telluric, t̂ , and magnetic, m̂, transfer functions are determined for the pairs of stations,
for each roving location,

E(r) = t̂ (r|ro)Ẑ
0H0,

H(r) = m̂(r|r0)H0, (13.180)
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where Ẑ0 = Ẑ(r0) and H0 = H(r0) are impedance and magnetic field observed at the base station, and
H0 is an arbitrarily specified vector.

Knowing t̂ , m̂, and Ẑ0, it is possible to find the distribution of E and H for any polarization of the
normalizing magnetic field.

For magnetic micropulsations and storms, Eq. (13.180) takes the following scalar form:

Eα̃(r) =
∑

γ̃=x,y

tα̃γ̃ (r|r0)
∑

β̃=x,y

Z0
γ̃ β̃

H 0
β̃
, α̃ = x, y;

Hα̃(r) =
∑

β̃=x,y

mα̃β̃ (r|r0)H
0
β̃
, (13.181)

that is, the distribution of E and H is fully described by the horizontal vector Ho
τ .

Another approach to finding the distribution of E and H is based on the arbitrarily specified electric
field, E0 = E(r0) at the base station:

Eα̃(r) =
∑

β̃=x,y

tα̃β̃ (r|r0)E
0
β̃

(13.182)

Hα(r) =
∑

γ̃=x,y

mα̃γ̃ (r|r0)
∑

β̃=x,y

Y 0
γ̃ β̃

E0
β̃
, (13.183)

where Ŷ 0 = Ŷ (r0) is the admittance at the base station. And so, we can find the distribution of E and
H for any polarization of the electric field at the base station.

The reference fields, both electric and magnetic, must be chosen so that the anomalous field is
maximally expressed. In quasi-two-dimensional situations, this can be achieved by using the transverse
magnetic field and the longitudinal electric field. For a three-dimensional case, the reference E field
can be taken to be that field directly related to the flow of current in the earth. Best results are obtained
when the base station is in a region of normal behavior.

And so, after reducing the MVP or GDS data, we obtain maps of the spatial distribution of varia-
tions of the magnetic and telluric fields over some region, or along some profile, for a wide range of
frequencies. Interpretation of these data consists of the construction of a two-dimensional or even a
three-dimensional geoelectric model for the surveyed region. At present, this is done in two steps.

• Step 1. Analysis of the electromagnetic field. This step consists of separating the observed electro-
magnetic field into internal and external parts, normal and anomalous parts, and shallow and deep
anomalies.

• Step 2. Solution of the inverse geoelectric problem.

We will now consider the most effective methods for use in each stage.

13.8.1 SEPARATION OF FIELDS INTO INTERNAL AND EXTERNAL PARTS
One of the first problems to be solved by analysis of the geomagnetic field is the matter of separation
into internal and external parts by Gauss in the mid-19th century. The external part of the field is that
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part which has its origin in ionospheric and magnetospheric currents when the earth is nonconductive
while the internal part is that due to the flow of currents induced within the earth. The importance of
separating the internal and external fields is that, by so doing, we can recognize whether an anomalous
magnetic field observed at the surface of the earth is associated with an inhomogeneous distribution
of current in the ionosphere or an inhomogeneous geoelectric structure in the earth. The internal field,
which is separated from the total field, is then further analyzed to determine the earth structure.

Let us consider a planar model in which the upper half-space is the insulating atmosphere and the
lower half-space is the conducting earth. The current flow jQ is localized in a region Q in the upper
half-space. The fields in this model satisfy the equations:

curl H = jQ,

curl E = iωμ0H, (13.184)

for z ≤ −0 and

curl H = σE,

curl E = iωμ0H, (13.185)

for z ≥ +0, where σ is the electrical conductivity of the lower half-space.
Introducing the definition jE = σE for the currents induced in the earth, we can write Eq. (13.185)

in the form

curl H = jE,

curl E = iωμ0H. (13.186)

Consequently, the total field, written as the sum of internal and external parts, is

H = He + Hi ,

E = Ee + Ei ,

where the external fields are related to the currents jQ and the internal fields to the current jE by the
following equations:

curl He = jQ,

curl Ee = iωμe
0H, (13.187)

curl Hi = jE,

curl Ei = iωμi
0H. (13.188)

Let us divide the total geomagnetic field into external and internal parts. The first step is to express
the magnetic field in the upper half-space in terms of a scalar potential:

H = −grad U = −∂U

∂x
dx − ∂U

∂y
dy − ∂U

∂z
dz, (13.189)
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where

∇2U = 0 for z ≤ −0, (13.190)

and also

U = Ue + Ui. (13.191)

We will represent U and H as Fourier transform integrals:

U = 1

4π2

∫∫ ∞

−∞
ue−i(kxx+kyy)dkxdky, (13.192)

H|z=0 = 1

4π2

∫∫ ∞

−∞
h|z=0e

−i(kxx+kyy)dkxdky, (13.193)

where kx and ky are spatial wave numbers in the axial directions x and y, dQ is the height of the region
Q above the earth’s surface, and u = u(kx, ky, z) and h = h(kx, ky, z) are the spectral densities related
to U and �H through the inverse Fourier transform. In accord with Eq. (13.189),

hx |z=0 = ikxu|z=0,

hy |z=0 = ikyu|z=0,

hz|z=0 = −u′|z=0, (13.194)

where the primes designate differentiation with respect to z. In addition to Eq. (13.190), u satisfies the
one-dimensional Helmholtz equation

u′′ = n2
0u, (13.195)

where

n2
0 = k2

x + k2
y.

The general solution to Eq. (13.195) has the form

u = u+en0z + u−e−n0z, (13.196)

where u− and u+ are arbitrary constants.
When we represent the potentials for the external and internal fields as Fourier integrals:

Ue = 1

4π2

∫∫ ∞

−∞
uee−i(kxx+kyy)dkxdky,

Ui = 1

4π2

∫∫
uie−i(kxx+kyy)dkxdky, (13.197)

it is obvious that

ue = u−e−n0z,

ui = u+en0z, (13.198)
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because the external field decays as z becomes −∞, and the internal field as z approaches +∞.
In summary, the problem of determining the external and internal parts of the geomagnetic field for

a given earth model reduces to evaluating the constants u+ and u−. We will now solve this problem.
To do so, we substitute Eq. (13.196) into (13.194):

hx |z=0 = ikx(u
+ + u−),

hy |z=0 = iky(u
+ + u−),

hz|z=0 = −n0(u
+ − u−), (13.199)

and hence

u+ = 1

2

(
hx

ikx

∣∣∣∣z=0 − 1

n0
hz

∣∣∣∣
z=0

)
,

u− = 1

2

(
hx

ikx

∣∣∣∣z=0 + 1

n0
hz

∣∣∣∣
z=0

)
. (13.200)

It is a simple matter to determine the spectral densities for the potentials of the external and internal
parts of the field; we merely substitute Eq. (13.200) into (13.198). Inasmuch as each component of
the external and internal fields is related to a corresponding formula for potential like Eq. (13.194), by
considering Eqs. (13.198) and (13.200) we can write:

he
x |z=0 = 1

2

(
hx

∣∣∣∣z=0 + ikx

n0
hz

∣∣∣∣
z=0

)
,

he
y |z=0 = 1

2

(
hy

∣∣∣∣z=0 + iky

n0
hz

∣∣∣∣
z=0

)
,

he
z|z=0 = 1

2

(
hz

∣∣∣∣z=0 + n0

ikx

hx

∣∣∣∣
z=0

)
= 1

2

(
hz|z=0 + n0

iky

hy |z=0)

)
,

hi
x |z=0 = 1

2

(
hx

∣∣∣∣z=0 − ikx

n0
hz

∣∣∣∣
z=0

)
,

hi
y |z=0 = 1

2

(
hy

∣∣∣∣z=0 − iky

n0
hz

∣∣∣∣
z=0

)
,

hi
z|z=0 = 1

2

(
hz

∣∣∣∣z=0 − n0

ikx

hx

∣∣∣∣
z=0

)
= 1

2

(
hz

∣∣∣∣z=0 − n0

iky

hy

∣∣∣∣
z=0

)
, (13.201)

where it has been taken into account that, because

curlzH |z=0 = 0 ,

the spectral densities for the horizontal components of the magnetic field are proportional to one an-
other:

kxhy |z=0 = kyhx |z=0. (13.202)
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Synthesizing Eq. (13.201), we have

He,i |z=0 = 1

4π2

∫∫ ∞

−∞
he,i

∣∣∣z=0e
−i(kx x+ky y)dkxdky . (13.203)

And so, the problem of separating a field into its external and internal parts has been solved.
We take note that knowledge of the ratio of the spectral densities for the potentials characterizing the

external and internal parts of the field permits us to determine the spectrum of the magnetic impedance.
Furthermore, we have

Z∗
h = iωμ0

n0
· ui − ue

ui + ue

∣∣∣∣z=0 = iωμ0

n0
· 1 − ue/ui

1 + ue/ui
/ui

∣∣∣∣
z =0

. (13.204)

On the other hand, ue/ui |z=0 can be expressed in terms of impedance:

ue

ui

∣∣∣∣z=0 = u−

u+ = iωμ0/n0 − Z∗
h

iωμ0/n0 + Z∗
h

, (13.205)

and moreover

he
x/hi

x = he
y/hi

y = u−/u+ = ue/ei . (13.206)

In summary, the ratio of the spectral densities for the external and internal parts of the magnetic
potential at the surface of an earth with an arbitrary distribution of electrical conductivity is controlled
only by the magnetic spectral impedance of the earth.

We should note in the conclusion of this section, that in a similar way one can separate the field
into the upgoing and downgoing parts. This problem arises in the case of the marine electromagnetic
surveys, which will be discussed in Chapter 15.

13.8.2 SEPARATION OF FIELDS INTO NORMAL AND ANOMALOUS PARTS
Simple methods for separating a geomagnetic field into normal and anomalous parts are based on dif-
ferences in the spatial structures of the normal and anomalous fields (assuming that short wavelength
anomalies in the anomalous field are superimposed on longer wavelength variations in the normal
field). Based on this, smoothing and extrapolation are our tools. Such an approach should also be ef-
fective for recognizing local anomalies, but it may also show very deep phenomena if a strong regional
component is present. The problem at hand can be formulated as follows: the distribution of an elec-
tromagnetic field E,H is given over the surface of the earth; it is required that we separate the field into
normal and anomalous parts using whatever information is available about the normal geoelectric sec-
tion. The problem is logically related to Gauss’s problem of dividing the field into external and internal
parts. In this respect, we select the external field and compute a spectral impedance for a normal earth.
From this, we predict the normal internal field and then by simple decomposition we find the normal
and anomalous parts of the whole field.

From another point of view, the anomalous field found on the surface of the earth, as noted earlier,
can be separated into two major groups:



13.9 3-D MAGNETOTELLURIC INVERSION 565

• 1) surficial anomalies caused by inhomogeneities in the uppermost layers of the crust, and
• 2) deep-seated anomalies associated with supposed conductive and insulating zones in the crust and

upper mantle.

The methods used in interpreting the two types of anomaly differ one from the other. However,
both types of anomaly occur together; that is, an anomalous field can be the combined effect from two
causative regions in the earth, electromagnetically interlinked.

Therefore, it is important in interpretation to distinguish between surficial anomalies and deep-
seated anomalies. The problem can be stated as follows: the distribution of an electromagnetic field
E,H on the surface of the earth has been established; it is necessary to separate the anomalies in this
field contributed by surficial features and deep-seated features, using whatever information is available
about the normal geoelectric section and about inhomogeneities in the uppermost layers (Berdichevsky
and Zhdanov, 1984).

13.9 3-D MAGNETOTELLURIC INVERSION
As we have demonstrated above, in magnetotelluric (MT) method the observed data are not usually
recorded as pure electric or magnetic field components. In particular, the results of magnetotelluric
measurements are the apparent resistivity and phase calculated from the mutually orthogonal electric
and magnetic field components. Let us denote an arbitrary horizontal electric field component by E,
and define H as the magnetic field component perpendicular to the direction of E at a particular
receiver site. Note that both E and H are complex numbers. The magnetotelluric impedance is defined
as the ratio of E and H :

Z = E

H
. (13.207)

Since the impedance does not depend on the actual strength of the source, it is a very practical parame-
ter for natural electromagnetic field observations. The magnetotelluric apparent resistivity is calculated
from Z, using

ρ = 1

ωμ0
|Z|2. (13.208)

If the incident field is a plane wave and the model is a homogeneous half-space, ρ is equal to the
true resistivity, making it indicative of the resistivity structure of the subsurface.

Another commonly measured parameter is the phase angle of the impedance:

φ = tan−1 ImZ

ReZ
. (13.209)

This quantity is less sensitive to the effect of shallow subsurface anomalies, so it is particularly useful
for the detection of deep structures.
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To obtain a simple relationship between the anomalous field components and the MT parameters,
let us express the logarithm of Z by writing E = Eb + Ea and H = Hb + Ha :

lnZ = ln
Eb + Ea

Hb + Ha
= ln

(
Eb + Ea

Eb
· Hb

Hb + Ha
· Eb

Hb

)
. (13.210)

Thus,

lnZ = ln
(

1 + Ea/Eb
)

− ln
(

1 + Ha/Hb
)

+ lnZb, (13.211)

where Zb = Eb/Hb is the background impedance.
From Eq. (13.208) we obtain

ln |Z| = ln
[
(ωμ0ρ)1/2

]
= 1

2
ln(ωμ0) + 1

2
lnρ. (13.212)

The same relationship holds for the background impedance as well. Considering the identities lnZ =
ln |Z| + iφ and lnZb = ln |Zb| + iφb we find

1

2
lnρa + iφa = ln

(
1 + Ea/Eb

)
− ln

(
1 + Ha/Hb

)
, (13.213)

where lnρa = lnρ − lnρb is the log-anomalous apparent resistivity, and φa = φ −φb is the anomalous
phase. Knowing the background cross-section, we can easily obtain these quantities from the measured
total apparent resistivities and phases. The apparent resistivities and phases can be used as the input
data for magnetotelluric inversion (e.g., Zhdanov, 2009).

In a general case, however, interpretation of magnetotelluric data is based on the calculation of
all components of impedance tensor, which serve as the transfer functions between the horizontal
components of the electric and magnetic field (Berdichevsky and Dmitriev, 2002, 2008):

Z =
[

Zxx Zxy

Zyx Zyy

]
. (13.214)

The technique of determining the components of the impedance tensor was outlined above, and it
can be summarized as follows. The linear relationships between the EM field components are charac-
terized by the following equation:

Ex = ZxxHx + ZxyHy, (13.215)

Ey = ZyxHx + ZyyHy. (13.216)

The expressions for the Zxx and Zxy components of the full impedance tensor are:

Zxy = E
(1)
x H

(2)
x − E

(2)
x H

(1)
x

H
(1)
y H

(2)
x − H

(2)
y H

(1)
x

, Zxx = E
(1)
x H

(2)
y − E

(2)
x H

(1)
y

H
(1)
x H

(2)
y − H

(2)
x H

(1)
y

. (13.217)
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Similarly, using Eq. (13.216), the components of the full impedance tensor Zyx and Zyy are ex-
pressed:

Zyy = E
(1)
y H

(2)
x − E

(2)
y H

(1)
x

H
(1)
y H

(2)
x − H

(2)
y H

(1)
x

, Zyx = E
(1)
y H

(2)
y − E

(2)
y H

(1)
y

H
(1)
x H

(2)
y − H

(2)
x H

(1)
y

. (13.218)

13.9.1 TIKHONOV REGULARIZATION IN THE FULL MT IMPEDANCE TENSOR
INVERSION

We can describe the rigorous MT inverse problem as a solution of an operator equation:

d = A(m), (13.219)

where d stands for a data vector formed by all four components of the full MT impedance tensor,
m = �σ is model parameters vector describing the conductivity distribution, and A is the nonlinear for-
ward operator symbolizing the governing equations of the MT modeling problem. We call Eq. (13.219)
an impedance equation. The impedance equation is ill posed, i.e., the solution can be nonunique and
unstable. The conventional way of solving ill-posed inverse problems, according to regularization the-
ory (Chapter 7), is based on minimization of the Tikhonov parametric functional:

P(m) = φ(m) + αS(m) = min, (13.220)

where φ(m) = ||A(m)−d||22 is the misfit functional between the predicted data A(m) and the observed
data d, s (m) is a stabilizing functional, and α is a regularization parameter. The optimal value of αopt

is determined from the misfit condition,

ϕ
(
mαopt

) = δd, (13.221)

where δd is the noise level of the data.
We discussed in Chapter 7, that the traditional way to implement regularization in the solution of

the inverse problem is based on a consideration of the class of inverse models with a smooth distri-
bution of the model parameters. Within the framework of classical Tikhonov regularization, one can
select a smooth solution by introducing the corresponding minimum norm, or “smoothing” stabilizing
functionals. This approach is widely used in geophysics and has proven to be a powerful tool for stable
inversion of geophysical data.

The traditional inversion algorithms providing smooth solutions for geoelectrical structures have
difficulties, however, in describing the sharp geoelectrical boundaries between different geological
formations. This problem arises, for example, in inversion for the local conductive target with sharp
boundaries between the conductor and the resistive host rocks, which is a typical model in mining
exploration. In these situations, it can be useful to search for the stable solution within the class of
inverse models with sharp geoelectrical boundaries.

The mathematical technique for solving this problem is described in Chapter 7. It is based on
introducing a special type of stabilizing functional, the so-called minimum support or minimum gra-
dient support functionals. These stabilizers select the inverse models from a class of models with the
minimum volume of the domain with the anomalous parameter distribution (MS stabilizer) or with
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a minimum volume of area where the gradient of the model parameters is nonzero (MGS stabilizer).
These classes of models describe compact objects (minimum support) or objects with sharp boundaries
(minimum gradient support), which are typical targets in geophysical mineral exploration, for exam-
ple. We call this technique a focusing regularized inversion to distinguish it from the traditional smooth
regularized inversion.

We can use the regularized conjugate gradient (RCG) method to solve a nonlinear inverse problem
(13.219). The basic principles of the RCG method are outlined in Chapter 8. This method can incorpo-
rate both a smooth regularized inversion, which generates a smooth image of the inverted conductivity,
and a focusing regularized inversion, producing a sharp, focused image of the geoelectrical target. In
particular, a re-weighted method of the regularized inversion can be used for implementation of the
focusing stabilizers (Zhdanov, 2002).

13.9.2 PRINCIPLES OF THE RE-WEIGHTED REGULARIZED INVERSION
In this section, as an example, we present a short summary of the basic principles of the re-weighted
regularized inversion with a minimum support stabilizer. Let us consider a general discrete geophysical
inverse problem, described by the operator equation:

d = A(m), (13.222)

where, in general, A is a nonlinear vector operator, m represents the model parameters, and d are
observed geophysical data. We assume that Nd measurements are performed in some geophysical
experiment. Then we can treat these values as the components of the Nd -dimensional vector d (note
that components of vector d can be complex numbers). Similarly, some model parameters can be
represented as the components of a vector m of the order Nm:

d = [d1, d2, d3, ..., dNd
]T ,

m = [m1,m2,m3, ...,mNm ]T ,

where the superscript T denotes the transpose of the two vectors.
We solve this ill-posed inverse problem (13.222), using minimization of the Tikhonov parametric

functional:

P α (m) = ϕ (m) + αs (m) → min, (13.223)

where ϕ (m) is a misfit functional between the theoretical values A (m) and the observed data d, s (m)

is a stabilizing functional, and α is a regularization parameter.
The misfit functional ϕ (m) is usually selected in the complex Euclidean metric of data space as a

weighted norm square of the difference between the observed and predicted data (errors):

ϕ(m) = ‖Ŵd (A (m) − d)‖2 = (A (m) − d)∗Ŵ2
d(A (m) − d), (13.224)

where asterisk “*” denotes a transposed complex conjugate matrix, Wd is the data weighting matrix
which allows us to set the variance for each datum to its appropriate level.

The optimal value of α is determined from the misfit condition,

ϕ (m) = δd, (13.225)
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where δd is the noise level of the data.
The stabilizing functional s (m) can be selected, for example, as a norm square of the difference

between the current and a priori model:

sMN(m) = ∥∥m − mapr

∥∥2 = (
m − mapr

)T (
m − mapr

)
, (13.226)

where superscript “T ” denotes a transposed matrix. This is a so-called minimum norm stabilizer which
provides, usually, a relatively smooth image of the inverse model. Substituting (13.224) and (13.226)
into (13.223), we arrive at the conventional Tikhonov parametric functional:

P α (m) = (A (m) − d)∗W2
d(A (m) − d) + α

(
m − mapr

)T (
m − mapr

) → min . (13.227)

In order to generate a compact image of a geophysical model with sharp boundaries, we can apply
a minimum support stabilizer, which is a nonquadratic functional of the form (see Chapter 7):

sMS(m) = (m − mapr )
T

[(
m̂ − m̂apr

)2 + e2̂I
]−1

(m − mapr ), (13.228)

where m̂ and m̂apr are the Nm × Nm diagonal matrices of inverse model parameters (current and a
priori, respectively):

m̂ = diag
(
m1,m2, ...,mNm

)
, m̂apr = diag

(
m1apr ,m2apr , ...,mNmapr

)
,

e is focusing parameter, and Î is Nm × Nm identity matrix. It was shown by Portniaguine and Zh-
danov (1999a) that this functional minimizes an area of nonzero parameters distribution (minimizes
the support of the inverse model), if e tends to zero: e → 0.

Following Zhdanov (2002), we note that this stabilizing functional can be expressed as a pseudo-
quadratic functional of the model parameters:

sMS(m) = [
Ŵe(m − mapr )

]T
Ŵe(m − mapr ), (13.229)

where Ŵe is a diagonal matrix:

Ŵe =
[(

m̂ − m̂apr

)2 + e2̂I
]−1/2

. (13.230)

This matrix depends on m, which is why we call (13.229) a “pseudo-quadratic” functional. We can
introduce a linear transformation of the original model parameters into the space of the weighted model
parameters:

mw = Ŵem. (13.231)

As a result of this transformation, we arrive at the traditional quadratic minimum norm functional,
sMN(mw), for the weighted parameters mw:

sMS(m) = sMN(mw) = (mw − mw
apr)

T (mw − mw
apr) =

∥∥∥mw − mw
apr

∥∥∥2
. (13.232)
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We also introduce the weighted data dw as

dw = Ŵdd.

Using these notations, we can rewrite the parametric functional (13.223) as follows:

P α(mw) = ∥∥Aw(mw) − dw
∥∥2 + α

∥∥∥mw − mw
apr

∥∥∥2

= (
Aw(mw) − dw

)∗ (
Aw(mw) − dw

) + α
(

mw − mw
apr

)T (
mw − mw

apr

)
→ min,

(13.233)

where Aw(mw) = ŴdA(Ŵ−1
e mw).

Note that the unknown parameters now are weighted model parameters, mw . In order to obtain the
original model parameters, we have to apply inverse weighting to the result of minimization of the
parametric functional (13.233):

m = Ŵ−1
e mw. (13.234)

Therefore, the problem of minimizing the parametric functional, given by Eq. (13.223), can be treated
in a similar way to the minimization of the conventional Tikhonov functional (13.227). The only dif-
ference is that now we introduce some variable weighting matrix We for the model parameters. The
minimization problem (13.233) can be solved using any gradient type technique, say, by the conjugate
gradient (CG) method (Chapter 7).

Portniaguine and Zhdanov (1999a) have developed a simplified approach to minimizing the para-
metric functional (13.233), using the so-called re-weighted regularized conjugate gradient (RRCG)
method. In the framework of this approach, the variable weighting matrix We is precomputed on each
iteration, We = Wen = We (mn), based on the values mn, obtained on the previous iteration. This
linear transformation is updated after a fixed number of intermediate iterations, which is equivalent
to the re-weighting of the model parameters. The advantage of this approach is in its simplicity. The
disadvantage is related to the fact that due to re-weighting, the misfit and stabilizing functionals can
change, and even increase from iteration to iteration (Zhdanov, 2002). In the next section we consider
a different method of the minimum support nonlinear inversion, which does not have the problems
mentioned above, and at the same time does not require minimization of a nonconvex functional. This
technique is based on a nonlinear parameterization, outlined below.

13.9.3 MINIMUM SUPPORT NONLINEAR PARAMETERIZATION
Zhdanov and Tolstaya (2004) suggested using a nonlinear transformation of the nonquadratic minimum
support stabilizing functional into a quadratic one by using a specially selected nonlinear transforma-
tion of the model parameters, described by the formula

m̃i = mi − mapri√(
mi − mapri

)2 + e2
, (13.235)
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where m = {mi}, i = 1..Nm, is the original vector of the model parameters, and m̃ = {m̃i}, i = 1..Nm

is a new vector of the nonlinear parameters. The following inverse transform holds:

mi − mapri = m̃ie√
1 − m̃2

i

. (13.236)

A transformation pair, (13.235) and (13.236), can be written in matrix notation as

m̃ = Ŵe

(
m − mapr

)=
[(

m̂ − m̂apr

)2 + e2̂I
]−1/2 (

m − mapr

)
, (13.237)

and

m − mapr = e
[̂
I − ̂̃m2

]−1/2
m̃, (13.238)

where ̂̃m is the diagonal matrix Nm × Nm with the diagonal formed by nonlinear model parameters,̂̃m = diag
(
m̃1, m̃2, ..., m̃Nm

)
.

Substituting (13.238) into the Tikhonov parametric functional (13.223), we arrive at the conven-
tional parametric functional with a minimum norm stabilizer:

P [m̃] = ||Aw

(
mapr + e

[̂
I − ̂̃m2

]−1/2
m̃

)
− dw||2 + α||m̃ − m̃apr ||2. (13.239)

We call the transformation, described by formulae (13.237) and (13.238), a minimum support non-
linear parameterization, because it automatically ensures that the solution belongs to the class of
models with a minimum support.

Note that, in implementing the CG method, we have to calculate on every iteration n the Fréchet

derivative matrix, ̂̃F(n), with respect to a new model parameter vector, m̃n, which is equal to

̂̃F(n) = eF̂(n)

[̂
I − ̂̃m2

n

]−3/2
, (13.240)

where F̂(n) is a Fréchet derivative of our original operator Aw at a point mn.
Finally, we can write the following regularized conjugate gradient (RCG) algorithm (Zhdanov,

2002, p. 149) for the minimization of the parametric functional (13.239):

rn = Aw (mn) − dw, (13.241)

ln = Re
[̂̃F∗

(n)rn

]
+ α

(
m̃n − m̃apr

)
, (13.242)

l̃n = ln + l̃n
||ln||

||ln−1|| , l̃0 = l0, (13.243)

kn = l̃n
∗
ln

[∥∥∥̂̃Fn l̃n
∥∥∥2 + α

∥∥l̃n
∥∥2

]−1

, (13.244)

m̃n+1 = m̃n − kn l̃n, (13.245)

mn+1 = e
[̂
I − ̂̃m2

n+1

]−1/2
m̃n+1 + mapr . (13.246)
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We should notice, however, that in the case of a minimum support nonlinear parameterization, we
must consider a constrained optimization, with absolute value of m̃ being less than 1. In order to keep
the true model parameter m within the known bounds, we also should impose additional constraints on
m̃ and require that

m̃−
i < m̃i < m̃+

i , (13.247)

where

m̃−
i = m−

i√
m−2

i + e2
, and m̃+

i = m+
i√

m+2
i + e2

, for i = 1..Nm, (13.248)

where m+ = {m+
i }, and m− = {m−

i } are the known upper and lower boundaries for material property.
Therefore, we will use the gradient projection method (Bertsekas, 1999), and take the projection of

the parameters m̃ onto the compact set, bounded by (13.247). We will perform minimization in a space
of new parameters, mp ∈ (−∞;∞), and then take the projection onto this set, using the following
function for the projection:

m̃i = m̃−
i + m̃+

i + m̃−
i

2

[
2

π
tan−1

(
m̃

p
i − m̃+

i + m̃−
i

2

)
+ 1

]
.

This is a one-to-one transformation, which insures (13.247) and has the inverse transformation:

m̃
p
i = m̃+

i + m̃−
i

2
+ tan

(m̃i − m̃−
i )π

(m̃+
i − m̃i) − π/2

.

The expression for the Fréchet derivative ̂̃Fp(n) with respect to a new model parameter vector mp
n at

the n-th iteration of the CG method will take the form

̂̃Fp(n) = eF̂(n)

[
I − ̂̃m2

n

]−3/2
diag

[
m̃+

ni − m̃−
ni

π

(
1 + (

m̃
p
ni

)2
)−1

, i = 1..Nm

]
.

The following formulae summarize the RCG method with two parameterizations:

rn = Aw (mn) − dw, (13.249)

ln = Re
[̂̃F∗

p(n)rn

]
+ αm̃p

n , (13.250)

l̃n = ln + l̃n
||ln||

||ln−1|| , l̃0 = l0 (13.251)

kn = l̃n
∗
ln

[∥∥∥̂̃Fp(n) l̃n
∥∥∥2 + α

∥∥l̃n
∥∥2

]−1

, (13.252)

m̃p

n+1 = m̃p
n − kn l̃n, (13.253)

m̃n+1 = m̃− + 1

2
(m̃+ − m̃−)

(
2

π
tan−1(m̃p

n+1) + 1

)
, (13.254)
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mn+1 = e
[̂
I − ̂̃m2

n+1

]−1/2
m̃n+1 + mapr . (13.255)

The difficulty with nonlinear parameters is that, in the case of a zero initial approximation (m̃ = 0)
in the conjugate gradient algorithm, we will get almost zeros for the Fréchet derivative, because mp

would be too big, and we will not step away from the zero starting point. To overcome this difficulty,
we use as a starting point for minimum support inversion a solution, m0, obtained with the minimum
norm stabilizer.

After introducing a trigonometric parameterization, we can proceed with the minimum support
nonlinear parameterization and find the minimum of the Tikhonov parametric functional using the
regularized conjugate gradient (RCG) algorithm (13.249)–(13.255). This completes the formulation of
the inversion scheme based on the minimum support nonlinear parameterization.

13.9.4 FRÉCHET OPERATOR AND ITS ADJOINT FOR TWO-COMPONENT IMPEDANCE
INVERSION

The regularized conjugate gradient methods, outlined above, require the corresponding Fréchet matri-
ces calculation. Once the forward operator with the corresponding Fréchet matrices and the minimiza-
tion scheme are implemented, an inversion can be successfully performed. We will discuss the effective
technique of the Fréchet matrix calculation in the next section.

This section is provided for comparison of the inversion of two principal components with the
inversion of full, four component MT impedance. Usually only one or both principal components of
the impedance are used for the inversion. For the TM mode it is Zxy , for the TE mode it is Zyx , and
for joint inversion of TE and TM modes both components are taken into account simultaneously.

Let us consider the Fréchet derivative of the impedances with respect to anomalous conductivity,
δ�σ . First, notations for the x-, y-, or z-component of the Fréchet operator FE,Hα [δ�σ ], will be
introduced, correspondingly, where α is equal to x, y, or z. The Fréchet derivative operator for the
principal components of the impedance tensor (13.214) will be

δZαβ [δ�σ ] = 1

Hβ

FEα [δ�σ ] − Eα

H 2
β

FHβ [δ�σ ], (13.256)

where α and β mean x or y components of the electric or magnetic fields, and FEα [δ�σ ] and
FHβ [δ�σ ] are Fréchet derivatives.

Now, let us write the expression for the operator adjoint to (13.256). A definition of an adjoint
operator is as follows: the adjoint operator L∗ to the linear operator L ∈ L(M → D) is an operator
acting from D to M , which always satisfies the following rule:

(Lm,Ld) = (m,L∗d), where m ∈ M , and d ∈ D. (13.257)

According to the definition of the adjoint operator (Zhdanov, 2002), we have:(
δZαβ,

1

Hβ

FEα [δ�σ ] − Eα

H 2
β

FEα [δ�σ ]
)

=
(

F ∗
Eα

[
δZ

H ∗
β

]
− F ∗

Hβ

[
δZ

E∗
α

H 2∗
β

]
, δ�σ

)
. (13.258)
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The adjoint Fréchet operator will be the following:

δ�σ = F ∗
Eα

[
δZαβ

H ∗
β

]
− F ∗

Hβ

[
δZαβ

E∗
α

H 2∗
β

]
, (13.259)

where α and β mean x or y components of the electrical or magnetic fields, and F ∗
Eα

[δ�σ ] and
F ∗

Eα
[δ�σ ] are computed according to expressions (8.94). For joint inversion of both modes the ad-

joint operator would be

δ�σ = F ∗
Ex

[
δZxy

H
(1)∗
y

]
− F ∗

Hy

[
δZxy

E
(1)∗
x

H
(1)2∗
y

]
+ F ∗

Ey

[
δZyx

H
(2)∗
x

]
− F ∗

Hx

[
δZyx

E
(2)∗
y

H
(2)2∗
x

]
, (13.260)

where superscript 1 means TM mode, and subscript 2 means TE mode.

13.9.5 FRÉCHET OPERATOR FOR THE FULL MAGNETOTELLURIC IMPEDANCE
TENSOR INVERSION

In this section the formulas for computing Fréchet derivatives for all four components of the tensor
(13.214) will be derived.

δZxy =
∑
i=1,2

(
∂Zxy

∂E
(i)
x

F
E

(i)
x

[δ�σ ] +
∑

α=x,y

∂Zxy

∂H
(i)
α

F
H

(i)
α

[δ�σ ]
)

. (13.261)

Here i means the mode, i = 1 for the TM mode, and i = 2 for TE mode. Now the expressions for the
partial derivatives of the impedance with respect to the field components, necessary for the computation
of (13.261), take the following form:

∂Zxy

∂E
(1)
x

= H
(2)
x

H
(1)
y H

(2)
x − H

(2)
y H

(1)
x

(13.262)

∂Zxy

∂H
(2)
x

=
H

(1)
x

[
E

(2)
x H

(1)
y − E

(1)
x H

(2)
y

]
[
H

(1)
y H

(2)
x − H

(2)
y H

(1)
x

]2
(13.263)

∂Zxy

∂H
(1)
x

=
H

(2)
x

[
E

(1)
x H

(2)
y − E

(2)
x H

(1)
y

]
[
H

(1)
y H

(2)
x − H

(2)
y H

(1)
x

]2
(13.264)

∂Zxy

∂H
(1)
y

=
H

(2)
x

[
E

(2)
x H

(1)
x − E

(1)
x H

(2)
x

]
[
H

(1)
y H

(2)
x − H

(2)
y H

(1)
x

]2
(13.265)

∂Zxy

∂H
(2)
y

=
H

(1)
x

[
E

(1)
x H

(2)
x − E

(2)
x H

(1)
x

]
[
H

(1)
y H

(2)
x − H

(2)
y H

(1)
x

]2
(13.266)
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∂Zxy

∂E
(2)
x

= − H
(1)
x

H
(1)
y H

(2)
x − H

(2)
y H

(1)
x

. (13.267)

The final expression for the Fréchet derivative of impedance tensor component Zxy may be obtained
by combining expressions (13.261)–(13.267) and taking into account the mode of the background field.

Now let us find the derivative of Zyx with respect to �σ .

δZyx =
∑
i=1,2

(
∂Zyx

∂E
(i)
y

F
(i)
Ey

[δ�σ ] +
∑

α=x,y

∂Zyx

∂H
(i)
α

F
(i)
Hα

[δ�σ ]
)

. (13.268)

The following expressions describe the partial derivatives of the impedance with respect to the field
components:

∂Zyx

∂E
(1)
y

= H
(2)
y

H
(1)
x H

(2)
y − H

(2)
x H

(1)
y

(13.269)

∂Zyx

∂H
(2)
y

=
H

(1)
y

[
E

(2)
y H

(1)
x − E

(1)
y H

(2)
x

]
[
H

(1)
x H

(2)
y − H

(2)
x H

(1)
y

]2
(13.270)

∂Zyx

∂H
(1)
y

=
H

(2)
y

[
E

(1)
y H

(2)
x − E

(2)
y H

(1)
x

]
[
H

(1)
x H

(2)
y − H

(2)
x H

(1)
y

]2
(13.271)

∂Zyx

∂H
(1)
x

=
H

(2)
y

[
E

(2)
y H

(1)
y − E

(1)
y H

(2)
y

]
[
H

(1)
x H

(2)
y − H

(2)
x H

(1)
y

]2
(13.272)

∂Zyx

∂H
(2)
x

=
H

(1)
y

[
E

(1)
y H

(2)
y − E

(2)
y H

(1)
y

]
[
H

(1)
x H

(2)
y − H

(2)
x H

(1)
y

]2
(13.273)

∂Zyx

∂E
(2)
y

= − H
(1)
y

H
(1)
x H

(2)
y − H

(2)
x H

(1)
y

. (13.274)

The final expression for the Fréchet derivative of Zyx impedance tensor component may be obtained
by combining expressions (13.268)–(13.274) and taking into account the mode of the background field.

The expressions for derivatives of the diagonal impedance components Zxx and Zyy are the fol-
lowing:

δZxx =
∑
i=1,2

(
∂Zxx

∂E
(i)
x

F
(i)
Ex

[δ�σ ] +
∑

α=x,y

∂Zxx

∂H
(i)
α

F
(i)
Hα

[δ�σ ]
)

. (13.275)
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The partial derivatives can be computed according to the following formulas:

∂Zxx

∂E
(1)
x

= H
(2)
y

H
(1)
x H

(2)
y − H

(2)
x H

(1)
y

(13.276)

∂Zxx

∂H
(2)
y

=
H

(1)
y

[
E

(2)
x H

(1)
x − E

(1)
x H

(2)
x

]
[
H

(1)
x H

(2)
y − H

(2)
x H

(1)
y

]2
(13.277)

∂Zxx

∂H
(1)
y

=
H

(2)
y

[
E

(1)
x H

(2)
x − E

(2)
x H

(1)
x

]
[
H

(1)
x H

(2)
y − H

(2)
x H

(1)
y

]2
(13.278)

∂Zxx

∂H
(1)
x

=
H

(2)
y

[
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(2)
x H

(1)
y − E

(1)
x H

(2)
y

]
[
H

(1)
x H

(2)
y − H

(2)
x H

(1)
y

]2
(13.279)

∂Zxx

∂H
(2)
x

=
H

(1)
y

[
E

(1)
x H

(2)
y − E

(2)
x H

(1)
y

]
[
H

(1)
x H

(2)
y − H

(2)
x H

(1)
y

]2
(13.280)

∂Zxx

∂E
(2)
x

= − H
(1)
y

H
(1)
x H

(2)
y − H

(2)
x H

(1)
y

. (13.281)

The last component, Zyy , is

δZyy =
∑
i=1,2

(
∂Zyy

∂E
(i)
y

F
(i)
Ey

[δ�σ ] +
∑

α=x,y

∂Zyy

∂H
(i)
α

F
(i)
Hα

[δ�σ ]
)

. (13.282)

The expressions for partial derivatives of the impedance with respect to the field components take
the form:

∂Zyy

∂E
(1)
y

= H
(2)
x

H
(1)
y H

(2)
x − H

(2)
y H

(1)
x

(13.283)

∂Zyy
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(2)
x
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(1)
x

[
E

(2)
y H

(1)
y − E

(1)
y H

(2)
y

]
[
H

(1)
y H
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y H

(1)
x

]2
(13.284)

∂Zyy
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(1)
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=
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(2)
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(1)
y H
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y − E

(2)
y H

(1)
y

]
[
H

(1)
y H

(2)
x − H

(2)
y H

(1)
x

]2
(13.285)
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∂Zyy

∂H
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(2)
y H
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y H

(2)
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]
[
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(13.286)

∂Zyy
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=
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(1)
x

[
E

(1)
y H
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x − E

(2)
y H

(1)
x

]
[
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y H
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]2
(13.287)

∂Zyy

∂E
(2)
y

= − H
(1)
x

H
(1)
y H

(2)
x − H

(2)
y H

(1)
x

. (13.288)

The final expression for the Fréchet derivative of the Zxx and Zyy impedance tensor components
may be obtained by combining expressions (13.275)–(13.288) with regard to the mode of the back-
ground field.

13.9.6 FRÉCHET DERIVATIVE CALCULATION USING QUASI-ANALYTICAL
APPROXIMATION FOR A VARIABLE BACKGROUND (QAVB)

Expressions (13.275) through (13.282) require calculation of the Fréchet derivatives of the EM field
components. We can use a formula for these Fréchet derivatives based on quasi-analytical approxima-
tion for a variable background (QAVB) (Gribenko and Zhdanov, 2007):

∂E
(
rj

)
∂�σa (r)

∣∣∣∣∣
�σa

= FE

(
rj | r

)
,

∂H
(
rj

)
∂�σa (r)

∣∣∣∣∣
�σa

= FH

(
rj | r

)
, (13.289)

where the vector functions FE and FH are the kernels of the integral Fréchet derivative operators:

FE,H

(
rj | r

) =
[

1

1 − gQ (r)
ĜE,H

(
rj | r

) + K̂
(
rj | r

)]
Eb (r) , (13.290)

and

K̂
(
rj |r) =

∫∫∫
D

�σa

(
r′)(

1 − gQ (r′)
)2

ĜE

(
rj | r′) · Eb

(
r′)[

Eb∗ (
r′)

Eb (r′) · Eb∗ (r′)
· ĜE

(
r′ | r

)]
dv′. (13.291)

Function gQ is determined by the expression:

gQ (r) = EQ (r) · Eb∗ (r)
Eb (r) · Eb∗ (r)

, (13.292)

and EQ is the quasi-Born approximation of the anomalous electric field:

EQ = GE

[
�σaEb

]
.
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We can use expressions (13.289)–(13.291) for computing the Fréchet derivatives required by the RCG
algorithm. Indeed, we can treat the electric field E(n) found on iteration number n as a background
field Eb for a subsequent iteration (n + 1), Eb = E(n). In this case, the Fréchet derivative at iteration
number n can be found by direct integration from expressions (13.289)–(13.291) involving the electric
field E(n) computed on the current iteration:

FE,H

(
rj | r

) =
[

1

1 − gQ (r)
ĜE,H

(
rj | r

) + K̂
(
rj | r

)]
E(n) (r) , (13.293)

and

K̂
(
rj |r) =

∫∫∫
D

�σn

(
r′)(

1 − gQ (r′)
)2

ĜE

(
rj | r′) · E(n)

(
r′)[

E(n)∗ (
r′)

E(n) (r′) · E(n)∗ (r′)
· ĜE

(
r′ | r

)]
dv′.

(13.294)

Note that, the electric field E(n) is computed, as a rule, using the rigorous IE forward model-
ing method. However, to speed up the computations, different numerical techniques can be used,
as was discussed above. We use systematically the QAVB approximation for computing the Fréchet
derivatives, based on formulas (13.293) and (13.294). As we can see, in the inversion algorithm, the
background field required by the QAVB approximation is equal to the predicted electric field found on
the previous iteration. Therefore, no extra computation is required to find the background field for the
Fréchet derivative calculation. The corresponding numerical method of the Fréchet derivative compu-
tations is based on the discrete form of the explicit integral expressions (13.293) and (13.294), which
simplifies all calculations dramatically. However, as with conventional inversion techniques, we do not
need to keep the entire Fréchet derivative matrix in the computer memory. We save the results of the
application of the adjoint Fréchet matrix to the weighted residual field, F�

nW�
dWdrn, only.

The major difference between the conventional approach and QAVB approach is that in the first
case one has to solve the full 3-D EM forward problem on every iteration of the inversion in order
to find the term F�

nW�
dWdrn. In QAVB method we do not need to solve any forward problem to find

the Fréchet derivative, because we compute this term by direct algebraic expression arising from our
new integral representation of the Fréchet matrix. The same algebraic expression is used to find the
optimal length of the iteration step according to expression (13.244). As a result, our new inversion
technique, based on the IE method, requires just one forward modeling on every iteration step without
any extra memory usage, while the conventional inversion schemes require, as a rule, at least three
forward modeling solutions per inversion iteration (one to compute the predicted data, another one
to compute the gradient direction, and the last one for optimal calculation of the iteration step). This
approach results in a very efficient inversion method.

13.10 3D INVERSION OF MAGNETOTELLURIC PHASE TENSOR
We have already learned in the previous sections of this chapter that, the galvanic distortions repre-
sent a very serious problem in magnetotelluric (MT) data interpretation. The distortions of the electric
field are caused by the accumulation of excess charges, formed at high frequency in the near-surface
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conductivity heterogeneities (Berdichevsky and Dmitriev, 1976a, 1976b, 2002; Berdichevsky and Zh-
danov, 1984; Jiracek, 1990). However, these charges affect the MT data in the low-frequency range,
distorting the information from the deep geoelectrical structures. That is why the galvanic effects man-
ifest themselves as vertical shift of the right-hand part of the MT sounding curve up or down along
the apparent resistivity scale, while the shape of shifted curves and the corresponding sections of
phase curves remain unaffected (Berdichevsky and Dmitriev, 1976a, 1976b; Zhdanov and Keller, 1994;
Zhdanov, 2009).

Static shift is a major impediment to the use of MT sounding in areas where the resistivity of the
surface layer is not uniform laterally. There are some direct ways to minimize the distortions caused
by static shift. If the electric field is detected with very large separations between electrode contacts
(distances comparable to the maximum depth of investigation), the effects of local inhomogeneities
in electrical resistivity of the surface layer will tend to average out. Another approach is to measure
the electric field with a short separation between electrode contacts, but at a great number of locations
over an area having a radius comparable to the maximum depth of investigation. When this is done,
an estimate of a representative value of the electric field is obtained by averaging the electric field
observations or by constructing a model of the electrical inhomogeneities in the surface layer. This
model is used in the interpretation of geoelectrical structures lying at greater depths.

Recent developments in 3D electromagnetic (EM) modeling and inversion offer a number of meth-
ods for the static shift correction. These methods reduce to statistical averaging, filtering and 3D
numerical modeling of the effect of near surface inhomogeneities (Berdichevsky and Dmitriev, 2002).
One possible approach in dealing with static shift is to finely discretize the near-surface region to allow
an inversion algorithm to recover small near-surface inhomogeneities. However, low frequency data
may not have enough sensitivity to accurately recover conductivities of the small cells. Also, this ap-
proach may result in prohibitive number of inversion parameters. Another approach is to include static
shift as an inversion parameter (Sasaki, 2004).

As we noted above, the amplitude of the observed electric field may be drastically distorted by a
near-surface heterogeneity, resulting in a shift in the MT apparent resistivity, while the phase relation-
ship between the electric and (horizontal) magnetic field vectors can be virtually unaffected (Zhdanov
and Keller, 1994). Based on this assumption, Caldwell et al. (2004) introduced an MT phase tensor,
and demonstrated that the regional phase information can be recovered directly from the observed
impedance tensor. According to Caldwell et al. (2004) the phase tensor is derived directly from the
conventional MT impedances, and it does not require extra measurements.

In this section, we consider a method of 3D inversion of the phase tensor data following the paper by
Gribenko and Zhdanov (2011). We derive the relationships between Fréchet derivatives of the phase
tensor and those of the MT impedance components. Once the sensitivities are known, the method
closely follows 3D MT inversion algorithm discussed above. The inversion is based on the integral
(IE) formulation of the EM field equations.

13.10.1 MT PHASE TENSOR
As we discussed above, the interpretation of magnetotelluric data is usually based on the calculation of
the transfer functions between the horizontal components of the electric and magnetic field, using the
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magnetotelluric impedance:

Z =
[

Zxx Zxy

Zyx Zyy

]
. (13.295)

Note that, the components of the impedance tensor are complex functions. Separating the real and
imaginary parts, we can write:

Z =
[

Xxx Xxy

Xyx Xyy

]
+ i

[
Yxx Yxy

Yyx Yyy

]
= X + iY, (13.296)

where

X =
[

Xxx Xxy

Xyx Xyy

]
, and Y =

[
Yxx Yxy

Yyx Yyy

]
, (13.297)

are the real and imaginary impedance tensors.
Following Caldwell et al. (2004), we introduce the MT phase tensor � according to the following

formula:

� = X−1Y, (13.298)

where X−1 is the inverse of X, and the components of tensor � are real functions.
In a given Cartesian coordinate system (x, y), the matrix of the phase tensor can be found from the

following expression:[
�xx �xy

�yx �yy

]
= 1

det (X)

[
XyyYxx − XxyYyx XyyYxy − XxyYyy

XxxYyx − XyxYxx XxxYyy − XyxYxy

]
(13.299)

where det (X) is determinant of matrix X. Note that, the diagonal components of the phase tensor are
principal, i.e. they are not equal to zero in the case of 1D conductivity distribution.

13.10.2 FRÉCHET DERIVATIVE OF THE PHASE TENSOR
Let us consider the Fréchet differential of the phase tensor:

δ� = δ
(
X−1Y

)
= δ

(
X−1

)
Y + X−1δ (Y )

= −X−1δ (X)X−1Y + X−1δ (Y ) , (13.300)

where

δ (X) = Re δZ, δ (Y ) = Im δZ. (13.301)

Thus, the Fréchet derivative can be computed as:

F� = δ�

δσ
= −X−1 Re

δZ

δσ
X−1Y + X−1 Im

δZ

δσ

= −X−1 Re (FZ)X−1Y + X−1 Im (FZ) , (13.302)
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where FZ is a Fréchet derivative of the conventional MT impedance tensor:

FZ =
[

FZxx FZxy

FZyx FZyy

]
. (13.303)

The corresponding expressions for a Fréchet derivative of the MT impedance tensor were given above
in section 13.10.

Once the expressions for the Fréchet derivatives are determined, we can use a standard re-weighted
regularized conjugate gradient method RRCG of the inversion outlined above in section 13.9. Note that,
by using QAVB method we do not need to solve any forward problem to find the Fréchet derivative,
because we compute this term by direct algebraic expression arising from our new integral represen-
tation of the Fréchet matrix. The same algebraic expression is used to find the optimal length of the
iteration step according to RRCG algorithm. As a result, the phase tensor inversion technique, based
on the IE method, requires just one forward modeling on every iteration step without any extra mem-
ory usage, while the conventional inversion schemes would require, as a rule, at least three forward
modeling solutions per inversion iteration (one to compute the predicted data, another one to compute
the gradient direction, and the last one for optimal calculation of the iteration step).
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A major category of geoelectrical methods we will consider in detail comprises the controlled-source
electromagnetic (CSEM) methods. These differ from the DC methods described in Chapter 12 in that
we will consider a transient electromagnetic field; they differ from the natural-field methods described
in Chapter 13 in that the parameters of the source of the electromagnetic field will be specified (in other
words, we will use a controlled-source). These two differences make the discussion of the behavior of
the fields more difficult, but we will find that controlled-source methods are powerful, and are an
important group of weapons in our arsenal. Controlled-source electromagnetic sounding is the third
approach to sounding of the earth that we will have covered. The combination of the three approaches
– DC methods, magnetotelluric methods, and controlled-source electromagnetic methods – comprises a
powerful troika or triad of methods to explore an earth structure. The three approaches have competing
and complementary capabilities, but together, they present the most powerful set of tools for exploring
the subsurface that is available in geophysics.

Originally, CSEM methods were used mainly for vertical sounding of an earth structure which was
considered to be approximately one-dimensional (horizontally layered). Profiling with CSEM methods
was used just for approximate characterization of bodies with a finite size.
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Modern achievements in the numerical methods of electromagnetic modeling and inversion have
changed everything. Today CSEM methods can be used for exploration, studying, and characterization
of the complex three-dimensional geoelectrical structures typical for ore deposits and hydrocarbon
reservoirs.

The one-dimensional (horizontally layered) model, however, still represents a fundamental geoelec-
trical model for the CSEM method. This model helps us to understand the basic physical properties
of the electromagnetic field used in the controlled-source methods. That is why one of the first prob-
lems of the theory of the CSEM methods is the problem of the propagation in the layered earth of
the electromagnetic field generated by a given controlled-source. The simplest model of the source is
electric and/or magnetic dipole generating a time-harmonic or transient electromagnetic signal. The
propagation of the controlled-source field in the fundamental horizontally layered model was studied
in Chapter 5. The more advanced problems of modeling and inversion of CSEM data in 3D inhomoge-
neous geoelectrical structures were considered in Chapter 6. In the current chapter we will discuss the
basic principles of the controlled-source EM methods.

14.1 ELECTROMAGNETIC SOUNDING IN THE FREQUENCY AND TIME
DOMAINS

Eqs. (5.235) and (5.236), which describe the electromagnetic field generated by a current dipole source
over a layered earth, and Eqs. (5.260) through (5.264), which describe the electromagnetic field gener-
ated by a vertical axis magnetic dipole for the same case, comprise the set of theory on which numerous
techniques for controlled-source electromagnetic soundings are based. These techniques differ one
from another in two respects:

• 1) Either separation between transmitter and receiver or the frequency content of the transmitted
signal can be used to control the depth of investigation,

• 2) The geometric form of the electromagnetic field transmitted can be that of a current dipole, a
magnetic dipole, or other special form as desired.

As with the two sounding methods which were discussed in Chapters 12 and 13, (VES and MTS), in
controlled-source electromagnetic sounding, we make measurements as a function of some parameter
reflecting the depth to which the electromagnetic field is significantly affected by the geoelectrical
structure. In sounding, our overriding assumption is that of a one-dimensional earth, in which resistivity
varies only in the z direction.

With controlled-source electromagnetic sounding, as with direct-current and magnetotelluric
sounding methods, all the theoretical results are scalable; that is, each theoretically derived expres-
sion for the field can be written with all the parameters describing the earth expressed in dimensionless
form. Resistivity values can be normalized to one reference resistivity, usually that of the surface layer.
Dimensions, either of the geoelectrical model or of the electrical array being used can also be nor-
malized to a reference length, usually the thickness of the surface layer for one-dimensional earth
structures. And in the electromagnetic methods, the frequency used can be expressed as an electrical
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distance:

δ = (2/ωμ0σ)1/2 = 1/Re k, (14.1)

where δ has the dimensions of length. The electrical distance, δ, can be normalized to the thickness of
the first layer as h1 or to an array dimension, such as the distance from transmitter to receiver, R.

In direct current methods, the frequency is fixed at zero, and so, only the array dimensions can be
used to change the depth to which the earth affects a measurement. Hence, in VES, the array spacing,
a, is used to characterize the depth being investigated. In the magnetotelluric sounding method, there is
no physical dimension assigned to the measurement system, and so only the frequency expressed as an
electrical distance, δ, can be varied to determine the depth of investigation. The electrical distance can
be normalized to a layer thickness in scaling MT sounding curves. This distinction between the DC and
MT methods in the way in which the depth of penetration is defined is profound. For DC soundings,
the control of depth of investigation by varying the geometric dimensions of the array is recognized by
terming such methods geometric sounding methods. In the case of MT sounding, where the depth of
investigation is determined by the frequency factor in the expression for electrical distance, the term
parametric sounding is applied.

With controlled-source methods, the depth to which the field is significantly affected by the earth
is a function of the normalized electrical distance, δ/R. There are two controllable parameters in the
ratio, δ/R; the frequency, and the transmitter-receiver separation. If the transmitter-receiver separa-
tion is varied to obtain a sounding curve, such a sounding is called a geometric sounding. If the
frequency is varied, the sounding is a parametric sounding. If both are changed, the sounding is a
hybrid geometric-parametric sounding. It is no wonder that so many variants to controlled-source
electromagnetic sounding have been developed. To characterize a controlled-source electromagnetic
sounding system, we must first describe the source and the geometry of the field it broadcasts, and then
the components of the field detected at a receiver site. In frequency domain electromagnetic sounding,
two types of source are used much more commonly than any others, these being a current dipole or a
magnetic dipole.

A transmitter is considered to be a current dipole transmitter if it consists of a grounded length of
wire, with a length much smaller than any other length involved in the measurement; that is, the length
of the source wire must be much less than the distance to the receiver. Recall in Chapter 5 that it was
demonstrated that the current flowing in the wire causes only a vertical magnetic field component over
the surface of the earth, and that the return current flow in the earth generates no magnetic field, if the
earth is laterally uniform. The same is true for diffusing electromagnetic fields at higher frequencies.

A magnetic dipole is constructed by driving current through an endless length of wire, either wound
on a rigid frame which determines its shape, or laid as a free-form loop on the ground. If the axis of the
magnetic dipole is vertical, it will generate a very simple toroidal electric field in the earth. The electric
field vector lies on circles concentric with the axis of the dipole. In a layered earth, none of the electric
field lines intersect the boundaries between layers, and so, no secondary poloidal currents develop in
the medium.

A horizontal axis magnetic dipole can be used in sounding, but suffers from significant disadvan-
tages compared to a vertical axis magnetic dipole. First, it is difficult to construct a horizontal axis
magnetic dipole with a large moment. Secondly, the electric field caused by the source intersects the
boundaries of the layers, creating secondary poloidal currents, and generally confusing the interaction
between the field and the earth.
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Current dipole sources are sometimes called galvanic sources, while magnetic dipole sources are
sometimes called inductive sources. An important advantage of inductive sources is that no electrical
contact need be made with the earth; it is quite possible to do a sounding with the system out of direct
contact with the earth, as in an airborne system.

At the receiver, any one of the six components of the electromagnetic field might be measured, or
any combination of 2 or more components. The nature of sources and sensors was described in more
detail in Chapter 11.

A simple classification of the more commonly used transmitter – receiver combinations is as follows
(Fig. 14.1):

• 1. Dipole — Dipole array (Fig. 14.1A). A current-carrying wire grounded at electrodes A and
B is used to excite the electromagnetic field. Components of the electric field are detected and
measured using closely-spaced pairs of electrode contacts, M and N , O and P . The placement
of the receiving electrodes can be specified as being in line with the source dipole, parallel to the
source dipole, radial to the center of the source dipole, or randomly placed. Usually in the latter
case, two receiving dipoles are used so that the horizontal electric field vector can be determined.
These arrays are equivalent to similar dipole arrays described in Chapter 12.

• 2. Grounded wire — coil array (Fig. 14.1B). In this array, a current-carrying grounded wire is used
to excite the field. Normally, only the vertical component of the time-rate of change of magnetic
induction is detected and measured. A simple device for measuring the time rate of change of
magnetic induction is a toroidal coil of wire wrapped on a frame, or laid on the ground in a free
form.

• 3. Loop — grounded wire (Fig. 14.1C). In this array, current flowing through a closed loop of wire
is used to excite the field. The electric field is measured with two closely spaced electrode pairs,
oriented approximately at right angles to one another. In contrast with the dipole array, any receiver
location will be radially displaced from the source.

• 4. Loop — loop or coil — coil arrays (Fig. 14.1D). The field is caused by current flowing in one
loop or coil of wire, and the vertical component of the time-rate of change of magnetic induction is
detected and measured with a second loop or coil displaced radially from the first.

• 5. Central loop induction or loop–in-loop method (Fig. 14.1E). In this array, the field is caused
by current flowing in a large loop, with its axis vertical. The vertical component of the time-
rate of change in magnetic induction is detected and measured at the center of the small loop
located exactly at the center of the large loop (in nonsounding applications, the small loop is of-
ten used to map the field in detail in and around the source loop). This array is, surprisingly,
exactly mathematically equivalent to the loop – grounded wire method (Fig. 14.1C). This can
be seen if one imagines the transmitting loop to be made up of a number of short grounded
wires.

The concept of using a monochromatic transmitted field to construct a sounding curve with ei-
ther frequency or transmitter-receiver separation being varied developed early in the history of elec-
trical geophysics. The method is described in detail by various authors, including Vanyan (1967),
Frischknecht (1967), Keller (1968) and Kaufman and Keller (1983). We refer you to these references
if you wish to read further on frequency-domain electromagnetic sounding.
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FIGURE 14.1

Plan view of commonly used transmitter-receiver pairs. When small loops are used as magnetic dipoles, either
transmitting or receiving, their orientation is best described in terms of the direction of their moment, which is
normal to the plane of the coil.

14.1.1 MUTUAL COUPLING
The definition of “apparent resistivity” is not straightforward for controlled-source electromagnetic
sounding methods because, in general, there is no expression for electromagnetic fields over a uni-
form half-space that can be solved for that value. Therefore, the presentation of sounding data with a
controlled-source electromagnetic method is not well standardized. Instead, a quantity know as mutual
impedance,

Z = ER/IT , (14.2)

is most often used, where ER is the signal produced by the instrument used to sense either the electric
field or the time rate of change of the magnetic field, and IT is the current used to drive the transmitter.
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The voltage and the current need not and usually are not in phase; the impedance is a complex number,
in general.

Mutual impedance requires two numbers for specification, either a real and imaginary part:

Z = Re(ER/IT ) + iIm(ER/IT ), (14.3)

or an amplitude and phase:

Z = |Z|e−iω(t−φ), (14.4)

where φ is the phase of the mutual impedance.
Let us consider two of these controlled-source electromagnetic sounding systems, the loop-loop

system and the wire-loop system. We will consider that the loop is used as a detector of the time rate of
change of the vertical component of magnetic field in both cases. The output of an ideal receiver loop,
Er is:

Er = −μ0Arnr

∂Hz

∂t
= iμ0ωArnrHz (14.5)

where ω is the angular frequency of the monochromatic field, Ar is the physical area of the receiver
loop, and nr is the number of turns in the receiver loop. Substituting Eq. (5.269), the magnetic field
caused by a magnetic dipole sources at a distance R from the receiver loop when both lie on the surface
of a uniform earth characterized by a wave number k2 = iωμ0σ1, we have:

Er = nrntArAtIT

2πσ

1

R5
[9 − eikR(9 − 9ikR − 4k2R2 + ik3R3)] (14.6)

where At is the physical area of the transmitter loop, and nt is the number of turns in the transmitter
loop.

Let us define a reference mutual coupling between the two loops as being the mutual coupling in
free space. This is equivalent to setting k = 0 in the last equation. Expanding the exponential factor as
a series and retaining only the largest term in the resulting expression, we will have for the expression
in square brackets:

[
9 − eikR(9 − 9ikR − 4k2R2 + ik3R3)

]
=

[
9 −

(
1 + ikR − (kR)2

2
− i

(kR)3

3! + o(k3R3)

)
(9 − 9ikR − 4k2R2 + ik3R3)

]

= −k2R2

2
+ o(k3R3). (14.7)

Substituting Eq. (14.7) into (14.6), we obtain an expression for the output of an ideal receiver
loop, Er :

Er ≈ −k2nrntArAtIT

4πσR3
= − iωμ0nrntArAtIT

4πR3
. (14.8)
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FIGURE 14.2

Normalized mutual impedance for two vertical-axis loops lying on the surface of a uniform half-space as a
function of the normalized separation between the loops. The plots show the absolute values of the real and
imaginary parts of the normalized mutual impedance in logarithmic scale.

Finally, from Eqs. (14.2) and (14.8) we have for a mutual impedance

Z0 = E0/I = − iωμ0nrntArAt

4πR3
. (14.9)

Using the free-space mutual impedance, Z0, we can normalize the observed mutual impedance, Z,
to remove its dependence on the parameters defining the measurement system and on the separation
between transmitter and receiver:

Z/Z0 = − 2

k2R2

[
9 − eikR(9 − 9ikR − 4k2R2 + ik3R3)

]
. (14.10)

Fig. 14.2 shows graphically the dependence of the normalized mutual impedance between two
loops lying on the surface of a uniform earth as a function of the normalized separation between the
loops, R|k|. We note that for scaled separations of less than unity, Re (Z/Z0) is almost independent of
the scaled separation, and therefore, not of use in determining the resistivity profile in a layered earth.
At short, scaled distances, only Im(Z/Z0), which is very weak compared to Re(Z/Z0), can be used to
study the resistivity profile. At scaled distances greater than unity, corresponding to higher frequencies
if the loop separation is fixed, both the real and imaginary parts of the normalized mutual coupling can
be used in sounding.

We can follow the same procedure in determining the free-space mutual coupling between a loop
and a grounded wire. Eq. (5.248) gives the vertical component of the magnetic field when that field
is caused by a grounded dipole at a distance R, when both lie on a uniform half-space with the wave
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number k. Let us substitute the quantity IL for the current dipole moment, p, with L being the length
of the current dipole source and I being the current flowing in it (Eq. (14.5)):

Z = −nrArL

2πσ

1

R4
[3 − eikR(3 − 3ikR − k2R2)] sin θ, (14.11)

where θ is the angle between the equatorial axis of the current dipole source and the radius vector from
the source to the receiver.

Let us define the free-space mutual coupling, Z/Z0, by taking a limit as k → 0, expanding the
exponential term as a series, and retaining only the largest term in the result, according to Eq. (5.274):

Z0 = −nrArL

2πσ

1

R4

[
−1

2
k2R2 + o(k2R2)

]
] sin θ

= iωμ0nrArL sin θ

4πR2
(14.12)

The normalized mutual impedance, (Z/Z0), between a wire and a loop on the surface of a uniform
half-space is:

Z/Z0 = −2

k2R2

[
3 − eikR(3 − 3ikR − k2R2)

]
. (14.13)

The coupling between a loop and a grounded wire on the surface of a uniform earth is shown
graphically in Fig. 14.3. Here, as with the mutual coupling between two loops lying on the earth, Re
(Z/Z0) is insensitive to the earth for scaled separations less than unity.

Referencing the observed signal to the strength of the field generated by the source is not the
only way in which to normalize the observed fields in a controlled-source electromagnetic sounding
system. Actually, there are three quite distinct approaches to normalization of the observed fields:
source referencing, self-referencing, and cross-field referencing.

In source referencing, which is the mutual impedance method described in the preceding para-
graphs, one assumes that all the geometric characteristics of the survey system can be measured
accurately and conveniently and that lateral structures between the transmitter and receiver do not
distort the field at the receiver.

Self-referencing is based on the fact that at low frequencies, the electromagnetic coupling between
transmitter and receiver becomes independent of induction in the earth. By referencing the voltages
detected in the course of making a sounding to the voltage observed at a very low frequency, the
sounding curve is normalized in much the same way as though the free-space coupling were calculated
and used as a normalizing factor:

Z/Z0 = Vr(ω)I (ω → 0)/Vr(ω → 0)I (ω), (14.14)

where Vr is the output of the magnetic field detector, assuming that there is no change in the sensitivity
of the detector as a function of frequency. If there should be a nonuniform system response for the
field detector, it is necessary to compensate for such response with both the source referenced and
self-referenced methods of normalization.

Note that in Eq. (14.14), the only measured quantities needed are the voltage as a function of
frequency at the receiver, and the current as a function of frequency at the source. If the geometric
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FIGURE 14.3

Tangential electric field on the surface of a uniform earth generated by a vertical-axis magnetic dipole source.
The plots show the absolute values of the real and imaginary parts of the normalized mutual impedance in
logarithmic scale. Note that according to the principle of reciprocity, these same curves apply to the case of a
current dipole source and detection of the vertical component of magnetic induction.

parameters are measured separately, both normalizations can be carried out. The similarity or differ-
ences between the two sounding curves carries information in itself. If some mistake has been made in
recording any of the geometric parameters for the array, this mistake will become obvious in the form
of a shift between the two mutual impedance curves when they are presented as Napierian transforms
(Fig. 14.4).

14.1.2 THEORETICAL CURVES FOR EM SOUNDING IN THE FREQUENCY DOMAIN
Let us consider a frequency sounding system based on the use of a grounded wire source and a
vertical-axis loop receiver. The receiver detects the time-rate of change of the vertical component of
the magnetic field, Bz. Considering equation for the far zone limit for this array, a geometric factor,
KBz can be defined:

ρa = ρa,ω = KBz

VBz

I
, (14.15)

where VBz is the voltage produced by the receiving coil and I is the current driven through the source
wire, ρa = ρa,ω is frequency domain apparent resistivity. The voltage produced by an ideal vertical
axis coil with a harmonic monochromatic field Bz is:

VBz = −nAr

∂Bz

∂t
= iωμ0nArHz, (14.16)
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FIGURE 14.4

Property of shape preservation in the Napierian domain. Consider the lower plotted curve. If the independent
variable is multiplied by a and the dependent variable by b, the curve is shifted without change in shape by
distances of log10a in the horizontal direction and log10 b in the vertical direction.

where ω is the frequency of the field, Ar is the cross-sectional area of the loop, and n is the number of
turns in the coil. Substituting this into Eq. (14.15), we have

ρa,ω = −i
2πr4ωμ0

3IL sin θ
Hz, (14.17)

where r is the separation between the centers of the transmitting wire and the receiving loop and L is
the length of the source wire.

Substituting Eq. (5.227) and (5.236) into this last equation, we have

ρa,ω = −2πr4ωμ0

3IL sin θ

1

4π2

∫∫ ∞

−∞
kyZ

∗

(iωμ0 − n0Z∗)
e−i(kxx+kyy)dkxdky. (14.18)

This expression is a basic formula for calculating theoretical curves for frequency-domain electro-
magnetic sounding using the grounded-wire source/vertical-axis loop receiver sounding system. Cor-
responding curves in the time domain are obtained by Fourier transformation of the frequency domain
theoretical curves. The integral in Eq. (14.18) in general is not tabulated and must be evaluated numer-
ically.

However, if we consider only the far zone, Eq. (14.18) can be considerably simplified. In the fol-
lowing analysis consider that the earth consists of a set of layers with properties such that

| kj r |� 1, j = 1,2, · · · ,N (14.19)



14.1 ELECTROMAGNETIC SOUNDING 595

for the range of frequencies used. In a physical sense, this condition requires that the distance of the
receiver from the source be sufficiently great that we can assume the only significant part of the electro-
magnetic field propagates over the surface of the earth from source to receiver, propagating vertically
into the earth as a quasi plane wave in the vicinity of the receiver. This condition is commonly called
the wave-zone condition, and the theoretical curves computed for this condition are called frequency-
domain wave zone curves.

If we examine only cases in which the separation, r , from transmitter to receiver is effectively
infinite, we make use of the Fourier limit theorem, discussed earlier in Chapter 5. Considering that

f (n0) ∼ lim
n0→0

f̃ (n0), (14.20)

then ∫∫ ∞

−∞
f (n0)e

−i(kxx+kyy)dkxdky ∼ lim
r→∞

∫∫ ∞

−∞
f̃ (n0)e

−i(kxx+kyy)dkxdky. (14.21)

We see from Eq. (14.19) that:

kyZ
∗

iωμ0 − n0Z∗ ∼ lim
n0→0

kyZ

iωμ0 − n0Z

= 1

iωμ0

kyZ

(1 − n0Z/iωμ0)
≈ 1

iωμ0
kyZ

(
1 + n0Z

iωμ0

)
, (14.22)

where Z is the simple Tikhonov-Cagniard impedance.
In accord with Eqs. (14.21) and (14.22), Eq. (14.17) for ρa,ω can be approximated as:

ρa,ω ≈ i
2πr4

3 sin θ
Z

{
A1 + Z

iωμ0
A2

}
, (14.23)

where

A1 = 1

4π2

∫∫ ∞

−∞
kye

−i(kxx+kyy)dkxdky

= i
∂

∂y

1

4π2

∫∫ ∞

−∞
e−i(kxx+kyy)dkxdky; (14.24)

A2 = 1

4π2

∫∫ ∞

−∞
kyn0e

−i(kxx+kyy)dkxdky

= i
∂

∂y

1

4π2

∫∫ ∞

−∞
n0e

−i(kxx+kyy)dkxdky. (14.25)

But, in accord with Eq. (5.65),

1

4π2

∫∫ −∞

−∞
e−i(kxx+kyy)dkxdky = − ∂

∂z

{
1

4π2

∫∫
e−n0z

n0
e−i(kxx+kyy)dkxdky

}
|z=0

= − 1

2π

∂

∂z

(
1

r̃

)
|z=0= 0. (14.26)
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Similarly, we can show

1

4π2

∫∫ ∞

−∞
n0e

−i(kxx+kyy)dkxdky = 1

2π

∂2

∂z2

(
1

r̃

)
|z=0= − 1

2πr3
, (14.27)

where r̃ = √
x2 + y2 + z2 and r = √

x2 + y2.
Substituting from Eqs. (14.26) and (14.27) into Eqs. (14.24) and (14.25), we can write

A1 = 0

A2 = − i

2π

∂

∂y

1

r3
= − i

2π

(−3)

r4

y

r
= 3i

2πr4
sin θ. (14.28)

Consequently, from Eq. (14.22), we have the expression for apparent resistivity,

ρa,ω ≈ − 2πr4

3i sin θ

Z2

iωμ0

3i sin θ

2πr4
= − 1

iωμ0
Z2, (14.29)

where Z is the simple Tikhonov-Cagniard impedance:

Z =
(

ωμ0

k1

)
RN, (14.30)

and RN is the layered earth correction factor defined earlier in Eq. (5.24).
Substituting this last result into the equation immediately preceding, we have

ρa,ω/ρ1 ≈ R2
N. (14.31)

Let us next consider a case in which the sequence of layers assumed above rests on a lowermost
insulating half-space (the electrical basement). The condition of Eq. (14.19) obviously cannot be met
in an insulating layer. The field which penetrates through the conducting layers above will propagate
laterally with no loss, and on reaching a position beneath the receiver, it will contribute an upward
traveling component which is detected in addition to the component which traveled over the surface
from the source. The expression for the two components can be written as:

ρa,ω/ρ1 ≈ R2
N + 
2

N, (14.32)

where 
2
N is a complementary term representing the energy which has traveled in the lower insulating

layer.
As an example, consider a two-layer case in which the second layer is an insulating half-space:


2
2 = coth 2k1d1 − 1, (14.33)

where d1 is the depth to the top of the insulating half-space. At the same time

R2
2 = coth 2k1d1.
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Substituting this last expression into Eq. (14.32), we can write the final result

ρa,ω/ρ1 = 2 coth 2k1d1 − 1. (14.34)

14.1.3 TIME-DOMAIN ELECTROMAGNETIC SOUNDING
Beginning in the 1960s, interest developed in the use of controlled-source electromagnetic sounding
to explore to depths of importance in exploration for oil and gas and for geothermal systems. This
required penetration of the electromagnetic field through several, or even many kilometers of rock with
a relatively low resistivity. Considering that the depth of investigation scales by the inverse wave num-
ber, 1/k = 1/(iωμ0σ)1/2, the frequency content transmitted by the controlled-source decreases by the
square of the depth to be investigated. Moreover, the frequency must also be lowered in proportion to
the square of the conductivity, inasmuch as the typical oil and gas or geothermal exploration problems
involve earth resistivities that are lower by factors of 10 or more than the average resistivity of the
earth. Instead of using frequencies ranging from a few Hz to a few kHz, in these new problems, it is
often necessary to consider frequencies in the range from a few mHz to a few Hz.

Moving to a frequency window some three decades lower, a number of practical problems arise;
for example, even the generation of an alternating current of large amplitude is not an easy task at
frequencies of mHz. Moreover, the sequential observation of field components at various frequencies
in the mHz range can require an extraordinary amount of time. An obvious solution to both practical
problems is the use of a repeated square wave to power the source. Square waves are simple to generate
at low repetition rates, and contain a wide spectrum of frequencies at as each cycle is transmitted.

Another important advantage of the time-domain electromagnetic sounding over a frequency-
domain method is an ability to sound to depth when the source and receiver are close together.

TDEM sounding can be carried out with a variety of sources and receivers, but by far the greatest
amount of use has been based on the coupling between a short grounded wire and a sensor that detects
the time rate of change of the vertical component of the magnetic field from the square-wave energized
source, or the coupling between two concentric ungrounded loops. These are analytically identical
systems, but do differ to some extent in operating characteristics. The two arrays are shown in Fig. 14.5.

As with all sounding methods, the conversion of observed data to values of apparent resistivity is to
be desired, but with controlled-source electromagnetic methods, the definition of apparent resistivity
is neither standard nor obvious. The concepts of early and late apparent resistivity for the TDEM
method were first proposed by Keller (1969) and by Kaufman and Morozova (1970) for the most
commonly used system for time-domain electromagnetic sounding, one in which an electromagnetic
field is generated using a current dipole source and the vertical component of the magnetic field is
observed. If the system is deployed on the surface of a uniform half-space, the vertical component of
the magnetic field is:

∂Hz

∂t
= 3Id� sin θ

2πμ0σR4

[
�(ut ) −

(
2

π

)1/2

e−u2
t /2ut

(
1 + u2

t

3

)]
, (14.35)

where ut = 2πR/τt and τt = 2π
√

2tρ/μ0. Also, R is the separation between the source and receiver,
I is the amplitude of the current step supplied to the source dipole, d� is the length of the source dipole
(Id� = M is the “moment” of the source), t is the time following initiation of the Heaviside step, ρt is
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FIGURE 14.5

Two typical layouts for doing time-domain electromagnetic soundings. A. Grounded wire source method for
carrying out time-domain electromagnetic soundings. The grounded source is energized with a square-wave
current. The receiver is a sensitive magnetometer, shown here as a vertical-axis induction loop. B. Central loop
induction method for carrying out time-domain electromagnetic soundings. The large loop is energized with a
square-wave current. The receiver, a sensitive magnetometer, is placed at the center of the source loop.

the resistivity of the half-space, and φ is the angle as defined in Fig. 14.5. The function �() is the error
function (Abramowitz and Stegun, 1965).

Apparent resistivity is a useful concept. It permits the conversion of field observations to numerical
estimates of earth resistivity which can then be used as a guide to the meaning of the measurements
made in the field. With controlled-source electromagnetic methods, a more limited form of apparent
resistivity can be used for the same purpose by taking only limiting values for the field at very short
and very long times. For example, if one takes a limit for the expression in Eq. (14.35) for very short
times, and then takes a time derivative of the limit, we have:

∂Bz

∂t
= 3ρtId� sinφ

2πR4
, (14.36)

where Bz = μ0Hz. This expression for the early-time limit is algebraically simple and can easily be
inverted to find ρt :

ρa,early = 2πR4

3Arnr Id� sinφ
Vcoil, (14.37)

where it has been assumed that the field is detected using a vertical-axis coil with an area Ar with nr

turns producing a voltage output, Vcoil(t).
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FIGURE 14.6

Time-domain electromagnetic sounding curves for a uniform earth with a resistivity of 10 ohm-meters. The
source-receiver separation (in kilometers) is indicated by the label on each curve.

This expression is used widely in the application of TDEM soundings, but it must be observed
that it is meaningful only for the very early portions of a recorded transient. Transient curves
transformed to apparent resistivity curves using this formula are shown in Figs. 14.6 and 14.8.
The set of curves noted as “early-time” curves in Fig. 14.6 show the effect of varying the sepa-
ration between source and receiver on the location of the curves, while the corresponding curves
in Fig. 14.8 show the effect of the resistivity of the medium for a fixed source-receiver separa-
tion.

A limit can be taken for the expression in Eq. (14.35) for the condition t → ∞ as well:

∂Bz

∂t
= μ

5/2
0 MR sinφ

40π3/2t5/2ρ3/2
. (14.38)
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FIGURE 14.7

Time-domain electromagnetic sounding curves for a uniform earth with a resistivity of 10 ohm-meters. The
source-receiver separation (in kilometers) is indicated by the label on each curve.

This, too, can easily be solved for a definition of apparent resistivity:

ρa,late =
(

μ
5/2
0 ArnrMR sinφ

40π3/2t5/2Vcoil

)2/3

. (14.39)

Transient curves transformed to apparent resistivity curves using this formula are shown with the
notation “late-time” curves in Figs. 14.7 and 14.9, again for the case of a uniform half-space. Both the
resistivity of the half-space and transmitter-receiver separation determine the earliest time at which this
“late-time” definition of apparent resistivity is reasonably valid.

On examining these two definitions of apparent resistivity, one valid for early time (or long sep-
aration) and the other for late time (or short separation), we see a surprising thing: in early time, the
voltage observed from the receiving loop grows with the resistivity of the earth, while in late time, the
same voltage decreases as the resistivity in the earth grows. One can conclude that at some intermedi-
ate range in time, the voltage from the receiving coil is relatively independent of the resistivity in the
earth.
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FIGURE 14.8

Apparent resistivity curves computed with the early-time asymptotic expression for a uniform earth. The
separation from transmitter to receiver is 1000 meters. The resistivity of the earth is shown by the label on
each curve.

The definitions of apparent resistivity in Eqs. (14.37) and (14.39) are source referenced; that is, the
received signal is assumed to be directly proportional to the moment of the source, M = I�. This is
a meaningful way to define apparent resistivity only if the earth is laterally uniform. In such a case,
current flow in the earth is sufficiently symmetric that it makes no contribution to the vertical magnetic
field component at the receiver. The vertical magnetic component is contributed only by the current
flowing along the wire forming the source dipole.

If the earth is not laterally uniform, asymmetric current flow in the earth can give rise to an addi-
tional vertical magnetic field component at the receiver which will “distort” the received signal. Most
often, this distortion consists of a reduction of the signal level at the receiver, causing the early and
late part of the signal to give contradictory values of apparent resistivity. The effect is analogous to the
static shift which causes serious problems in MT sounding.

Distortion of TDEM signals caused by asymmetry in current flow near the source can be largely
eliminated by referring the signal observed at the receiver location to the static level of the vertical
magnetic field at that point instead of to the moment of the source. The static magnetic field at the
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FIGURE 14.9

Apparent resistivity curves computed using the late-time asymptotic expression for a uniform earth. The
separation from transmitter to receiver is 1000 meters. The resistivity of the earth is shown on the label on
each curve.

receiver location can be found simply by integrating the observed transient signal:

Q =
∫ ∞

0
Vcoildt = −μ0nrAr

∫ ∞

0

∂Hz

∂t
dt

= μ0nrArH0,z, (14.40)

where Q is the area beneath the observed TDEM signal curve and H0,z is the vertical component of
the static (zero-frequency) magnetic field.

We now can use Gauss’s law to determine the source moment which would produce the observed
static magnetic field:

Mef = 4πR2Q/μ0nrAr . (14.41)
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The effective moment, Mef , can now be used in place of the real moment, M , in Eqs. (14.37)
and (14.39):

ρa,early = μ0R
2

6Q
Vcoil, (14.42)

ρa,late =
(

μ
3/2
0 R3Q

10
√

πtt2Vcoil

)2/3

. (14.43)

Most commonly in TDEM soundings, only the vertical component of the magnetic field is ob-
served at a receiving site. On occasion, the other two magnetic field components, Hx and Hy , are also
measured. Apparent resistivity formulas can be developed for these components but are valid only in
the early and late time limits (Kaufman and Keller, 1985). Formulas for source-referenced apparent
resistivities are:

ρ
Hx

a,early = 16π3tR6

9μ0A2M2 sin 22φ
V 2

x , (14.44)

ρ
Hy

a,early = 16π3tR6

μ0A2M2(3 cos 2φ − 1)2
V 2

y , (14.45)

ρ
Hx

a,late =
(

−μ3
0AM sin 2φR2

512πt3Vx

)1/2

, (14.46)

ρ
Hy

a,late = μ2
0MA

64πt2Vy

. (14.47)

In these expressions, the superscript on ρa indicates the field component used in calculating appar-
ent resistivity. Each of these four definitions makes use of source-moment referencing and is based on
an assumption of symmetry of current flow in the earth. Referencing to a static magnetic field requires
that we examine the static field from the currents flowing in the earth, because the current flowing along
the wire causes only a vertical component of static magnetic field on the surface of the earth. The static
field from the return current flow in a radially uniform earth causes only a horizontal magnetic field on
the surface, which can be derived from expressions given by Kaufman and Keller (1983, p. 239):

H0,x = − M

2πR2
sin 2φ, (14.48)

H0,y = M

4πR2
cos 2φ, (14.49)

where H0,x and H0,y are the x and y directed components of the static magnetic field.
The effective source moments, Mx,ef and My,ef , can be defined by integrating the corresponding

curves for the transient magnetic field components, as was done for the vertical magnetic components:

Mx,ef = 2πR2Qx/μ0Ar sin 2φ, (14.50)

My,ef = 4πR2Qy/μ0Ar cos 2φ, (14.51)
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where Qx and Qy are the integrals, respectively, of the transient magnetic field components in the x

and y directions at the receiver location.
The expressions for apparent resistivity based on horizontal components of the magnetic field given

above in Eqs. (14.44) through (14.47) can be rewritten in a self-referenced form as follows:

ρ
Hx

a,early = R2πμ4
0t

9Q2
x

V 2
x , (14.52)

ρ
Hy

a,early = πμ0tR
2 cos 22φ

Q2
y(3 cos 2φ − 1)2

V 2
y , (14.53)

ρ
Hx

a,late = μ0R
2

16

(
Qx

t3Vx

)1/2

, (14.54)

ρ
Hy

a,late = −μ0R
2Qy

16t2 cos 2φVy

. (14.55)

Still another way to arrive at expressions for apparent resistivity is through the use of the “tilt” of the
magnetic field vector at a receiving site. We can easily define the tilts as follows:

X = Hz/Hx, Y = Hz/Hy.

Magnetic field tilts can be computed easily only if we use early and late time asymptotic values for
the field components. When we do, we arrive at the following four expressions for magnetic field tilt:

Xearly = − 1

R

(
πρt

μ0 cos 2φ

)1/2

, (14.56)

Yearly = 6
√

ρπt sinφ√
μ0R(3 cos 2φ − 1)

, (14.57)

Xlate = − 32

5R cosφ

(
ρt

πμ0

)1/2

, (14.58)

Ylate = 8 sinφ

5

(
μ0

πρt

)1/2

. (14.59)

Each of these magnetic tilt expressions can be solved for a definition of apparent resistivity, which
is effectively the cross referencing of a pair of measurements without regard to source strength or static
field strength:

ρX
a,early = μ0R

2X2
early

πt
cos 2φ, (14.60)

ρY
a,early = μ0R

2Y 2
early(3 cos 2φ − 1)2

36πt sin 2φ
, (14.61)

ρX
a,late = 25πμ0R

2X2
late cos 2φ

1024t
, (14.62)
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ρY
a,late = 64μ0R

2 sin 2φ

25πtY 2
late

. (14.63)

All of these varied definitions for apparent resistivity have a common form:

ρa ∼ cF b
c ,

where F is the component or ratio of components used to compute apparent resistivity. The apparent
resistivity is proportional to one (or two) of the field components raised to a power, b. The parameter b
has important implications with respect to the way in which a TDEM survey should be carried out in
order to obtain the most reliable information on the resistivity in the earth. Consider that any physical
measurement of a field component is accompanied by some error, which we expect to be small:

Fc,measured = Fc,correct (1 + ε), (14.64)

where ε is the fractional error in measurement. When the field component is raised to a power, b, in
computing apparent resistivity, this expression becomes:

Fb
c,measured = Fb

c,correct (1 + bε + ...). (14.65)

For small errors, the higher-order terms can be neglected. The parameter, b, serves as a multiplier
to the error expected in computed resistivity caused by the error in observation. Reviewing the various
definitions of apparent resistivity, we see 4 classes of measurements:

• 1) Those in which the measured field component is raised to the power 1/2 or 2/3, as is the case
with late-time observations. The error in apparent resistivity is less than the error in observation.

• 2) Those in which the apparent resistivity is directly proportional to the measured field component.
The error in apparent resistivity is the same as the error of observation.

• 3) Those in which the measured field quantity is squared, as is the case with early-time observations
of the horizontal magnetic field components. The error in apparent resistivity is twice as large as the
error of observation.

• 4) Those in which a ratio of measured field quantities is used to compute apparent resistivity. If
the error in measurement of both field quantities is the same, the error made in computing apparent
resistivity will be four times as large.

14.1.4 PROPERTIES OF TDEM SOUNDING CURVES
Let us consider the implications of the fundamental property of electromagnetic transient signals plot-
ted in the Napierian domain — wave-form preservation. Electromagnetic transient signals depend only
on scaled variables, dimensionless time and dimensionless signal strength. In view of this, we can
represent any earth model as a set of compartments where the conductivity in each compartment is
normalized to some reference conductivity, and the dimensions of each compartment are normalized
to some reference length. This presents us with a classical philosophical question in exploration geo-
physics: if knowledge of a given structure of the earth permits us to determine precisely the shape of an
electromagnetic transient signal (the so-called forward problem), then does not knowledge of only the
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shape of the Napierian plot of the electromagnetic transient signal permit us to determine the structure
of the earth (the inverse problem)? Surely it does, at least within the limitations usually accompanying
an ill-posed inverse problem.

This is a surprisingly powerful result — the tight relationship between the shape of the transient
electromagnetic signal and the geoelectrical structure of the earth. Conventional wisdom in electrical
prospecting tells us that in order to determine the electrical structure, we must make measurements
of two quantities, one being related to the strength of the source, and the other being related to the
strength of the electromagnetic field at an observation point. For example, in the DC resistivity method,
apparent resistivity values are computed from the ratio of the voltage measured between the receiving
electrodes and the current driven through the source electrodes. Even in the case of magnetotelluric
sounding where no information about the source strength is required, the observed electric field must
be normalized to the observed magnetic field in order to determine the geoelectric structure.

With two-quantity field observations, an exact relationship between the two measured quantities
assumed in theory is never holds precisely. Uncertainty arises when different parts of the earth have a
differing effect on each of the two required measurements. For example, in DC resistivity sounding,
a local inhomogeneity in the electrical structure of the earth near the receiving electrodes will affect
the current in the source and the voltage at the receiver quite differently. The result is that as the
spacing between electrodes is changed to perform a depth sounding, the depth sounding curve exhibits
scatter limiting the accuracy with which it can be fit with a model in interpretation. A scatter of 5%
to DC apparent resistivity curves is considered to represent high quality. This scatter has been called
“geological noise” by many electrical geophysicists, and so, like many other aspects of geology, beyond
our ken and control.

The problem is even more frustrating with the magnetotelluric sounding method in which non-
random distortions are caused by local structures near an observation site. The biasing effect in
magnetotelluric data collection has become well recognized (Kaufman, 1989; others). A local geo-
electric inhomogeneity at the observation site can cause a shift in the electric field measurement that
would otherwise be appropriate for the magnetic field measurement, causing a shift in the resulting
magnetotelluric sounding curve. Magnetotelluric data often show stochastic error, but static shift of
magnetotelluric sounding curves often leads to gross misinterpretation about which no warning is
provided. Because of this, the MT method is virtually useless in areas where strong surface inho-
mogeneities are present.

The normalizing factors that are the basis for obtaining the Napierian domain electromagnetic
waveforms appear to require information both on the strength of the source and the signal strength
at the receiver. Thus, we appear to need two measurements, even for the TDEM method. Fortunately,
the moment of the source can be computed from the static magnetic field at the receiver site, which can
be determined by integration over time of the transient magnetic field. This involves no approximation;
integration of the time derivative of the magnetic field yields the static level of that field.

The ratio of the strength of a transient magnetic field to its time integral does not depend on a
number of system parameters, including source moment and receiver calibration. If the Napierian shape
of the transient magnetic field alone is determined, it contains all the available information about the
geoelectric structure in the vicinity of the receiver.

Can we measure the shape of the transient magnetic field accurately? Accurate detection of the
shape of a time-domain pulse requires the use of measurement systems with a very large, virtually
infinite bandwidth of response. Use of such bandwidths is often not practical even with digital systems,
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because a very great dynamic range would also be necessary. The natural electromagnetic field has both
a whitish component and virtual delta function components. The whitish component contributes a noise
level proportional to bandwidth, so that in practice, one must compromise with the desire for an infinite
bandwidth of response. The δ-function components pose a lesser problem, but their rejection even by
digital filters imposes some limitation on our ability to record an undistorted pulse shape.

In practice, one chooses a recording system which has limited bandwidth as well as some filtering
to reject discrete frequencies. The effect of these limitations on fidelity of recording a pulse shape
are then compensated in subsequent data processing by deconvolution. The ultimate capability of the
TDEM method is limited only by the accuracy with which the infinite bandwidth response function
can be reconstructed.

Deconvolution of electromagnetic pulses differs from deconvolution of seismic pulses in funda-
mental ways. The amplitude of an electromagnetic signal arising from excitation of a source current
dipole with a Heaviside step changes from zero to some finite value instantaneously at zero time on any
time scale we are likely to use in exploration geophysics. As a consequence, the full Fourier transform
cannot be evaluated at the beginning of the pulse because of Gibb’s phenomenon.

Consider a continuous TDEM signal as produced by an analog detection system with some impulse
response in the time domain given by r(t):

o(t) = s(t) ∗ r(t), (14.66)

where o(t) is the analog output of the detection system, and s(t) is the undistorted signal needed for
processing and interpretation. A direct approach to removal of the system response consists of inversion
of Eq. (14.66):

s(t) = o(t) ∗ r(t)−1. (14.67)

Eq. (14.67) can be converted to numerical form for evaluation. The method is widely used, but suf-
fers from significant problems because of the computational time required and the instability involved
in the evaluation of the inverse, r(t)−1.

A second approach which is also commonly used consists of transformation of Eq. (14.67) to the
frequency domain for evaluation. Let us first convert the analog signal, s(t), to digital form by mul-
tiplying it by a Dirac comb consisting of equally spaced delta functions located symmetrically on the
time axis from −N�t to +N�t :

s(n�t) =
n=+N∑
n=−N

snδ(t − n�t). (14.68)

We now have a set of 2N + 1 values for sn, a time series representing the ideal signal as it appears at
the input terminals of our recording system.

The Fourier transform approach is based on transformation of Eq. (14.66) to the frequency domain:

S(ω) = O(ω)

R(ω)
, (14.69)

where S(ω),O(ω), and R(ω) are the spectrums of the time functions, s(t), o(t), and r(t). The desired
compensated time domain signal, s(t), is obtained by inverse Fourier transformation of the signal
spectrum, S(ω).
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In a third approach to deconvolution, convolution is defined by the Duhamel integral. The integral
is written in finite-difference form and backward solved to obtain an undistorted transient waveform.
To develop the Duhamel integral, we view each of the samples as a voltage impulse that excites the
impulse response, r , of the recording system. We can specify the output signal, on(n�t), as the sum
of appropriately delayed values from a sequence of impulse responses. At time t = 0, corresponding
to the instant at which the Heaviside function switches on at the source, the output of the recording
system is zero, despite the fact that a finite voltage has appeared at the input of the recording system:

o0 = 0. (14.70)

A short time later, at time t = 1�t , the voltage at the input consists of the voltage described at
a time 1�t for the impulse at the input at time t = 0, plus the zero voltage arising from the second
impulse:

o1(1�t) = r(1�t)s(0�t). (14.71)

As we write the output voltages at progressively later times, it will consist of more terms, repre-
senting delayed impulses appearing at the terminals of the recording system:

o2(2�t) = r(2�t)s(0�t) + r(1�t)s(1�t), (14.72)

o3(3�t) = r(3�t)s(0�t) + r(2�t)s(1�t) + r(1�t)s(2�t), (14.73)

o4(4�t) = r(4�t)s(0�t) + r(3�t)s(1�t) + r(2�t)s(2�t) + r(1�t)s(3�t), (14.74)

and so on for the number of points in the time series.
This set of equations can be solved, at least formally, for the sampled original waveform:

s(0�t) = o(1�t)

r(1�t)
,

s(1�t) = o(2�t) − r(2�t)s(0�t)

r(1�t)
,

s(2�t) = o(3�t) − r(3�t)s(0�t) − r(2�t)s(1�t)

r(1�t)
,

s(3�t) = o(3�t) − r(4�t)s(0�t) − r(3�t)s(1�t) − r(2�t)s(2�t)

r(1�t)
. (14.75)

Deconvolution using this approach works perfectly only for noise-free data. Even with the small
round-off error involved in digital computing, errors build catastrophically as one works into the sig-
nal. The principal reason for the instability of the formal solution as given in Eq. (14.67) is that the
deconvolution problem is an ill-posed problem. For the moment, let us merely see if we can re-express
the deconvolution problem in a form which provides for a more stable solution. Let us go back to the
continuous form of Duhamel’s integral:

o(t) =
∫ t

0
s(t − τ)r(τ )dτ. (14.76)
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This is an integral equation of the Fredholm type of the first kind, equations which are well known
to be ill-posed in general. Svetov and others (in Velikhov, 1989) have devised a method to obtain a more
stable solution of Eq. (14.76) as follows. Let us represent the undistorted signal, s(t), as an integral
transform with the exponential function, e−λt as a weighting function:

s(t) =
∫ ∞

0
S(λ)e−λtdλ, (14.77)

where s(t) and S(λ) now form a transform pair in the t and λ domains. Svetov and others (in Velikhov,
1989) have shown that such a transform exists for any transient electromagnetic waveform. We call the
λ-domain characterization of the signal, S(λ), the exponential spectrum of the signal, s(t).

We can use an approximating function in the form of a sequence of polygons, Bn(λ) (for example,
by a cubic spline):

S(λ) =
N∑

n=1

cnBn(λ), (14.78)

where the cn are the unknown coefficients for the spline. Substituting Eq. (14.78) into Eq. (14.77), we
have

s(t) =
N∑

n=1

cnbn(t), (14.79)

where

bn(t) =
∫ ∞

0
Bn(λ)e−λtdλ. (14.80)

Substituting Eq. (14.78) into Eq. (14.76), we obtain

o(t) =
N∑

n=1

cn

∫ T

0
bn(t − τ)r(τ )dτ. (14.81)

Implementing Eq. (14.81) for a sequence of times, t = t1, t2, · · · , tN , we obtain a system of linear
equations involving the unknown coefficients cn(n = 1,2, · · · ,N):

o(ti) =
N∑

n=1

cnpni
, (14.82)

where i = 1,2, · · · ,M and

pni
=

∫ T

0
bn(ti − τ)r(τ )dτ. (14.83)

The system of Eqs. (14.82) provides a stable solution of the integral equation (Eq. (14.76)).
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14.2 INTERPRETATION OF CONTROLLED-SOURCE TIME DOMAIN EM DATA
USING THE THIN-SHEET APPROACH

The notion of apparent resistivity is used in EM sounding methods, if we substitute a homogeneous
conductive half-space model for a given inhomogeneous geoelectrical structure. It is possible, however,
to use another simple model for interpretation of time domain electromagnetic (TDEM) data. This
model can be represented by a thin conductive sheet, submerged in a nonconductive full space. The
conductance of this thin sheet plays a similar role in the analysis of the TDEM data to the apparent
resistivity considered above. In the present section we will discuss in details an effective method of
TDEM data interpretation based on the thin-sheet approach.

14.2.1 THE PRICE-SHEINMAN AND TIKHONOV-DMITRIEV THIN-FILM MODELS WITH
LATERALLY VARYING CONDUCTANCE

The theory for electromagnetic induction in thin conducting layers was first developed by A. Price and
S. M. Sheinman; their model has become known as the thin film model. The theory for such models
was extended by A. N. Tikhonov and V. I. Dmitriev to cases in which layers with nonzero thickness, d ,
could be included.

We will consider a thin layer of constant thickness but continuously variable conductivity over the
layer, σ(x, y). The upper surface of this layer, S−, is the plane z = 0, and the lower surface, S+, is the
plane z = d . We assume that within the layer, the conductivity does not vary with depth. This requires
that the point at which we are observing the field is far from the field sources in comparison with the
thickness of the layer. Moreover, the thickness of the layer must be much less than the wavelength of
the electromagnetic field in that layer.

Because the field does not change with depth in the layer, we can expand the expression for the
field as a Taylor’s series, retaining only the first two terms of the expansion. Considering Maxwell’s
equations, we can write

E+
x = E−

x + d · ∂E+
x /∂z = E−

x + d · {iωμ0H
−
y + ∂E−

x /∂x)

= E−
x + iωμ0dH−

y + d
∂

∂x

(
1

σ

(
∂H−

y

∂x
− ∂H−

x

∂y

))
, (14.84)

where the indices − and + indicate the upper and lower boundaries of the thin layer, respectively.
Similarly,

E+
y = E−

y − iωμ0dH−
x + d

∂

∂y

[
1

σ

(
∂H−

y

∂x
− ∂H−

x

∂y

)]
. (14.85)

Now, consider the magnetic field:

H+
x = H−

x + d
∂H−

x

∂z
= H−

x + d

[
σE−

y + ∂H−
z

∂x

]

= H−
x + σdE−

y + d

iωμ0

∂

∂x

[
∂E−

y

∂x
− ∂E−

x

∂y

]
, (14.86)
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and similarly

H+
y = H−

y − σdE−
x + d

iωμo

∂

∂y

[
∂E−

y

∂x
− ∂E−

x

∂y

]
. (14.87)

These modified boundary conditions, called the Tikhonov-Dmitriev Boundary Conditions, represent
the tangential components of the electromagnetic field at the surfaces of a thin film. The statement of
a more general set of boundary conditions based on the use of almost all the terms of a Taylor’s series
can be found in Berdichevsky and Zhdanov (1984).

We define the longitudinal conductance of the thin film as

S(x, y) = σ(x, y)d.

In Eqs. (14.84) through (14.87), we take a limit as the thickness, d → 0, and the conductivity, σ → ∞,
with the conductance remaining constant:

lim
d→0

σ(x, y)d = S(x, y). (14.88)

With this limiting process, the thin conducting layer becomes a vanishingly thin sheet or film charac-
terized only by its surface conductance, S, and Eqs. (14.84) through (14.87) become:

E−
x − E+

x = [Ex]z=0 = 0,

E−
y − E+

y = [Ey]z=0 = 0, (14.89)

H−
x − H+

x = [Hx]z=0 = −S(x, y)E−
y = −IS

y ,

H−
y − H+

y = [Hy]z=0 = S(x, y)E−
x = IS

x , (14.90)

where Ix(y) is the surface current density in the film,

IS
x = E−

x S(x, y),

IS
y = E−

y S(x, y), (14.91)

and where the square brackets indicate a step in the value of the field components through the sheet.
In view of Maxwell’s second equation

iωμ0Hz = ∂Ey

∂x
− ∂Ex

∂y
, (14.92)

and on the basis of Eq. (14.89)

H−
z − H+

z = [Hz]z=0 = 0. (14.93)

Eqs. (14.89), (14.90), and (14.93) are called the Price-Sheinman boundary conditions for a thin
film.
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We will examine a particularly important case, that of a thin conducting sheet in an otherwise
insulating full space, in detail. In this model, the behavior of the magnetic field outside of the sheet is
magnetostatic, and the magnetic field can be expressed in terms of only a scalar potential:

H = −grad U,

from which

H+ − H− = −grad(U+ − U−), (14.94)

where U+ = U |S+ and U− = U |S− .
We now introduce a flux function ψ using the formula

−ψ = U+ − U−. (14.95)

Substituting Eqs. (14.94) and (14.95) into Eq. (14.90), we have

IS
x = −∂ψ/∂y,

IS
y = ∂ψ/∂x. (14.96)

Expressing Ex , Ey in terms of IS
x , IS

y and substituting them in Eq. (14.92), we write an expression for
the flux function ψ :

∂

∂x

(
1

S

∂ψ

∂x

)
+ ∂

∂y

(
1

S

∂ψ

∂y

)
= iωμ0Hz|z=0. (14.97)

This equation bears the name Price’s equation. It can be written as follows in a compact form;

div

(
1

S
gradψ

)
= iωμ0Hz|z=0. (14.98)

This formula is quite important in investigating various aspects of electromagnetic induction in thin
inhomogeneous layers present in a relatively nonconducting region of the earth.

Through use of the Price-Sheinman and Tikhonov-Dmitriev model of a thin conducting sheet, it is
possible to consider almost any form of three-dimensional anomaly in near surface structures. A num-
ber of computer codes have been developed based on this model.

14.2.2 TRANSIENT FIELD OF A MAGNETIC DIPOLE ABOVE A CONDUCTING THIN
SHEET

Particularly important in the application of transient electromagnetic fields to sounding (particularly for
short distances between transmitter and receiver) is the behavior of a step-induced transient magnetic
field excited by a vertical-axis magnetic loop source (a magnetic dipole source) for a medium which
consists of a single conducting sheet in an otherwise insulating full space. Let us assume that an elec-
tromagnetic field is caused by current flowing in a loop of wire lying in the horizontal plane forming
a vertical-axis magnetic dipole with a moment IM at a height d0 above a sheet with a uniform integral
conductance, S. The waveform of the current flowing in the coil, I , is that of a Heaviside function
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(instantaneous change in level), I = I0H(t). We wish to find the field from this source at some height,
d0, above the sheet, this height being the surface of the earth where the source is situated and where
the field is observed. This solution is obtained from a formula developed earlier using a Cartesian co-
ordinate system with its origin located on the thin sheet (not the earth’s surface) directly beneath the
transmitting coil.

In accord with Eqs. (5.287) and (5.293), the magnetic field at the surface of the earth (z = −d0)
caused by a source excited with a Heaviside wave form is

HH
z (t) |z=−d0=

1

2π

∫ ∞

−∞
1

4π2

∫∫ ∞

−∞
hz |z=−d0 e−i(kxx+kyy)dkxdky

{
πδ(ω) − 1

iω

}
e−iωtdω,

(14.99)

where hz |z=−d0 is the spatial spectrum of the vertical component of the magnetic field from the dipole
source driven at a single harmonic frequency (the response for the actual Heaviside excitation will
be obtained by Fourier summation of frequencies). Values for hz |z=−d0 can be found by analytic
continuation of the dipole field from the surface of the sheet (z = 0) to the surface of the earth (z =
−d0). We also can find the spatial spectrum of the field, hz |z=−d0 , on the surface of the earth from a
previously developed equation (Eq. (5.264)):

hz |z=−d0= −IMn2
0

e−n0d0Z∗

iωμ0 − n0Z∗ , (14.100)

where Z∗ is the spectral impedance for the sequence lying beneath the plane z = 0. In our particular
problem, we will obtain the spectral impedance function by the method described in the preceding
section by taking a limit for a two-layer sequence in which the conductivity of the sheet, σ1, becomes
large without limit at the same time that its thickness, h1, becomes vanishingly small:

lim
σ1→∞,h1→0

σ1d1 = S. (14.101)

In accord with Eqs. (5.204) and (13.55) and using the asymptotic condition that limx→0 cothx =
1/x, we have for two layers,

Z∗ = − iωμ0

n1
coth

[
n1d1 + coth −1 n1

n0

]
= − iωμ0

n1

1 + cothn1d1
n1
n0

cothn1d1 + n1
n0

∼d1→0 − iωμ0

n1

1 +
(

1
n1d1

)(
n1
n0

)
1

n1d1
+ n1

n0

= −iωμ0
d1n0 + 1

n0 + n2
1d1

.

Now, passing to the limits for d1 → 0 and σ1 → ∞ and with consideration of Eq. (14.101), we obtain:

Z∗ ≈ −iωμ0

n0 − iωμ0S
. (14.102)



614 CHAPTER 14 ELECTROMAGNETIC METHODS IN THE FREQUENCY

Substituting Eq. (14.102) into Eq. (14.100), we can write

hz |z=0= IMn2
0

e−n0d0

n0 − iωμ0S
. (14.103)

And so, we have calculated the spectrum of the magnetic field, hz, on the surface of a sheet with
conductance S. In order to calculate this field at the earth’s surface (at z = −d0), we represent the
spectrum of the field at depth as the sum of internal and external parts of the magnetic field in a manner
analogous to that used in Chapter 13:

hz |z=0= he
z |z=0 +hi

z |z=0,

where he
z is the spectrum of the vertical component of the external field in the absence of the conducting

sheet, obtained from Eq. (14.103) with S = 0:

he
z |z=0= 1

2
n0I

Me−n0d0 . (14.104)

Therefore, the spectrum of the internal field is

hi
z |z=0 = hz |z=0 −he

z |z=0= IMn2
0

e−n0d0

2n0 − iωμ0S
− 1

2
n0I

Me−n0d0

= 1

2
IMn0e

−n0d0
iωμ0S

2n0 − iωμ0S
. (14.105)

In accord with Eqs. (13.196) and (13.198), at any level in the upper half-space

hz |z= hi
z |z=0 en0z + he

z |z=0 e−n0z.

In particular, at the earth’s surface, z = −d0:

hz |z=−d0= hi
z |z=0 e−n0d0 + he

z |z=0 en0d0 . (14.106)

Substituting from Eqs. (14.104) and (14.105) into Eq. (14.106), we write:

hz |z=−d0=
1

2
IMn0e

−2n0d0
iωμ0S

2n0 − iωμ0S
+ 1

2
n0I

M. (14.107)

It remains only to substitute Eq. (14.107) into Eq. (14.99) in order to calculate the magnetic field
from a Heaviside source at the earth’s surface:

HH
z (t) |z=−d0

= 1

2π

∫ ∞

−∞
IM

8π2

∫∫ ∞

−∞
n0

{
1 + iωμ0Se−2n0d0

2n0 − iωμ0S

}
e−i(kxx+kyy)dkxdky

{
πδ(ω) − 1

iω

}
e−iωtdω.

(14.108)
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Interchanging the order of integration, we can write

HH
z (t) |z=−d0=

IM

8π2

∫∫ ∞

−∞
n0[A1(t) + A2(t, n0)]e−i(kxx+kyy)dkxdky, (14.109)

where

A1(t) = 1

2π

∫ ∞

−∞

{
πδ(ω) − 1

iω

}
e−iωt dω =H(t), (14.110)

and

A2(t, n0) = −μ0Se−2n0d0

2π

∫ ∞

−∞
e−iωt

2n0 − iωμ0S
dω. (14.111)

This last integral can be evaluated using the tabulated form:

1

2π

∫ ∞

−∞
g(ω)

f (ω)
dω = −i

g(ω0)

π
∂f
∂ω

∣∣∣
ω0

, (14.112)

where g(ω) = e−iωt , f (ω) = 2n0 − iωμ0S, and ω0 is the kernel of the equation f (ω) = 0. It should
be obvious that

ω0 = 2n0/iμ0S. (14.113)

Substituting Eq. (14.113) into Eq. (14.112) and the results into Eq. (14.111), we write:

A2(t, n0) = −μ0Se−2n0d0
−ie−2n0t/μ0S

−iμ0S

= −e−2n0(d0+t/μ0S). (14.114)

Considering Eqs. (14.114) and (14.110), Eq. (14.109) can be written as

HH
z (t) |z=−d0=

IMH(t)

8π2

∫∫ ∞

−∞
n0e

−i(kxx+kyy)dkxdky

− IM

8π2

∫∫ ∞

−∞
n0e

−2n0(d0+t/μ0S)e−i(kxx+kyy)dkxdky

= IMH(t)

8π2
I2 − IM

8π2
F1(t), (14.115)

where H(t) is the Heaviside step function. In accord with Eqs. (5.246) and (5.247),

I2 = −2π/r3, (14.116)

and the value of F1(t) is evaluated with the aid of Eq. (5.65):
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F1(t) =
∫∫ ∞

−∞
n0e

−2n0(d0+t/μ0S)e−i(kxx+kyy)dkxdky

= (μ0S)2

4

∂2

∂t2
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−∞
e−2n0(d0+t/μ0S)

n0
e−i(kxx+kyy)dkxdky

= (μ0S)2

4

∂2

∂t2

[
2π√

r2 + 4(d0 + t/μ0S)2

]
, (14.117)

where r = √
x2 + y2 is the distance from transmitter to receiver. Carrying out the indicated differenti-

ation in the last equation, we have:

F1(t) = −2π
[r2 − 8(d0 + t/μ0S)2]

[r2 + 4(d0 + t/μ0S)2]5/2
. (14.118)

Substituting Eqs. (14.118) and (14.116) into Eq. (14.115), we finally have

HH
z (t) |z=−d0= −IMH(t)

4π

1

r3
+ IM

4π

[r2 − 8(d0 + t/μ0S)2]
[r2 + 4(d0 + t/μ0S)2]5/2

, (14.119)

where the first term represents the external field and the second term, the internal field.
We should also write the expression for the time-rate of change of the magnetic field because this

is the physical quantity measured with an induction coil receiver. Differentiating Eq. (14.119) with
respect to time, we have

∂HH
z (t)

∂t

∣∣∣∣∣
z=−d0

= −IMδ(t)

4π

1

r3
+ IM

πμ0S

(d0 + t/μ0S)[−9r2 + 24(d0 + t/μ0S)2]
[r2 + 4(d0 + t/μ0S)2]7/2

. (14.120)

We can see from these last two equations that the spreading of the internal part of the magnetic
field into the medium at the very first instants of time is markedly nonuniform. This nonuniformity is
present both in the horizontal direction [which is apparent from Eqs. (14.119) and (14.120)], and with
depth [which can be seen from the analytic continuation of Eqs. (14.119) and (14.120) in the upper and
lower half-spaces].

But, as time progresses the internal field becomes more uniform in its spreading into the medium.
In this respect, at sufficiently late times and sufficiently near the source such that r2 	 (d0 + t/μ0S)2,
Eqs. (14.119) and (14.120) simplify to

HH
z (t) |z=−d0 ≈ −IM

4π

1

r3
− IM

16π

1

(d0 + t/μ0S)3
, (14.121)

∂HH(t)

∂t

∣∣∣∣∣
z=−d0

≈ 3IM

16πμ0S

1

(d0 + t/μ0S)4
. (14.122)
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Finally, at intermediate times, the internal field propagates in a reasonably uniform manner so that
the depth to the conducting plane can be neglected:

HH
z (t) |z=−d0 ≈ −IM

4π

1

r3
− IM(μ0S)3

16πt3
, (14.123)

∂HH
z (t)

∂t

∣∣∣∣∣
z=−d0

≈ 3IMμ3
0S

3

16πt4
, t � μ0Sd0. (14.124)

These expressions can be used for approximate calculations of the late stage of a transient elec-
tromagnetic field for a horizontally uniform sequence of conductive layers resting on an insulating
basement. To do this, a single thin sheet is assigned a conductance equal to the integral conductance
for all of the layers making up the conductive sequence, and the depth to the equivalent thin sheet is
taken to be the conductivity-weighted depth to the center of conductance of the sequence of conductive
layers:

d0 =
∑N−1

i=1 hiSi∑N−1
i=1 Si

, (14.125)

where hi are the depths to the center of each conductive layer and Si are the conductances of the
individual layers.

It should be noted that this last equation permits solution of the inverse problem – that of deter-
mining the depth, d0, and the conductance, S, for a thin sheet equivalent to a conductive sequence of
layers.

14.2.3 S-INVERSION METHOD
S-inversion is a fast-imaging technique for TDEM data interpretation based on the thin sheet model ap-
proach (Tartaras et al., 2000). The foundations of the thin sheet model approach for conductivity-depth
imaging lie in the theory of EM induction in thin conducting layers outlined above.

S-inversion method was originally developed in Russia by Sidorov and Tickshaev (1969) and later
was introduced independently by Liu and Asten (1993) for conductance-depth imaging of transient EM
data. It is based on the calculation for every time moment of the conductance, S, and depth, d , of the
equivalent thin sheet, which can be used to determine vertical conductivity profiles of the geoelectrical
cross section. This technique was originally applied only to central-loop TDEM data or cases with
small transmitter-receiver separations. However, it was extended later for variable transmitter-receiver
separations (Tartaras et al., 2000; Zhdanov and Pavlov, 2001).

Theoretical formulation of S-inversion
The time rate of change of the transient magnetic field induced by a vertical magnetic dipole on the
surface of a medium which consists of a single conducting sheet in an otherwise insulating full space
is described by Eq. (14.120).

This expression can be used for calculations of the transient EM field for a horizontally uniform
sequence of conductive layers resting on an insulating basement. To do this, a single thin sheet is
assigned a conductance equal to the integral conductance of all the layers making up the conductive
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sequence, and the depth to the equivalent thin sheet is taken to be the conductivity-weighted depth to
the center of the sequence of conductive layers according to Eq. (14.125). This last equation permits
solution of the inverse problem – that of determining the depth, do, and the conductance, S, for a
thin sheet equivalent to a conductive sequence of layers. In this way, based on the observed time
derivatives of the vertical component of the magnetic field, we can obtain the conductance-depth curve.
Conductance, however, is a function of conductivity with depth:

S(z) =
∫ z

0
σ(z′)dz′. (14.126)

Therefore, by differentiating the conductance-depth curve with respect to depth, we can finally
obtain the conductivity change with depth:

σ(z) = ∂S(z)

∂z
. (14.127)

A detail description of the inversion technique to solve an inverse problem with respect to the
depth, do, and the conductance, S, for an equivalent thin sheet can be found in the paper by Tartaras et
al. (2000). In the following section we will discuss the basic principles of this technique.

Regularized S-inversion
Using Eq. (14.120) for the calculation of field response, we fit the data measured at adjacent time chan-
nels in order to obtain the depth and conductance of a thin sheet. Since we invert for two parameters, S

and d , we can use data from just two adjacent time channels for each inversion. However, to make the
solution more stable to the noise, we select several adjacent time channels (usually 4 or 5) that form a
sliding time window (t − �t/2, t + �t/2), where �t is the width of the window. Every fixed position
of the sliding window center t corresponds to the specific depth z of the EM field penetration in the
earth. We solve numerically the inverse problem and find the parameters of the thin sheet, S (z) and
d (z), which is equivalent to the conducting thickness of the earth above the depth of penetration z.
These values, S (z) and d (z), when plotted together, form the conductance-depth curve.

We use the adaptive regularized Newton method for the solution of the inverse problem (Chapter 7).
The use of regularization is important in order to stabilize the inversion, especially when we are dealing
with noisy data.

In the adaptive regularized Newton method we minimize the parametric functional, P α :

P α(m) = φ(m) + αS(m), (14.128)

where φ(m) is the misfit functional,

φ(m) = ‖R(m)‖2 , (14.129)

α is the regularization parameter, and S(m) is the stabilizing functional,

S(m) = ||m − mapr ||2, (14.130)

which is used in order to ensure the stability of the inversion algorithm. In the above equations R(m)

denotes the residual:

R(m) = A(m) − Ao, (14.131)
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A is the forward operator, Ao is the data we are trying to fit, mapr is the a priori model, and ‖...‖
denotes the L2 norm.

In the framework of the Newton method the model mn+1 in the (n + 1)th iteration is given by:

mn+1 = mn + �mn, (14.132)

where mn is the model in the nth iteration and �mn is the iteration step:

�mn = −(Ĥmn + αÎ )−1(F̂ T R + α(mn − mapr)). (14.133)

In the last equation Ĥ is the Hessian matrix given by Ĥ = F̂ ∗F̂ , where F̂ is the Fréchet derivative
matrix.

The iteration process is automatically terminated when the normalized misfit reaches the desired
value. Eq. (14.120) is used as the forward solution.

After we have determined the depth and conductance values of the thin sheet for every time window,
we differentiate the conductance curve with respect to depth, as described in the previous subsection,
to obtain the conductivity-depth curve.

Note in conclusion of this section, that recently the S-inversion method was extended in two
different directions. First, S-inversion technique was generalized for models containing thin sheets
with anomalous conductivity and anomalous magnetic permeability (Zhdanov and Pavlov, 2001). This
method is called Sμ-inversion. It provides useful information about both subsurface conductivity and
magnetic permeability distributions.

Another generalization of the S-inversion is localized S-inversion (Zhdanov et al., 2002), which
extends the S-inversion technique, approximating the conductivity cross section by adding a local in-
homogeneous disk with an excess conductance �S to the horizontal conductive thin sheet used in
S-inversion. Localized S-inversion determines the distribution of this excess conductance as a function
of a depth and a horizontal coordinate. This method takes into account the limited horizontal extent of
the inhomogeneities, making inversion local. The numerical modeling results and inversion of practical
TDEM data demonstrate that the method resolves local geological targets better than traditional 1-D
inversion and original S-inversion (Zhdanov et al., 2002). The method can be applied to interpretation
of both ground and airborne TDEM data sets.

14.3 ELECTROMAGNETIC PROFILE AND ARRAY SURVEYS
So far in this Chapter we have dealt with controlled-source electromagnetic sounding, for which the
geoelectric model is a plane-layered earth. The exploration problems which can be attacked using
such an approach include exploration for oil and gas, ground-water exploration, crustal studies of an
academic nature, and any other application in which the earth can be considered to be even roughly
plane layered. However, it must be recognized that the most successful application of controlled-source
electromagnetic methods has been in exploration for highly conductive metal-bearing ore bodies, or for
highly resistive hydrocarbon reservoirs. These three-dimensional (3-D) targets cannot be represented
by a layered model, and they cannot be found by a single-point EM sounding. Exploration for a 3-D
target requires measurement along the profile or over the area of observation in order to apply 3-D
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inversion/imaging methods discussed in the previous chapters of the book. In this section we will
present some of these methods.

14.3.1 PROFILING WITH TWO LOOPS
The slingram method makes use of two small loops separated by a fixed distance. One of the loops
serves as a transmitter, the other a receiver. Most commonly, the two loops are oriented to be hori-
zontal and coplanar. For this reason, the slingram method is sometimes referred to as the horizontal
loop method. However, other orientations for the loops, such as vertical coaxial or vertical coplanar
configurations may also be used. The broadside technique can be used with small loop separations in
at areas where trees and brush pose no problem. For most reconnaissance work, an interval between
stations of one-half the loop spacing is satisfactory.

14.3.2 PROFILING WITH LARGE FIXED SOURCES
The depth that can be explored is sometimes inadequate when moving-source moving-receiver profiling
is carried out. When this is the case, a large fixed source can be used, with the field being observed along
profiles. One such method is the turam method in which the ratio of field strengths at two successive
points along a profile is measured.

In a typical turam survey, a cable several hundred meters or even kilometers long is used for a
source. The cable is laid out parallel to the probable strike of the ore deposits or conductive zones
being sought, and grounded at both ends. Measurements are made with receiver coils placed in line
along traverses perpendicular to the cable. When there is no conductive material present, accurate
measurements can be made at distances up to one kilometer from a long cable carrying one ampere of
current. Ordinarily, the spacing between the coils is fixed at a distance of approximately 25 m; however,
when near-surface conducting zones are to be studied in detail, the spacing can be made smaller, or
in some cases, the separation between the coils may be varied from 5 to 25 m by leaving the lagging
coil in one position while the leading coil is moved away from it. When this is done, the lagging coil is
moved up to the farthermost position occupied by the leading coil in advancing the coil pair, to make
the computation of the field easy.

14.3.3 TRANSIENT ELECTROMAGNETIC TECHNIQUES: UTEM, LOTEM, AND MTEM
METHODS

Over decades, many different transient electromagnetic surveys have been introduced for geophysical
exploration. As an example of the most promising techniques, which were developed during the past
years, we can mention the UTEM system, the LOTEM system, and the MTEM method.

The UTEM (the University of Toronto EM) system uses a large fixed horizontal transmitter loop as
a source. An array of receivers located both inside and outside of the transmitter loop measures all three
components of the magnetic field (Hx, Hy , and Hz) and the horizontal components of the electric field
(Ex and Ey ). The UTEM transmitter sends a low-frequency current of precise triangular waveform
through the transmitter loop. The magnetic field sensed at the receiver coil is the time derivative of the
transmitted magnetic field, so that in “free space” a precise square wave voltage would be induced in
the receiver. In the presence of subsurface conductors the received waveform is substantially distorted
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from a square wave. This distortion is used to determine the conductivity distribution in underground
formations. The UTEM system has a relatively limited depth range. It is primarily applied in mineral
exploration.

The long-offset transient electromagnetic (LOTEM) technique was designed for deep penetration
in the ground. The LOTEM system consists of a grounded wire transmitter and an induction loop and
electric field receivers. A typical distance between transmitter and receiver is approximately equal to
or greater than the exploration depth. A detailed description of the LOTEM method can be found in
Strack (1999). The data acquisition and processing is similar to that of a seismic system. After prestack
processing the data are stacked and finally converted into apparent resistivities after further poststack
processing. The apparent resistivities are then either inverted or directly transformed into subsurface
resistivity images.

Recently, demands on EM methods have been growing in the exploration for hydrocarbons (oil and
gas) both on land and in marine environments. Due to the difference in resistivities between water-
bearing layers (low resistivity) and hydrocarbon-bearing layers (high resistivity), EM methods are
considerably useful tools to reduce the risk of drilling dry wells. However, compared to seismic meth-
ods, which are the primary methods of choice, the resolution of conventional EM methods was not
satisfactory enough to be used practically in exploration for hydrocarbons. After several years of re-
search and improvement of the instruments of EM methods, a new modification to TDEM methods was
introduced by Wright et al. (2002) and Hobbs et al. (2005); the technique was called the multitransient
electromagnetic (MTEM) method.

The survey configurations of the MTEM method are very similar to those of seismic surveys with
multiple receivers and multiple transmitters. The transmitter is a current bipole source and the receivers
are also a line of bipoles with two electrodes. The key characteristic of the MTEM survey is the use of
multiple transmitter-receiver separations, which results in the combination of the parametric sounding
and profiling. The current in bipole transmitters has a waveform of a finite-length signal formed by a
pseudo-random binary sequence (PRBS) of the step functions. The current in the transmitter and the
time-varying voltage response between each pair of receiver electrodes are measured simultaneously.
Data are recorded with a fine sampling rate (about 0.05 ms), to improve the resolution of the MTEM
survey. The equivalent impulse response (electric field) of the subsurface of the earth is recovered from
these two measurements by deconvolution (Wright et al., 2002).

The rapid interpretation of the MTEM data is based on the apparent resistivity calculation and 1-D
inversion of the data obtained for every transmitter-receiver pairs. The more efficient interpretation of
impulse response obtained by the MTEM method can be performed by time domain electromagnetic
migration, considered in Chapter 9, to create images of geoelectrical structure in the earth’s subsurface,
which can be used for detecting the location of mineral deposits. Finally, a comprehensive interpreta-
tion of the MTEM data can be achieved by the rigorous 3-D inversion discussed in Chapter 8 of the
text.
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Geophysical electromagnetic methods were originally introduced for land observations only. It was
originally thought that seawater was so conductive that useful amounts of an electromagnetic field
would not penetrate, and so, electrical exploration methods were not feasible in the oceans. To the
contrary, it was discovered in the mid-twentieth century that various electromagnetic methods can be
used quite effectively on and in the World Ocean.

The first experiments with marine electromagnetic field measuring were conducted by Russian
geophysicists in the Arctic Ocean (e.g., Novysh and Fonarev, 1966; Trophimov and Fonarev, 1972).
The first results of deep magnetotelluric sounding of the sea bottom were obtained in the Caspian Sea
(Dubrovskiy and Kondratieva, 1976). In the late 1970s Scripps Institution of Oceanography conducted
several deep-water marine EM experiments in the Pacific Ocean (Filloux, 1979; Spiess et al., 1980;
Young and Cox, 1981; Cox, 1981). There have been several EM methods for mapping and imaging
sub-sea-bottom geoelectrical structures (e.g., Sinha et al., 1990; Chave et al., 1991), especially for
application to the study of the oceanic lithosphere and actively spreading midocean ridges (Shneyer
et al., 1991; Evans et al., 1994; Constable and Cox, 1996; MacGregor and Sinha, 2000; MacGregor
et al., 2001). Marine geoelectrical investigations have been extensively developed in the former Soviet
Union. A review of this research can be found in Berdichevsky et al. (1989).

Since then, the number of marine electromagnetic investigations has increased dramatically. Marine
EM methods are used both in academic applications to study the deep structure of the earth crust and
upper mantle, and in exploration for mineral resources. A large number of academic research projects
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are focused on studying the tectonically active zones and mid-ocean ridges. The main electromagnetic
methods used in these studies are magnetotelluric and magnetovariational soundings.

Marine electromagnetic exploration for sea-bottom hydrocarbon reservoirs was carried out rou-
tinely in Russia (former USSR) since 1970s. In the West, this method was not widely used by industry
until late 1990s, when several major oil corporations, including ExxonMobil, Statoil, Shell and many
others began using marine controlled-source electromagnetic (MCSEM) surveys for offshore hydro-
carbon exploration (Srnka et al., 2006).

The modern-days success of the application of EM methods to the offshore hydrocarbon exploration
is based on the fundamental fact that oil and gas containing structures are characterized by very high
resistivity, while the surrounding sea-bottom formations filled with salt water are very conductive. EM
enables geologists to distinguish between a hydrocarbon-filled reservoir, which has high resistivity, and
one filled with water or shale, which has lower resistivity. Therefore, a petroleum reservoir represents
a clear target for EM methods.

The majority of existing EM technologies for marine geophysical exploration are based either on
using magnetotelluric (MT) methods or applying marine version of controlled-source electromagnetic
(CSEM) methods. At the same time, there are two major types of marine CSEM methods. One widely
used technique employees an electric bipole transmitter towed by a vessel and a set of electric and
magnetic receivers deployed on the seafloor. This system was originally developed by Charles Cox of
Scripps Institution of Oceanography in the late 1970s (Cox, 1981). Another widely used method is
based on the data acquisition system consisting of an electric bipole transmitter and an array of electric
field receivers towed by a vessel. The moving platform geometry of a towed EM system enables EM
data to be acquired over very large areas relatively fast compared to conventional MCSEM methods
with the fixed sea-floor receivers. We shall discuss below these three methods in detail.

15.1 MARINE MAGNETOTELLURIC METHOD
The methodics of the marine magnetotelluric (MT) method are similar to those used on the land. The
geoelectrical study of the sea bottom, however, is not the same as geoelectrical studies conducted
on land. There are significant differences between the physical conditions for electromagnetic field
generation and observation on the sea bottom and the physical conditions on land. These differences
result in different techniques for measuring the EM field in the seawater and in different behaviors of
the observed electromagnetic fields in comparison with land observations.

15.1.1 MAIN CHARACTERISTIC OF SEAFLOOR EM EQUIPMENT
In the case of a deep electromagnetic sounding of the earth’s crust and upper mantle, marine MT
observations are usually conducted at periods of 102 to 105 s, while for relatively shallow targets
typical in hydrocarbon exploration the corresponding period range is within 1 Hz to 100 Hz. The
magnetic and electric field measurements within this range are accomplished using induction coils
for the magnetic field and specially designed electrometers and amplifiers for the electric field. The
principles of induction-coil measurement were discussed in detail in Chapter 11. In the current chapter
we will focus on the principal design of marine electrometers.
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The measurement of electric fields in a conductive medium – seawater – is an extremely difficult
task. The problem is that the electric field is very small in a conductive medium, which requires the use
of electric field sensors with very high sensitivity. Also it is necessary to note that there is no physical
sensor measuring the electric field vector, E, directly. As we discussed in Chapters 2 and 3, the electric
voltage, or the work of the electric field along some path, can be used for a meaningful representation
of the electric field. This value is determined by measuring the difference between the electric potential
at two points: ∫

LAB

E · d � � = −
∫

LAB

dU = UA − UB, (15.1)

where UA and UB are electric potentials at the points A and B , respectively. For example, if the
integration line, LAB , goes along the X axis, and the points A and B are separated by a distance �x,
the x component of the electric field, Ex , can be approximately determined as

Ex ≈ UA − UB

�x
. (15.2)

As for determining the difference between electric potentials, the simplest way to do is with the help of
a couple of electrodes placed in direct contact with the medium at points A and B , respectively. Unfor-
tunately, together with ensuring of Ex sensing, the direct contact with the medium (which is salt water
in the case of marine measurements) gives rise to the side offset contact potential difference between
the electrode and the medium or to the electrodes’ own potentials, Un

A and Un
B , which represents the

noise in the data. Taking these additional potentials into account, on the basis of Eq. (15.2), we get for
a measured field, Em

x ,

Em
x ≈

(
UA − UB

�x

)
+
(

Un
A − Un

B)

�x

)
. (15.3)

In the last equation the first term in brackets is the useful signal, Ex , and the second one is the
noise, En

x . The separation of these values in order to obtain a high signal/noise ratio is an extremely
difficult problem when extremely low-frequency fluctuations of the electric field are investigated. That
is because the En

x spectrum is mainly centered in the same frequency band, and its power is much
higher than that of Ex (Iyengard, 1999). So, all the skill of the designer of the device for the Ex

measurement in conductive media is concentrated upon the methodology of En
x reduction. For each

medium these methods are different, having but one common purpose – to try to decrease as much as
possible the En

x value or at least, according to the second bracket in Eq. (15.2), to make them as equal
as possible for the two electrodes composing the pair.

It was found by extensive research and testing that Ag–AgCl electrodes and Pb–PbCl2 electrodes
produce the least noise and have relatively long-term stability. The standard design of the marine elec-
trometer is shown in Fig. 15.1. The two electrodes, El1 and El2, are electrically insulated one from
another. Each of these electrodes is connected with the seawater through long insulating pipes, which
are called the salt bridges. The open end of the pipe connected to the electrode El1, is located at
point A, while another insulating pipe, filled with the seawater, connects electrode El2 with point B .
Taking into account the relatively low resistivity of the seawater (about 0.3 ohm-m), we can approx-
imately assume that electrode El1 measures the electric potential UA at point A, and electrode El2
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FIGURE 15.1

A standard design of the marine electrometer.

FIGURE 15.2

Design of a simple water-chopper mechanism used in marine electrometers.

measures the potential UB at point B , respectively. Note that, because the parameters of the salt bridge
are known, one can always make the necessary corrections for the salt bridge effect on the measured
potentials, taking into account that the water channel in the pipes has a resistance of the order of a
kilo-Ohm. However, what is not known is the self-potential of the electrodes (their noise), Un

1 and Un
2 .

It was proposed in the pioneering work of Filloux (1973), that the unknown signal bias due to elec-
trode self-potentials can be removed by means of electrode reversal, which is similar to the chopping
technique used in drift removal for DC amplifiers. This approach acquired the name “water chopper.”
Fig. 15.2 illustrates the design of a simple water-chopper mechanism used in marine electrometers.
The water chopper acts like an electrical switch connecting the electrodes to points A and B , respec-
tively, by the moving seawater channels and salt bridges. In the first position of the channels of the
water chopper (shown by the solid lines in Fig. 15.2), the measured potential difference between two
electrodes is:

�Up1 = (UA + Un
1

)− (UB + Un
2

)
. (15.4)
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FIGURE 15.3

Typical design of a sea-bottom MT instrument. (Modified from Constable et al., 1998.)

In the second position of the channels of the water chopper (shown by the dashed lines in Fig. 15.2),
the electrodes measure the following difference of the potentials:

�Up2 = (UB + Un
1

)− (UA + Un
2

)
. (15.5)

Subtracting Eq. (15.5) from Eq. (15.4), we arrive at the basic formula of the chopping technique:

UA − UB = (�Up1 − �Up2
)
/2. (15.6)

The last formula illustrates the noise correction capabilities of the water-chopping system.
As we mentioned above, for measuring the magnetic field at the sea bottom one can use practi-

cally the same magnetic field sensors as on the land, which may include flux-gate and induction coil
magnetometers, discussed in Chapter 11. A typical design of a sea-bottom MT instrument is shown in
Fig. 15.3. The electric field components, Ex and Ey are measured by the silver-silver chloride elec-
trodes connected to the seawater through a water chopper mechanism and two insulating plastic pipes
of 5 cm diameter and 5 m length. Three magnetic field components, Hx , Hy , and Hz, are measured by
the induction-coil sensors. The instrument is dropped from the survey vessel in free fall in the water
and sinks to the seafloor anchored to 60 kg of concrete, connected to the instrument by a mechanical
device with an acoustic release system. The compass is used for evaluation of the general orientation of
the instrument at the seafloor. After the completion of data acquisition, the concrete anchor is released
by the acoustic system upon receipt of a command from the survey vessel. The instrument rises to sea
level with the help of the glass flotation sphere, and is retrieved by the vessel.

This device can be used both in marine MT surveys and in the marine CSEM method.

15.1.2 COMPARISON BETWEEN LAND AND SEA-BOTTOM ELECTROMAGNETIC
ANOMALIES

There are significant differences in the physical conditions for electromagnetic field generation and
behavior on the sea bottom and on land. The most comprehensive study of this phenomenon has
been conducted in the monograph by Berdichevsky et al. (1989). In the cited monograph the authors
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present the results of a comparative study of sea-bottom and land electromagnetic anomalies. It has
been demonstrated that there exists electric- and magnetic-fields “swap effect.”

This effect has been established by direct comparison between land and sea-bottom electromagnetic
anomalies for a typical geoelectric model. Let us assume that the geoelectrical cross sections on land
and on the sea bottom are exactly the same. The main difference is that in the case of marine MT the
model contains a conductive layer of seawater, and the observation points are located at the sea-bottom.
However, this difference changes completely the physics of the observed EM field anomalies on the
sea bottom.

Indeed, in the case of surface observations on land, the vertical component of the electric field, Ez,
is always negligibly small, because the resistivity of air is very high in comparison with ground
resistivity. That is why land EM surveys usually measure only five components of the EM field:
Ex, Ey, Hx, Hy, Hz. Also, in the presence of horizontal geoelectrical inhomogeneities, on land, we
typically have the strongest anomalies of the horizontal electric field components, Ex and Ey , and of
the vertical magnetic field component, Hz.

In the case of sea-bottom observations, the situation is completely different. First of all, all six com-
ponents of the EM field can be measured at the sea bottom. In the presence of horizontal geoelectrical
inhomogeneities, in the sea-bottom sediments, the strongest anomalies are observed for the horizontal
magnetic field components and the vertical electric field component. This phenomenon is called the
electric- and magnetic-fields “swap effect.”

The physics of this effect is related to the different physical properties of the upper half-space in the
case of the land and marine observations: on the land the conductive earth contacts with the resistive
air, while in the seawater the conductive sea-bottom sediments contact a very conductive sea-water
layer. This difference is reflected in the behavior of MT sounding curves as well.

It is important to remember that the “swap effect” has to be taken into account in interpretation of
the results of sea-bottom electromagnetic surveys.

15.2 MARINE CONTROLLED-SOURCE ELECTROMAGNETIC METHODS
In discussing the use of electromagnetic methods at sea, we will examine two kinds of seas:

• 1) Shallow-water seas and continental shelves. The maximum water depth is 200 m, providing a
conductance of up to 750 Siemens. Many measurements can be made from the surface of the sea.

• 2) Deep oceans. Water depths average 6 km, providing several tens of thousands of Siemens con-
ductance. Source energy for carrying out electrical surveys must be generated at the seafloor, and
observations of the field must be made there too.

The resources to be sought are quite different in these two environments. Shallow seas and conti-
nental shelves are part of the continents, and resource occurrences will be like those we see on dry land.
The world’s young sedimentary basins in which much oil and gas occur lie largely on the continen-
tal shelves. In other localities, continental shelves are expressed as drowned extensions of continental
basement, and one might well expect to see mineral deposits similar to the ones found on the continents.

There is growing interest in deep-water exploration for energy and mineral resources as well. Sig-
nificant amounts of hydrocarbons are thought to be associated with deep ocean, but the means for



15.2 MARINE CONTROLLED-SOURCE ELECTROMAGNETIC METHODS 631

discovering and developing such an energy resource are still in the very early stage. The recent ad-
vances in the offshore exploration using electromagnetic methods have proved that these methods
provide a valuable information about the sub-sea-bottom structure of deep oceans.

15.2.1 ELECTRICAL EXPLORATION IN SHALLOW WATER
We will consider shallow water to be any depth of water in which electrical surveys can be carried out
without the water layer interfering with our ability to see the target of exploration beneath the body of
water. When a water layer is much more conductive than the rock beneath the water, the presence of
the water reduces our ability to recognize geoelectrical structure within some zone immediately below
the bottom of the water layer. This screening effect is most severe if the water is highly saline, as in the
World’s oceans and shallow seas.

We should note that extensive marine electrical surveys have been carried out as early as during
the 1940s and 1950s, with large areas of the Atlantic and Gulf coasts of the United States having been
surveyed, as well as large areas of the Caspian and Black Seas. Surveys have been carried out using
the DC methods with electrode arrays towed behind one or two ships. For the surveys off the coasts
of the United States, Schlumberger and Wenner towed arrays were used, while in the Caspian and
Black Seas, dipole arrays were used. Plouff et al. (1961) describe the use of dipole vertical electric
soundings with an array established on drifting ice in the Arctic Ocean northwest of Canada. More
recently, Velikhov (1989) has described the use of a shore-based source, with measurements being
made of the fields generated by that source at distances up to 100 kilometers off shore in the Barents
Sea, north of Russia. Our primary consideration is to define the meaning of “shallow” as it applies
to electrical survey operations at sea. One way of approaching the problem is through the use of a
resolution analysis based on Fréchet derivatives, as was explained in Chapters 6 and 7.

Let us consider a model as shown in Fig. 15.4 in which a layer characterized by a conductance Ssea

formed by an ocean with a depth dsea and a conductivity σsea covers a lower half-space with a con-
ductivity σbottom. We then embed a thin layer at a depth zi in the lower half-space with a conductance
�S = cSI (zi), where SI (z) is the integral conductance as a function of depth, z, beneath the seafloor,

SI (z) =
∫ zi

0
σ(z)zdz,

and c is some small number, such as .01. The maximum difference between an electrical sounding curve
for a perturbed case and that for an unperturbed case is then used as a measure of the resolvability of
the embedded thin layer.

We expect resolvability to be a function of both the conductance in the overlying sea and the depth at
which the seafloor is perturbed. Fig. 15.5 shows a series of curves for the maximum change in apparent
resistivity caused by the presence of the perturbing thin layer at various depths beneath the seafloor
for the Schlumberger array deployed at the surface of a sea with various depths (conductances). Each
curve reflects a different resistivity assumed for the seafloor.

The maximum resolvability, �ρ
(max)
a /�S, is observed when no sea layer is present. This resolv-

ability is reduced by introducing the sea layer on top of the lower half-space, and is reduced most for
perturbing layers at shallow depths beneath the seafloor and for large resistivity contrasts between the
sea and the rock beneath the sea.
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FIGURE 15.4

Model illustrating a resolution analysis for a shallow-water electrical survey.

We expect that the screening effect will be different for an electromagnetic induction method than
for a DC method. Let us assume that we attempt to make magnetotelluric soundings from the surface
of the sea, though this is operationally difficult. Carrying out the same computations as outlined in the
preceding paragraph, we arrive at the set of resolvability curves as shown in Fig. 15.6. The behavior of
these curves is similar to that of the curves for DC sounding, but differs in detail.

How do we decide on the difference between shallow seas and deep seas? We do so by arbitrarily
specifying what degree of screening we are prepared to accept before it is worth the effort to instru-
ment for sea-floor measurements. Measurements made with ocean-surface-based systems have certain
advantages over even dry-land-based measurements. The uniformity of the sea layer reduces the scat-
ter to measurements caused by geologic noise on dry land. Easier mobility at sea makes it possible
to obtain high data density along traverse. These factors lead to a lower requirement for resolvability
when measurements are made at sea.

Ultimately, as the sea becomes deeper and/or the contrast in resistivity between the seafloor and the
sea becomes greater, screening forces one to consider sea-floor-based measurements.

15.2.2 ELECTRICAL EXPLORATION BENEATH DEEP OCEANS
If screening by seawater makes use of seafloor-based instrumentation necessary, a host of operational
problems as well as the requirement for more detailed consideration of the theory for interaction of
electromagnetic fields with the earth must be faced. The problems of instrumentation for and operating
at great depths in the ocean have been discussed above.
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FIGURE 15.5

A set of curves for the maximum change in apparent resistivity caused by the presence of the perturbing thin
layer at various depths beneath the seafloor for the Schlumberger array deployed at the surface of a sea with
various depths (conductances).

Despite these difficulties, electrical methods are being employed on the seafloor on an increasing
scale. Deployment of gear to record magnetotelluric soundings on the seafloor has advanced to the
point of being routine. The development of systems for marine controlled-source electromagnetic sur-
veying on the seafloor has become widely used for offshore geophysical exploration as well. We will
concentrate our attention here on the theory for EM measurements on the seafloor to better understand
how such measurements should be made.

The conductivity in the saline waters filling the deep oceans is about 4 S/m. Much of the deep ocean
has a depth of 6 to 7 kilometers. The frequency of an electromagnetic wave for which this is a single
skin depth is, correspondingly, 1/36 to 1/49 of a Hz. Except for a thin veneer of bottom sediments with
a conductivity of the order of 1 S/m, rocks comprising the seafloor will have conductivities lower by a
factor of 100 to 10,000. If frequencies in the range 1/36 to 1/49 Hz are used to probe the deep oceans,
the skin depths in the crust beneath the deep oceans will be measured in hundreds of kilometers. It
is impractical to use such low frequencies to study the seafloors in any detail. It appears that a useful
system for doing seafloor electrical surveying must be based on the seafloor or very close to it.

Let us examine the behavior of an electromagnetic field originating from a source on the seafloor.
Of course, within homogeneous layers that electromagnetic field must obey the diffusion equation form
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FIGURE 15.6

Fréchet derivative curves for a continental shelf sedimentary model. The ocean was assigned a depth of
100 meters and a resistivity of 0.25 ohm-meters. The sea floor was assigned a uniform resistivity of
1 ohm-meter. A perturbing layer with a resistivity of 0.9 ohm meters and a thickness of 10% of the depth was
inserted at various depths beneath the sea floor as indicated on each curve. The system modeled is a
wire-loop TDEM sounding system with a source receiver separation of 1000 meters.

of Maxwell’s equations written as

(∇2 + k2)E = 0

and

(∇2 + k2)H = 0,

just as in all previous chapters of this book. Using the spatial spectrum transformation technique devel-
oped in Chapter 5, a solution can be obtained for a small vertical-axis magnetic dipole source located
on the plane separating two half-spaces (Fig. 15.7):

Eϕ = −3iωμ0M

2π(k2
1 − k2

0)r4

[
eik0r (1 − ik0r − 1

3
k2

0r2) − eik1r (1 − ik1r − 1

3
k2

1r2)

]
,
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FIGURE 15.7

Simple sea-bottom survey design: measurement of the electric field originating from a horizontal loop source
on the seafloor.

Hz = 9M

2π(k2
1 − k2

0)r5
×

×
[
eik0r (1 − ik0r − 4

9
k2

0r2 + 1

9
ik3

0r3) − eik1r (1 − ik1r − 4

9
k2

1r2 + 1

9
ik3

1r3)

]
, (15.7)

where Eϕ , and Hz, are the components of the electromagnetic field that will be observed on the seafloor
at a distance, r , from the source. The quantity, M , is the moment of the source, k2

0 = iωμσwater is the
wave number for the upper half-space filled with seawater, and k2

1 = iωμ0σbottom is the wave number
for the lower half-space beneath the sea floor.

Earlier, in discussing these fields for the case in which the upper half-space is the atmosphere in
which the wave number k2

0 = iωμ0ε ≈ 0, these equations were somewhat simplified.
Let us now examine the behavior of the electromagnetic fields described by Eq. (15.7). Specifically,

consider the tangential electric field, Eϕ . Assume that the separation and the frequency are appropriate
for small induction numbers, such that |k0r| < 1 and |k1r| < 1. We can write the expression for the
electric field as a series by expanding the exponents:

Eϕ = −iωμ0M

2π(k2
1 − k2

0)r4

∞∑
n=2

in
(n − 1)(n − 3)

n! (kn
0 − kn

1 )rn. (15.8)

Discarding all but the first three terms,

Eϕ = iωμ0M

4πr2

[
1 + 1

4
(k2

0 + k2
1)r2 + 2

15
i
k5

0 − k5
1

k2
0 − k2

1

r3 + · · ·
]

. (15.9)

Here, the first term represents the primary field contributed by only the time variation of the primary
magnetic field. The second term describes the in-phase component of Eϕ at low frequencies when cou-
pling between current filaments is negligible. The third term contains information about the quadrature
component of the secondary field.
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Let us write Eq. (15.9) as

Eϕ = iωμ0M

4πr2

⎡
⎢⎣1 +

(
1 + σbottom

σsea

)
k2

0r2

4
+

1 −
(

σbottom

σsea

)5/2

1 − σbottom

σsea

2

15
ik3

1r3 + · · ·
⎤
⎥⎦ . (15.10)

We see that at low frequencies, the field is defined mainly by currents flowing in the sea.
Next, let us consider cases in which r/δ > 1, with δ2 = 2/iωμ0σsea . The tangential electric field

can be expressed as

Eϕ ≈ −3Mρsea

2πr4
eik1r (1 − ik1r − 1

3
k2

1r2), (15.11)

when r/λ1 ≥ 1 and σbottom/σsea � 1.
In the range of separations which satisfy the stated condition, the existence of the sea above the

system manifests itself simply in terms of a multiplying constant, 1/σsea . In principle at least, it is
possible to obtain information about σbottom even though σbottom may be much smaller than σsea .

If the parameter r/δ1 can also be taken as being small, Eq. (15.11) can be expanded in a series;

Eϕ = − 3M

2πσsear4

[
1 − 1

3

∞∑
n=2

(3 − n)(n − 1)

n! (ik1r)
n

]
. (15.12)

Keeping only the first three terms of the expansion, we obtain:

Eϕ ≈ − 3M

2πσsear4
[1 + 1

6
k2

1r2 + 1

24
k4

1r4 + 1

45
ik5

2r5 − · · ·]. (15.13)

The real and imaginary parts of the electric field as approximated in Eq. (15.13) are equal to

1 + 1

6
k2

1r2 + 1

24
k4

1r4 = 1 + 1

6
iωμ0σbottomr2 − 1

24
(ωμ0σbottom)2 r4

Re Eϕ ≈ − 3M

2πσsear4

[
1 − (ωμ0σbottom)2

24
r4
]

, (15.14)

and

Im Eϕ ≈ − M

4πσsear2
ωμ0σbottom. (15.15)

Note that both the imaginary part of Eϕ and the second term in the real part are proportional to the
conductivity of the bottom. This suggests that the conductivity of the seafloor can readily be determined
from the difference in the real part of the electric field measured at two frequencies, ω1 and ω2:

�(Re Eϕ) = M(ω2
2 − ω2

1)
(μ0σbottom)2

16πσsea

. (15.16)
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It is also an easy matter to determine the electromagnetic field behavior when the magnetic dipole
source is excited with a Heaviside function by carrying out the appropriate Fourier transform on the
expression for the tangential electric field, Eq. (15.7):

Eϕ(t) = 3M(
1 − σbottom

σsea

)
2πσsear4

×

×
{[

�(u0) −
√

2

π
e−u2

0/2u0(1 + 1

3
u2

0)

]
−
[
�(u1) −

√
2

π
e−u2

1/2u1(1 + 1

3
u2

1)

]}
, (15.17)

where u2
0 = 8π3r4μ0σsea/t and u2

1 = 8π3r4μ0σbottom/t , and �(u) is the probability integral function.
In order to see how the conductivity of the sea bottom might be determined by measuring this field,

let us consider the asymptotic behavior at early and late times. During the early stage, as both parame-
ters u1 and u2 increase in value, the field given by Eq. (15.17) approaches zero because �(u) → 1 as
u → ∞.

Except for a relatively thin veneer of seafloor sediment, we expect the seafloor to have a
much higher resistivity than the seawater above. Let us examine Eq. (15.17) for the conditions
σbottom/σsea � 1 and u1 	 1:

Eϕ = − 3M

2πσsear4

{
1 −

[
�(u2) −

√
2

π
e−u2

2/2u2(1 + 1

3
u2

2)

]}
. (15.18)

We see that the tangential electric field caused by a vertical-axis magnetic dipole source on a high
resistivity seafloor consists of the sum of two terms. The first term is

E(1)
ϕ = 3Mρsea

2πr4
. (15.19)

This is exactly the same expression as one gets for the electric field for the same source on the surface
of the sea, with the upper half-space being an insulator. We should not be surprised by this result,
inasmuch as to a first approximation, we have also assumed the seafloor to be an insulator. However,
the second term in Eq. (15.18) does reflect the effect of finite resistivity on the sea bottom:

Eϕ(2) = −3Mρsea

2πr4

[
�(u2) −

√
2

π
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2)

]
. (15.20)

This term is time dependent and contains information about σbottom. For late time, the probability
integral can be expanded as a power series:

�(u) ≈
√

2

π
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u − u3
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+ u5
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)
. (15.21)

Substituting this into Eq. (15.20), we have

E(2)
ϕ ≈ 3Mρsea

2πr4

(
1 − 1
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√
2

π
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2

)
. (15.22)
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Measurement of the slope to the late-stage transient coupling for Heaviside excitation provides
a direct means for determining seafloor conductivity for the conditions 8π2t/μ0σsear

2 < 1 and
8π2t/μ0σbottomr2 > 1:

�E(2)
ϕ = Mρsea

10πr4

√
2

π
�u5

2

= −28Mπσ
5/2
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(
1

t
5/2
1

− 1

t
5/2
2

)
, (15.23)

where t1 and t2 are the two times at which the transient electric field is sampled.
In both the frequency and time domains, with the right choice of frequency or time and separation

between transmitter and receiver, it should be possible to determine the conductivity of the seafloor
without concern about the effect of the overlying highly conductive seawater. While the analysis car-
ried out above pertains only to a vertical axis magnetic dipole source, the development for a horizontal
current-carrying wire on the seafloor is very similar. In fact, using reciprocity, the results developed
above can be argued to apply also for a grounded wire source on the seafloor with the vertical compo-
nent of the magnetic field being measured.

Thus, this analysis is laying a foundation for the marine controlled-sourced electromagnetic
(MCSEM) methods.

15.3 MCSEM METHOD WITH ARRAYS OF FIXED OCEAN BOTTOM
RECEIVERS AND TOWED TRANSMITTERS

15.3.1 GENERAL SURVEY CONFIGURATION OF THE MCSEM METHOD
Conventional marine CSEM surveys are characterized by arrays of fixed ocean bottom receivers and
towed transmitters (Eidesmo et al., 2002; Ellingsrud et al., 2002). During recent years, these surveys
have become extensively used for offshore petroleum exploration (e.g., Tompkins, 2004; Srnka et al.,
2006; Carazzone et al., 2005; Hesthammer and Boulaenko, 2005). The success of the EM method’s
application for the search for oil and gas reservoirs is based on the fundamental fact that oil- and
gas-containing structures are characterized by very high resistivity, while the surrounding sea-bottom
formations filled with salt water are very conductive. Therefore, a petroleum reservoir represents a
clear target for EM methods.

At the same time, it is difficult to detect the resistive layers associated with the hydrocarbon (HC)
reservoirs using the MT method. The MT field, because of its regional nature, is practically uniform
in the horizontal direction and generates a relatively weak vertical currents. As a result, the MT field
has very limited sensitivity and resolution with respect to the thin horizontal resistive targets typical
for the sea-bottom HC reservoirs. In addition, the downward-propagating MT field attenuates rapidly
within the conductive layer of the seawater, which limits the practical application of the MT method in
deep-water surveys.

MCSEM methods employ the electric bipole transmitter which generates an EM field with strong
vertical electric and magnetic field components. A thin horizontal resistive layer possesses a significant
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FIGURE 15.8

General survey configuration of the MCSEM method. An electric bipole transmitter towed by the survey vessel
generates an EM signal, while the fixed multicomponent EM field receivers located on the seafloor measure the
EM response from the geoelectrical structure beneath the seafloor.

resistance to the vertical current, which results in a measurable anomaly of the observed electromag-
netic field.

Fig. 15.8 demonstrates the general survey configuration of the MCSEM method. A set of multi-
component electromagnetic receivers (typically 10 to 50) is deployed at the seafloor along the survey
profile line(s). Usually these receivers are dropped off from the survey vessel and fall down to the
seafloor freely. The transmitting horizontal electric bipole typically has a length of several hundred
meters and is towed by the survey vessel via an umbilical cable. This transmitter generates a low-
frequency (typically from 0.1 to 10 Hz) EM field, which propagates both upwards in the sea-water and
downwards within the sea bottom. The receivers measure the amplitude and the phase of the electric
and/or magnetic fields, generated by the transmitter. The recorded signal is formed both by the primary
field from the transmitter and by the EM response from the geoelectrical structure beneath the seafloor.
After the data acquisition is completed, the receivers float up to the surface by jettisoning away their
weight, which previously held them to the seafloor, and are then retrieved by the survey vessel.

In order to understand better the basic properties of the MCSEM survey, we consider a simple ba-
sic survey design consisting of just one receiver and an electric dipole transmitter moving above this
receiver in the x direction along a 16 km line at an elevation of 50 m above the sea bottom (Fig. 15.9).
The receiver is located at the seafloor and measures the Ex component of the electric field and the
Hy component of the magnetic field. The transmitter generates a frequency domain EM field with a
frequency of 0.25 Hz from points every 100 m along the transmitter line. The maximum and mini-
mum transmitter-receiver offsets are 7 km and 600 m, respectively. The background geoelectric model
consists of a sea-water layer with a thickness of 300 m and a resistivity of 0.25 ohm-m and a layer of
conductive sea-bottom sediments with a resistivity of 1 ohm-m. A typical sea-bottom HC reservoir of
resistivity 50 ohm-m with the fixed length of 5 km and width of 1.5 km is submerged in the conductive
sea-bottom sediments. The thickness of the reservoir varies from 50 m to 300 m, and the depth of the
top of the reservoir varies from 350 m to 1850 m.
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FIGURE 15.9

Model of a resistive rectangular target (petroleum reservoir) located within a conductive sea-bottom formation.

FIGURE 15.10

Plots of the electric field magnitude versus offset for a model with the resistive reservoir located at different
depths.

Figs. 15.10 and 15.11 present the plots of the electric field magnitude and phase versus the offset.
These data were computer simulated using integral equation based forward modeling code. The top
panels in these figures show the synthetic electric field data, observed in the receivers. We should
note that these plots look very similar for different depths of the reservoir, because the attenuation
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FIGURE 15.11

Plots of the electric field phase versus offset for a model with the resistive reservoir located at different depths.

of the primary field with the transmitter-receiver offset is the major factor determining the shape of
all plots. In order to highlight the electric field anomaly associated with the presence of the resistive
HC reservoir, we normalize the magnitude of the observed in-line (Ex ) component of electric field by
the magnitude of the corresponding background electric field (Eb

x ) generated by the same transmitters
in the model with the 1-D background conductivity. In other words, the 1-D background field is the
field produced in the absence of the reservoir. The bottom panel in Fig. 15.10 shows the plots of these
normalized electric fields. One can see significant anomalies in this figure which decrease with the
depth of the reservoir. In a similar way, we calculate the phase differences between the observed and
background electric field, shown in the bottom panel of Fig. 15.11. Again, the anomalies in the phase
differences clearly indicate the presence of the resistive target. Thus, the anomalous behavior of the
curves around 4000 m on the plots of the magnitude and phase of Ex fields versus offsets corresponds
to the effect of the resistive reservoir.

One can compute the integrated sensitivity for this model using the method discussed in Chapter 6.
For example, the integrated sensitivity for different thicknesses and depths of the resistive body is
shown in Fig. 15.12: the closer the body to the seafloor, the higher the sensitivity. The dependence of
the sensitivity on the thickness of the reservoir is significantly weaker. However, the larger thickness
corresponds to the higher sensitivity. Thus, the plots in Fig. 15.12 illustrate how well the depth and the
thickness of the reservoir can be resolved based on the MCSEM data.
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FIGURE 15.12

The integrated sensitivity for different thicknesses and depths of the resistive body.

15.3.2 INTERPRETATION OF MCSEM DATA
Interpretation of MCSEM data is still a very challenging problem, especially if one would like to
take into account a real three-dimensional (3-D) structure of a sea-bottom geological formation. The
inversion of MCSEM data is complicated by the fact that the EM response of a petroleum reservoir
is very weak in comparison with a background EM field generated by an electric dipole transmitter in
layered geoelectrical structures formed by a conductive sea-water layer and bottom sediments.

There were several publications recently reporting a significant progress in 3-D inversion of MC-
SEM data based on the finite-difference (FD) method (Newman and Boggs, 2004; Hoversten et al.,
2005, 2006). We will discuss here the application of the IE method to the MCSEM data inversion,
following the paper by Gribenko and Zhdanov (2007).

A typical MCSEM survey consists of a set of sea-bottom electrical and magnetic receivers and a
horizontal electric dipole transmitter towing at some elevation above the sea bottom. The transmitter
generates a frequency-domain EM field. The main goal of MCSEM data interpretation is to determine
the anomalous conductivity distribution, �σ , within sea-bottom geological formations, where �σ is
the difference between the total conductivity, σ, and some known background conductivity, σb:

�σ = σ − σb.

In the hydrocarbon (HC) exploration the background conductivity is associated with the conductivity
of the sea-bottom sediments, while the HC reservoir has a very low conductivity. In this situation the
anomalous conductivity is always negative.
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Mathematically, we can represent the corresponding EM inverse problem in the form of operator
equation:

d = A(�σ) , (15.24)

where A is a forward modeling operator, d stands for the observed EM data in the sea-bottom receivers,
and �σ is the anomalous conductivity within the targeted domain.

Eq. (15.24) describes an ill-posed inverse problem. The regularized solution of this problem can be
obtained by minimization of the corresponding Tikhonov parametric functional, P α (�σ) (see Chap-
ter 7):

P α (�σ) = ‖Wd (A(�σ) − d)‖2
L2

+ αs (�σ) = min, (15.25)

where Wd is the data weighting operator, α is a regularization parameter, and s (�σ) is a stabilizing
functional.

It has been discussed in Chapter 7 that, the major role of stabilizing functionals is selecting the
appropriate solution of the inverse problem from the class of models with assigned properties. There
are several possible choices for the stabilizer (Zhdanov, 2002). For example, the following stabilizers
can be used:
1. The minimum norm stabilizer (sMN ), which is equal to the square L2 norm of the difference be-

tween the current model �σ and an appropriate a priori model �σapr :

sMN(�σ) = ∥∥Wm

(
�σ − �σapr

)∥∥2
L2

, (15.26)

where Wm is the weighting operator of the model parameters.
2. The minimum support stabilizer (sMS ), which is proportional to the volume (support) of the

nonzero values of the difference between the current model �σ and the a priori model �σapr :

sMS(�σ) =
∫∫∫

D

(�σ − �σapr)
2

(�σ − �σapr)2 + e2
dv, (15.27)

where e is the focusing parameter.
3. The minimum gradient support stabilizer (sMGS ), which is proportional to the volume (support) of

the nonzero values of the gradient of the model parameter, �σ :

sMGS(�σ) =
∫∫∫

D

|∇�σ (r)|2
|∇�σ (r)|2 + e2

dv. (15.28)

4. The minimum vertical support stabilizer, sMV S (�σ), which is proportional to the vertical size of
nonzero values of the difference between the current model �σ and an appropriate a priori model
�σapr in a horizontal section S:

sMV S (�σ) =
∫∫∫

D

(�σ − �σapr)
2∫∫∫

S
(�σ − �σapr)2ds + e2

dv. (15.29)



644 CHAPTER 15 MARINE ELECTROMAGNETIC METHODS

FIGURE 15.13

Model 1 formed by two resistive reservoirs located at different depths. The area shown with grids defines the
extent of the anomalous domain in the inversions.

5. The minimum vertical gradient support stabilizer, sMV GS (m), which is proportional to the vertical
size of nonzero values of the gradient of the model parameter:

sMV GS (�σ) =
∫∫∫

D

|∇�σ (r)|2∫∫∫
S
|∇�σ (r)|2 ds + e2

dv. (15.30)

The minimum norm stabilizer selects the inverse model from the class of models with the least
square norm. The minimum support stabilizer insures that the solution belongs to the class of models
with the smallest domain of anomalous conductivity. This stabilizer works well if we have a local target
with an anomalous conductivity, e.g. an HC reservoir. The minimum vertical support, sMV S (m), and
the minimum vertical gradient support, sMV GS (m), stabilizers are specially designed to invert for a
thin, sub-horizontal structures typical for an HC reservoirs.

We will investigate two simplified models of marine CSEM surveys. First, we analyze a 2-D CSEM
survey, which is currently the most widely used in offshore exploration. Second, we consider an exam-
ple of a 3-D survey.

Model 1
A typical 2-D survey consists of a set of receivers located along a line at the sea bottom and of an
electric bipole transmitter towed parallel to and above the receivers. In our numerical experiment we
assume that a synthetic CSEM survey is conducted in relatively shallow water with a sea depth of
300 m (Fig. 15.13). The survey consists of nine sea-bottom receivers and an electric dipole transmitter
moving along a line passing directly above the receivers at an elevation of 50 m above the sea bottom.
The separation between the receivers is 1000 m. The transmitter generates a frequency domain EM
field with two frequencies of 0.25 and 0.75 Hz from points every 200 m along the transmitter line.
The maximum transmitter-receiver offset is 10 km. The background geoelectric model consists of a
sea-water layer with a thickness of 300 m and a resistivity of 0.25 ohm-m, a sea-bottom gas-hydrate
layer with a thickness of 100 m and a resistivity of 5 ohm-m, conductive sea-bottom sediments with a
thickness of 1400 m and a resistivity of 1 ohm-m, and a more resistive basement with a resistivity of



15.3 MCSEM METHOD WITH ARRAYS OF FIXED OCEAN BOTTOM RECEIVERS 645

FIGURE 15.14

Model 1. Plots of the real (top panel) and imaginary (bottom panel) parts of the normalized observed and
predicted in-line electric fields Ex at a frequency of 0.25 Hz for receiver #3 (x = −6000 m, y = 0 m). The dots
show the noisy observed data, while the predicted data for a model obtained by the inversion are plotted by
lines. The solid line corresponds to the predicted data (“predicted 1”) obtained by inversion with the true 1-D
background model, while the dashed line shows the predicted data (“predicted 2”) computed for 3-D
inversion result obtained with the background model found by 1-D inversion.

3.33 ohm-m (Fig. 15.13). We assume that we have two petroleum reservoirs with the same thickness of
100 m and a resistivity of 50 ohm-m, but located at depths of 1300 m and 1000 m respectively below
sea level (Fig. 15.13). The horizontal dimensions of the reservoirs are 2 km and 1 km in the x direction
and 1.8 km in the y direction, respectively.

The synthetic CSEM data were computed for this model using the rigorous IE method. These data
were contaminated with random Gaussian noise. The noise level increases linearly from 1% at zero
offset up to 7% at 10,000 m offset to simulate the typical noise behavior in the field data. The typical
in-line electric field data recorded in receiver #3 for two frequencies are shown in Figs. 15.14 and 15.15.
We plot here the real and imaginary parts of the total electric field Ex normalized by the absolute values
of the normal electric field, Enorm

x , generated in the horizontally-layered background model formed by
the seawater, the sea-bottom gas hydrate layer, the conductive sea-bottom sediments, and a relatively
resistive basement. One can see rather complex anomalous behavior of the observed field.

We have applied our inversion algorithm to these noisy data. We should note that we use 3-D
forward modeling and inversion to process the data observed by this 2-D synthetic survey. The area
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FIGURE 15.15

Model 1. Plots of the real (top panel) and imaginary (bottom panel) parts of the normalized observed and
predicted in-line electric fields Ex at a frequency of 0.75 Hz for receiver #3 (x = −6000 m, y = 0 m). The dots
show the noisy observed data, while the predicted data for a model obtained by the inversion are plotted by the
lines. The solid line corresponds to the predicted data (“predicted 1”) obtained by inversion with the true 1-D
background model, while the dashed line shows the predicted data (“predicted 2”) computed for 3-D
inversion result obtained with the background model found by 1-D inversion.

of inversion is extended from −4000 m to 4000 m in the x direction, from −900 m to 900 in the y

direction, and from 800 m to 1600 m at a depth with cell sizes equal to 500 m, 600 m, and 50 m in the
x, y, and z directions, respectively.

Note that the first iteration of the RRCG method is computed with the regularization parame-
ter α = 0. After about 50 iterations of the rigorous inversion, the normalized residual reaches 3%.
Fig. 15.16 shows a vertical section of the inversion result. As one can see, the depth and the horizontal
extent of both reservoirs are recovered well in the inverse image. This example illustrates the stability
of the method with respect to the noise in the data and “modeling noise” related to the different forward
modeling solvers used for synthetic observed data calculation and in the inversion algorithm.

In the previous examples we have assumed that the true 1-D background conductivity model was
known. We now investigate a more realistic situation where this background model is unknown. In
this case, we can apply the 1-D inversion to the data recorded by receivers #1 and #9, located outside
of the area with two resistivity reservoirs. As a result of 1-D inversion, we have found the following
parameters of the new 1-D background model:
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FIGURE 15.16

Model 1. The vertical section of the result of the inversion of the data contaminated by random noise. The
noise level increases linearly from 1% at zero offset up to 7% at 10,000 m offset. The true layered-earth
background conductivity model is used in the inversion. The area shown with grids defines the extent of the
anomalous domain in the inversions.

FIGURE 15.17

Model 1. The vertical section of the result of the inversion of the data contaminated by random noise. The
noise level increases linearly from 1% at zero offset up to 7% at 10,000 m offset. The 3D inversion result is
obtained with the background model found by 1D inversion. The area shown with grids defines the extent of
the anomalous domain in the inversions.

a) thicknesses of the layers – 300, 100, and 1400 m.
b) resistivities of the layers – 0.25, 5.44, 0.97, and 4.29 ohm-m.
We have applied the IE-based inversion algorithm to the same noisy data, as in the previous case.

However, we use a new 1-D background model found by 1-D inversion. We run practically the same
number of RRCG iterations for this case, as for the examples, considered above. Fig. 15.17 presents
the vertical section of the resulting inverse model. The dashed blue lines in Figs. 15.14 and 15.15 show
the predicted data computed for the 3-D inversion result obtained with the background model found
by 1-D inversion. One can see in these figures that the predicted data still fit the observed noisy data
within the level of the noise, and the inverse model shown in Fig. 15.17 represents a reasonable image
of the targets.
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FIGURE 15.18

Model 2. A petroleum reservoir in the presence of a salt dome structure (plan view). The positions of the
receivers are shown by the dots, while the diamonds show the transmitters locations.

This example shows that the interpretation of the practical MCSEM data should consist of two
stages. In the first stage we find the horizontally-layered background geoelectric model by 1-D inver-
sion of the observed data. In the second stage we run full 3-D inversion using the corresponding 1-D
inverse model as a background.

Model 2
In the next numerical experiment we consider a 3-D CSEM survey over a truly 3-D target: a petroleum
reservoir in the presence of a salt dome structure. Figs. 15.18 and 15.19 show a plan view and a vertical
cross section of the model. The sea-bottom reservoir is approximated by a thin resistive body located
at a depth of 900 m below sea level, with a thickness of 100 m, and a horizontal size of 800 m ×
800 m. The resistivity of the reservoir is 50 ohm-m. There is located, also, an irregular-shaped salt
dome structure close to the reservoir at a depth of 700 m below the sea bottom. The resistivity of
the salt dome is 30 ohm-m. The depth of the sea bottom is 500 m from the surface, and the seawater
resistivity is assumed to be equal to 0.25 ohm-m. The salt dome and the reservoir are submerged into
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FIGURE 15.19

Model 2. A petroleum reservoir in the presence of a salt dome structure (vertical section). The area shown with
grids defines the extent of the anomalous domain in the inversions.

the conductive thickness of the sea-bottom sediments with a resistivity of 1 ohm-m. A 3-D image of
the true model is shown in Fig. 15.20.

A synthetic CSEM survey consists of fourteen sea-bottom receivers and an electric dipole trans-
mitter moving along two mutually orthogonal lines at an elevation of 50 m above the sea bottom. The
positions of the receivers are shown by the dots in Fig. 15.18. The separation between the receivers is
250 m. The locations of the transmitters are shown by diamonds in the same figure. The transmitter
sends a frequency domain EM signal with two frequencies of 0.25 Hz and 0.75 Hz from points lo-
cated every 100 meters along the transmitter’s line. The receivers measure the in-line components of
the electric field only. The observed data are computed with the rigorous IE forward modeling code
and are contaminated by random Gaussian noise, with the noise level increasing linearly from 5% at
zero offset up to 10% at 3000 m offset to simulate the typical noise behavior in the field data. The area
of inversion is extended from −600 m to 600 m in the x direction, from −600 m to 600 m in the y
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FIGURE 15.20

A 3D image of true Model 2 of a petroleum reservoir in the presence of a salt dome structure.

direction, and from 700 m to 1200 m depth. We discretize the inversion domain into 1320 prismatic
cells with the cell sizes equal to 100 m, 100 m, and 50 m in the x, y, and z directions, respectively.

In this numerical experiment, we have used an approach based on inhomogeneous background con-
ductivity (see Chapter 6). We have assumed that the position of the salt dome is known, and we have
included a salt dome in the inhomogeneous background. This approach seems to be quite realistic.
There are practical cases of offshore geophysical exploration where the salt dome structure is known
from seismic data, but the location of the petroleum reservoir is unknown. Our inversion method makes
it possible to include this known information in the background geoelectric model. We ran the rigor-
ous IE-based inversion and after 45 iterations we obtained a normalized weighted residual between
the observed noisy data and predicted data equal to 5%. The corresponding inverse model is shown
in Figs. 15.21 and 15.22. One can see that, the depth and the horizontal extent of the reservoir and its
resistivity are recovered well in the inverse image. However, we can see some artificial resistive struc-
tures in the corners of the 3-D inversion domain. The presence of these “noisy” elements in the inverse
image is easily explained by the effect of the noise in the data, and by the fact that these corners of the
inversion domain are located far away from the observational lines.



15.4 TOWED STREAMER ELECTROMAGNETIC METHOD 651

FIGURE 15.21

Model 2. The vertical section of the result of the inversion of the data contaminated by random noise. The
noise level increases linearly from 5% at zero offset up to 10% at 3000 m offset. The true salt dome
background conductivity model is used in the inversion. The area shown with grids defines the extent of the
anomalous domain in the inversions.

The examples presented above show that the MCSEM data have a good potential to discover and
locate a resistive HC reservoir in the conductive sea-bottom formations. This method is now widely
used in industry, and it has proven to be an important tool in offshore petroleum exploration.

15.4 TOWED STREAMER ELECTROMAGNETIC METHOD
15.4.1 GENERAL PRINCIPLES OF THE TOWED STREAMER EM METHOD
Another widely used marine EM method is based on the data acquisition system consisting of an
electric bipole transmitter and an array of electric field receivers towed by a vessel (Fig. 15.23). In a
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FIGURE 15.22

Model 2. 3-D image of the result of the inversion of the data contaminated by random noise. The true salt
dome background conductivity model is used in the inversion.

FIGURE 15.23

General survey configuration of the towed streamer EM method, consisting of an electric bipole transmitter and
an array of electric field receivers towed by a vessel.

typical towed streamer EM survey configuration (Anderson and Mattsson, 2010; Mattsson et al., 2012;
Zhdanov et. al., 2015), an 800 m long bipole electric current source at 1500 A is towed at a depth
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of 10 m towed 10 m below the sea surface. The electric dipole source generates a frequency domain
electric field at a discrete set of frequencies ranging typically from 0.2 Hz to 1.2 Hz. The receivers
measure the in-line electric field components along the streamer cable, towed 100 m below the sea
surface (see Fig. 15.23), as electric potential differences in distributed electrode pairs with offsets from
500 to up to 10,000 m. We should note that, it is possible to use a short-offset towed EM system. For
example, this system was developed for gas hydrate mapping in the Gulf of Mexico by Weitemeyer
and Constable (2010).

This moving platform geometry enables EM data to be acquired over very large areas with a high
production rate and relatively low costs compared to conventional marine CSEM method, introduced
above. As a result of the towed streamer EM survey, geophysicists may collect several thousands line
kms of the data, which cover several thousands of square kms of the survey area. The typical target
of these surveys are the resistive HC reservoirs located within the conductive sea-bottom sediments.
These exploration targets are characterized by a very weak response in comparison to the measured
total fields. Therefore, the quantitative interpretation of EM data is inherently difficult and should rely
on 3D earth models generated by a rigorous 3D inversion. Moreover, 3D inversion of towed streamer
EM data poses a significant challenge because of the size of the surveys, the requirement for high
resolution models, and a huge number of transmitter-receiver pairs relative to conventional MCSEM
surveys. Indeed, large-scale conventional CSEM surveys may have in the order of hundreds of fixed
receivers, and in the order of thousands of transmitter positions. Reciprocity is routinely exploited in
3D conventional CSEM modeling and inversion to minimize the number of source terms that need to
be solved (e.g., Zhdanov et al., 2011a). Towed streamer EM surveys may have millions of transmitter
and receiver positions. Reciprocity cannot be exploited for any computational efficiency. To overcome
this fundamental problem, Zhdanov et al. (2014a, 2014b) introduced a concept of moving sensitivity
domain (MSD). We will discuss this concept in more details below.

15.4.2 INTERPRETATION OF TOWED STREAMER EM DATA
Inversion methodology for interpretation of the towed streamer EM data is similar to that for con-
ventional MCSEM method, described above. One have to apply a method of regularized solution
of ill-posed inverse problem, which is based on minimization of the Tikhonov parametric functional
P α (�σ) (see Chapter 7 and Eq. (15.25)).

As was shown in Chapter 8, the problem of minimization of Tikhonov parametric functional can be
solved by regularized conjugate-gradient (RCG) method with adaptive regularization. This method is
based on iterative updates of the conductivity model �σn (r) = mn as shown in the following formulas:

rn = A(mn) − d, ln= l(mn) = Re F
nW

dWdrn+αW
mWm(mn−mapr ), (a)

βn = ‖ln‖2 /‖ln−1‖2 , l̃n= ln + βn l̃n−1, l̃0 = l0, (b)

kn =
(

l̃n, ln
)

/
{∥∥WdFñln

∥∥2 + α
∥∥Wm̃ln

∥∥2
}

, (c)

mn+1 = mn − kn l̃n, (d)

(15.31)

where kn is a length of the iteration step; Wm is the model weighting matrix; ln is the gradient direction,
computed using the adjoint Fréchet derivative matrix, F

n; and star denotes the adjoint operator (matrix).
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The appropriate selection of the data and model weighting matrices is extremely important for the
success of the inversion. The methods of solving this problem were discussed in details in Chapter 8
as well.

In order to apply the minimum support or minimum gradient support stabilizers, we use the re-
weighted regularized conjugate gradient (RRCG) method introduced in Zhdanov (2002, pp. 161–166).
In the framework of this algorithm, we conduct the inversion in the space of the weighted model pa-
rameters mw

n , which are determined by the following formula:

mw
n = WmW̃enm̃n. (15.32)

In the framework of this approach, the variable weighting matrix W̃en is precomputed on each iteration,
based on the values mn, obtained on the previous iteration. This linear transformation is updated every
several iterations, which is equivalent to the re-weighting of the model parameters. In other words, a
set of linear transformations with the repeatedly updated weighting matrices is applied to transform
the nonquadratic functional into the quadratic stabilizer similar to a minimum norm stabilizer (15.26).
We refer the interested readers to the book on inversion theory by Zhdanov (2002, 2015) for in-depth
explanation of the RRCG technique, which is widely used now in different geophysical applications.

In expression (15.32) we use the logarithmic model parameters, vector m̃, with the scalar compo-
nents m̃i given by the formula:

m̃i = ln

(
�σi − �σ−

i

�σ+
i − �σi

)
. (15.33)

This parameterization forces the scalar components of the original conductivity vector �σ to remain
within the interval (�σ−

i , �σ+
i ):

�σ−
i ≤ �σi ≤ �σ+

i , i = 1,2, ....L. (15.34)

Following Zhdanov (2002), we apply the adaptive regularization method. The regularization pa-
rameter α is updated in the process of the iterative inversion as follows:

αn = α1q
n−1; n = 1,2,3.....; 0 < q < 1. (15.35)

We begin an iteration from a value of α1, which is a ratio of the misfit functional and the stabilizer for
an initial model, then reduce αn according to formula (15.35) on each subsequent iteration until the
misfit condition is reached:

rw
n0 = ∥∥Wd

(
A
(
mαn0

)− d
)∥∥

L2
/‖Wdd‖L2

= δ, (15.36)

where rw
n0 is the normalized L2 norm of the weighted residual, and δ is the relative level of noise in

the weighted observed data. Note that L2 norms are determined as the square roots of the sum of the
squares of the weighted residuals and of the weighted data.

Parameter q controls the rate of decrease of the regularization parameter in the process of inversion.
If parameter q is too small (e.g., q < 0.5), the regularization parameter, determined by formula (15.35),
decreases too fast, which results in diminishing the effect of the stabilizing functional on the inversion.
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If parameter q is close to unit (e.g., 0.9 < q < 1), the convergence of the RRCG method may become
too slow. Our practical experience shows that this parameter should usually be selected within an
interval [0.5;0.9].

In practical applications of the regularized iterative inversion, we begin the inverse process with
the minimum norm (smooth) inversion to produce an initial image of the target. After a few minimum
norm iterations we switch the iterative process to the minimum vertical support inversion by introduc-
ing the reweighting matrix W̃en, according to Eq. (15.32), and continue with the focusing inversion
until the misfit functional reaches the required misfit level. We should note, however, that there are
some limitations of the use of the focusing stabilizers related to the fact that the inverse images can
be “overfocused” with unrealistically strong conductivity contrasts. This problem can be avoided by
limiting the number of re-weightings in the RRCG algorithm and imposing some constraints on the
boundaries of the conductivity variations and gradient values.

15.4.3 MOVING SENSITIVITY DOMAIN APPROACH
The sensitivity (Fréchet derivative) calculation is the most expensive item in the inversion not only in
terms of the computation time, but also in the computer memory required for its storage. The number
of entries in the Fréchet derivative matrix is equal to the number of data points times the number
of cells in the inversion domain. With large amounts of data and vast inversion regions typical for the
towed streamer EM survey, the computer memory requirements may become prohibitive. To reduce the
storage requirements, one can use a moving sensitivity domain (MSD) approach in the towed streamer
EM inversion (Zhdanov and Cox, 2012; Zhdanov et al., 2014a, 2014b).

In the framework of the MSD approach, we select a subset of the towed streamer EM survey formed
by a selected set of transmitter and receiver positions. The integrated sensitivity of the data, ds , mea-
sured by this subset, to model parameter, δmk , is determined as the ratio of the norm of perturbation of
the observed data, δds , to the corresponding perturbation of the parameters of the examined medium
(Zhdanov, 2002):

Sk = ‖δds‖
δσk

=
√∑

i

(
FikF

∗
ik

)
, (15.37)

where Fik are the scalar components of the Fréchet derivative matrix, Fn. The diagonal matrix with
diagonal elements equal to Sk = ‖δds‖/δmk is an integrated sensitivity matrix of a subset of the towed
streamer EM survey:

S = diag

⎛
⎝√∑

i

(
FikF

∗
ik

)⎞⎠= diag
(
F∗F

)1/2
. (15.38)

Matrix S is formed by the norms of the columns of the Fréchet derivative matrix, F. The integrated
sensitivity subdomains for selected subsets of the towed streamer EM survey are determined as the
volumes where the integrated sensitivity of the subset is greater than a predetermined threshold. The
total integrated sensitivity of the towed streamer EM survey is determined as the superposition of the
sensitivities from all of the integrated sensitivity subdomains. The 3D inversion/imaging of the fields
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FIGURE 15.24

Plan view of multiple towed streamer EM sensitivity domains superimposed over the same 3D earth model.
Darker shading indicates a higher fold of different sensitivity domains.

measured for each combination of transmitters and receivers for the entire towed streamer EM survey is
based on the total sensitivity calculated as the superposition of the sensitivities from all of the integrated
sensitivity subdomains (Zhdanov and Cox, 2012).

To illustrate this concept, Fig. 15.24 shows a plan view of multiple towed streamer EM sensitiv-
ity domains superimposed over the same 3D earth model. Darker shading indicates a higher fold of
different sensitivity domains. As an example of the size of the sensitivity domain, we can calculate
the integrated sensitivities for a towed streamer EM system consisting of a 300 m long electric bipole
transmitter towed 10 m below the sea surface, and inline electric field receivers towed 100 m below the
sea surface at offsets between 1325 m and 2545 m at 0.10 and 1.00 Hz. While the actual system may
have intermediate offsets and other frequencies, these are representative of both the highest frequency
– shortest offset, and the lowest frequency – longest offset configurations. The earth model consisted of
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FIGURE 15.25

Example of the vertical (panels A and C) and horizontal (panels B and D) sections of a sensitivity domain used
in the Peon model study. This figure presents the integrated sensitivities for a towed streamer EM system
consisting of a 300 m long electric bipole transmitter towed 10 m below the sea surface, and inline electric
field receivers towed 100 m below the sea surface at offsets between 1325 m for 1.00 Hz (panels A and B)
and 2545 m for 0.10 Hz (panels C and D). The earth model consisted of a 384 m thick 0.3 ohm-m water
column overlying an otherwise homogeneous, isotropic half-space of 3.0 ohm-m. A sensitivity domain of
dimension 8 km × 5 km × 1.5 km (white box) captures over 95% of the integrated sensitivity for the towed
streamer EM system for all frequencies and offsets.

a 384 m thick 0.3 ohm-m water column overlying an otherwise homogeneous, isotropic half-space of
3.0 ohm-m. Since the isosurfaces of the integrated sensitivities are the functions of transmitter-receiver
geometry, frequency, and earth model, it is convenient to encapsulate them in a rectangular domain.
For example, as can be seen in Fig. 15.25, a sensitivity domain of dimension 8 km × 5 km × 1.5 km
captures over 95% of the integrated sensitivity for the towed streamer EM system for all frequencies
and offsets. Note that this sensitivity domain is significantly smaller than the size of the actual Peon
earth model presented later in this paper. Moreover, we note that the sensitivity domain dimensions
don’t need to be constant, and can vary as a function of offset and frequency.

Thus, we compute and store the Fréchet derivative inside the inversion cells within a predetermined
sensitivity subdomains only. Therefore, Fréchet derivatives for towed streamer EM data can be com-
puted and stored only for regions much smaller than the entire inversion domain, resulting in dramatic
reduction of the computer memory requirements. The sensitivity domain size is determined based on
the rate of integrated sensitivity attenuation of towed streamer EM data, which provides the optimal
memory and computation use while retaining maximum accuracy.

A case study of practical application of the towed streamer EM survey is presented in Chapter 17.
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Up to this point, we have developed the basis for using electrical methods presuming that exploration
will be carried out either on the Earth’s dry surface or in the ocean in a straightforward approach
to measure either the electrical conductivity structure of the subsurface or the induced polarization
responses. While the majority of exploration efforts employing electrical methods are of this ilk, other
applications are also of considerable value. In particular, the other platforms which must be recognized
are aircraft as a means for carrying part or all of the electrical surveying equipment rapidly over an
area to be explored. The first practical application of the airborne electromagnetic (AEM) method
was made as early as in 1951 (Becker, 1979; Fountain, 1998). Since then, AEM can be credited with
directly aiding in the discovery of hundreds mineral deposits (e.g., Witherly, 2000). Many different
frequency- and time-domain AEM systems have been developed over the last 75 years (e.g., Best, 1985;
Fitterman, 1990; Palacky and West, 1991). The theoretical foundation of these methods is the same as
has already been discussed for surface-based applications. So, we will discuss AEM methods mainly
in terms of the operational features peculiar to the use of aircraft.

In spite of all technological achievements and advances in airborne EM systems, however, until re-
cently, the interpretation of AEM data was still based on simple 1-D layered earth models. Despite their
widespread use, it was repeatedly demonstrated that the 1-D methods were often invalid for recovering
even simple 2-D and 3-D targets (e.g., Ellis, 1998), let alone anything resembling geological complex-
ity (e.g., Raiche et al., 2001). Though 3-D parameterized inversion methods such as thin sheets embed-
ded in conductive hosts were successful for certain types of targets (e.g., Keating and Crossley, 1990;
Wolfgram and Golden, 2001), the routine use of more generalized 3-D modeling and inversion methods
has not been yet realized.

The problem with 3-D modeling of AEM data is that it is necessary to solve as many large lin-
ear systems of equations as there are transmitter positions in the survey. Considering that the modern
airborne surveys cover thousands of line kms, a rigorous 3-D inversion seems to be impractical even
with the use of modern supercomputers. Various 3-D modeling approximations have been introduced
over the last decade which simplify the nonlinear physics of AEM to a series of linear problems (e.g.,
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Zhdanov and Tartaras, 2002; Zhdanov and Chernyavskiy, 2004). Avoiding such approximations, vari-
ous 3-D inversion softwares were introduced recently (e.g., Yang et al., 2014; McMillan et al., 2015;
Fournier et al., 2017). While more complete in their modeling of the physics of AEM, they too cannot
be used for a large-scale airborne survey

In order to overcome these difficulties, Cox and Zhdanov (2007, 2008) and Cox et al. (2010, 2012)
applied the moving sensitivity domain (MSD) approach to 3-D inversion of airborne electromagnetic
data, similar to one discussed above in Chapter 15 for the marine towed streamer EM surveys. The
use of a moving sensitivity domain allows for the inversion only of those parts of the model within
the sensitivity domain of a particular transmitter-receiver pair. As the sensitivity domains of all the
transmitter-receiver pairs superimpose themselves on the same 3-D model, the sensitivity matrix is
constructed. This approach finally makes 3-D inversion of AEM data a practical consideration. The
MSD approach is outlined in this chapter as well.

16.1 FREQUENCY DOMAIN AIRBORNE SURVEYS
The concept of airborne electromagnetic surveying is straightforward. The objective is to carry out
electromagnetic profiling rapidly, especially in areas where access on the ground is difficult. This can
be accomplished by mounting part or all of one of the standard electromagnetic profiling systems on
an airborne platform.

Construction of a practical airborne electromagnetic system presents more difficult technical prob-
lems than are met with a counterpart surface based system for several reasons:

• 1) Sensitivity: When an electromagnetic coupling system is mounted on an aircraft, it is further
removed from the conductive targets which are the objects of exploration than in the case of surface-
based surveys. In such circumstances, the signals scattered from conductors in the earth will be quite
weak compared to the field that arrives directly at the receiver from the source. It is necessary to
detect the electromagnetic field with great precision, because the ratio of the scattered field to the
primary field is on the order of a few tens of parts per million.

• 2) Noise: In addition to the ambient electromagnetic noise which always limits the capabilities of
a field system, in airborne operations, there are additional noise sources. Noise is generated by the
erratic movement of the induction receiver through the earth’s magnetic field. Noise is also gener-
ated by induction from the source in the metal parts of the aircraft, particularly those which move,
particularly the control surfaces. Noise is generated by relative motions between the transmitter
and the receiver, and it is generated by the electrical systems on board the aircraft. All of these are
largely random noise sources, but the approach of stacking repeated transmissions in order to im-
prove the signal-to-noise ratio, as is done in many surface-based measurements, is far more difficult
to accomplish in an airborne system, because by the time normal stacking would be completed, the
platform has moved a significant distance.

• 3) Navigation: The location of the aircraft must be known precisely. For one reason, when an anoma-
lous response from the earth is detected, often its position must be known within a few meters in
order that a ground crew can go back to identify the target on the surface of the earth. For another
reason, if an aircraft wanders from its intended straight-line course or if it changes altitude along
a profile by even minor amounts, the spatial character of the coupling is distorted. Fortunately, the



16.1 FREQUENCY DOMAIN AIRBORNE SURVEYS 665

FIGURE 16.1

Helicopter carrying frequency domain airborne electromagnetic system. Image courtesy of CGG Multi-Physics.

modern global positioning system (GPS) makes it possible to provide a very accurate position of
the aircraft.

A typical frequency-domain airborne EM survey is based on the same principles as a ground EM
survey. Several transmitter and receiver coils are housed in a “bird” towed behind a platform such as
a helicopter (e.g., Fig. 16.1) or an airplane. The platform flies over the survey area towing this bird
and continuously transmits an electromagnetic field with specific frequencies excited by transmitter
coils. The EM field propagates into the ground and reaches some geoelectrical target such as an ore
body. The electric currents induced in the ground and within the anomalous body generate a secondary
electromagnetic field. The receiver coils measure the total EM field (a superposition of the primary
field generated by the transmitter and the secondary EM field) at the bird’s location. The goal of the
survey is to find the location and electrical parameters of the underground geoelectrical formations.
Note that the typical airborne EM system has several transmitter-receiver pairs. For example, typical
AEM systems have transmitter-receiver pairs forming coplanar arrays, where both the transmitter and
receiver coils of which can transmit/measure the vertical components of the EM field only, and coaxial
arrays, with the transmitter and receiver coils transmitting/measuring the horizontal components of
the EM field only. For example, the DIGHEM (Digital Helicopter EM) system (Fig. 16.2) has five
transmitter-receiver pairs, three of which form a coplanar array with the transmitter and receiver coils
transmitting/measuring only the vertical components of the EM field, and two coils forming a coaxial
array with the transmitter and receiver coils transmitting/measuring only the horizontal components
of the field. It is often said that coplanar array is sensitive to the horizontally layered structure and
useful for resistivity mapping, while the coaxial array is sensitive to vertical structures such as dikes or
intrusions.

In the frequency domain EM method, the observed magnetic field is described by a complex num-
ber. The real part of the EM field is often called the “in-phase” component, which means the phase
of the measured EM field is the same as the phase of the primary EM field that is sent out by the
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FIGURE 16.2

A typical airborne EM system has several transmitter-receiver pairs. For example, the DIGHEM system has five
transmitter-receiver pairs, three of which form a coplanar array with the transmitter and receiver coils
transmitting/measuring only the vertical components of the EM field, and two coils forming a co-axial array with
the transmitter and receiver coils transmitting/measuring only the horizontal components of the field.

source. The imaginary part of the EM field is called the “quadrature” component, which means the
phase of the measured field is 90 degrees ahead/behind the phase of the transmitted field. Usually these
EM fields are normalized by the free-space EM field value and represented in ppm (parts per million)
units (10−6). The free-space EM field value is measured at the end of each survey line by flying high
enough to avoid the effect of the ground. During the survey, the location of the sensors (or platform)
can be determined by a video camera installed in the platform or global positioning system (GPS). This
GPS technology dramatically improves the accuracy of the position and increases the application of
the airborne EM method. This is another reason why the application of airborne geophysical surveys
has increased recently.

16.2 TIME DOMAIN AIRBORNE SURVEYS
The problem in achieving adequate sensitivity in an AEM system is that of detecting very small sec-
ondary fields from the earth in the presence of a larger primary field. This problem can be largely
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FIGURE 16.3

Airplane carrying time domain airborne electromagnetic system. (http://www.ga.gov.au/scientific-topics/
disciplines/geophysics/airborne-electromagnetics)

avoided by using a pulsed primary field and by measuring the transient secondary field from the earth
while the primary field is zero.

While our most serious problem in making airborne measurements is eliminated by using transient
response measurements, other problems become more severe and new problems arise. In most cases,
only a small part of the energy in the secondary field remains after the end of the energizing pulse.
As a consequence, an intense primary field must be used in order to obtain a measurable signal. Also,
because the receiving system must be wide band rather than tuned to a single frequency, all forms of
noise become more difficult to deal with.

A typical ATEM system uses an alternating polarity half-sine or square-wave pulses to energize
the source. A large, vertical-axis transmitter loop is stretched wing tips to tail around the aircraft
(Fig. 16.3). A horizontal-axis coil with its axis aligned with the flight direction is towed in a bird
at the end of a long cable, 100 m behind and 65 m below the aircraft. The purpose in using such a long
cable to tow the bird is to remove the receiving coil as far as possible from noise sources in the aircraft,
and to permit the aircraft to fly at safer heights.

The primary field is blocked from reaching the receiver amplifiers during the time the transmitter is
being energized (Fig. 16.4). The secondary field present at the receiver during the transmitter-off cycle
is sampled at six (or more) times following the turnoff of transmitter power. Each sample is the average
of the transient voltage over some short time interval, or window. The length of the excitation pulse is
typically a few milliseconds, with the off cycle persisting for a slightly longer time. The times of the
windows are selected so that the earliest will be somewhat responsive to poor conductors, including
conductive overburden. Other channels are centered on a geometric progression of times, so that the
late channels will sense only conductors having a large value for the response parameter.

Because the coil configurations are much the same, the shapes of the anomaly curves obtained with
the ATEM systems are similar to the shapes of the anomaly curves obtained with the dual-frequency

http://www.ga.gov.au/scientific-topics/disciplines/geophysics/airborne-electromagnetics
http://www.ga.gov.au/scientific-topics/disciplines/geophysics/airborne-electromagnetics
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FIGURE 16.4

Description of the operation of the ATEM airborne electromagnetic system. A transmitter coil is energized with
separated half-sinusoidal current pulses. These generate a primary field in the form of half-cosinusoids at a
receiver coil towed behind the aircraft. The secondary signal caused by induction in the earth is a transient
waveform which appears during the transmitter-off period. This secondary signal is sampled over six boxcars,
as indicated.

phase-shift system. Precise predictions of shape and amplitude of ATEM anomalies can be determined
from model studies in which airborne circuitry is simulated or by calculation from frequency-domain
responses.

Mostly, ATEM surveys are used in exploration for massively conductive ore bodies, particularly
when they are present in a shield terrain having very low host conductivity. Other applications can also
be made if there is a significant contrast in conductivities between the host and target. An interesting
application is reported by Zollinger et al. (1987) in measuring ocean depth in shallow water. Any of the
ATEM systems described above should be capable of producing information from which ocean depths
can be estimated up to some tens of meters.
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16.3 3-D MODELING AND INVERSION OF AIRBORNE EM DATA
The airborne platform represents a very powerful tool for surveying large areas rapidly and relatively
inexpensively. Surveys may cover thousands of line kilometers with multicomponent and multifre-
quency soundings every few meters. This enables collecting a huge amount of data about the electrical
properties of the earth. However, interpreting the massive amounts of data gathered poses a significant
challenge. Any 3-D inversion must discretize the earth into thousands of cells representing the con-
ductivity distribution. Computationally, this problem is exacerbated by the fact that, for each sounding
point and channel, a new electric field is introduced into the earth. This requires solving a large number
of equations simultaneously for a full rigorous inversion.

Due to these fundamental difficulties with 3-D modeling and inversion, the practical interpretation
of the AEM data was based on a simple one-dimensional (1-D) model of a layered earth (e.g., Chen
and Raiche, 1998; Farquharson et al., 2003) or on simple conductivity-depth transforms (e.g., Macnae
et al., 1998) similar to S-inversion discussed in Chapter 14. However, the one-dimensional models do
not take into account the true three dimensional nature of the subsurface. As shown by Ellis (1998),
even when the predicted 1-D model response is within a few percent of the observed data, the resulting
conductivity model may be a poor approximation of the true model.

To overcome these difficulties, Cox and Zhdanov (2006, 2007, 2008), Cox et al. (2010), and
Zhdanov and Cox (2012) introduced the concept of 3-D AEM inversion with a moving sensitivity
domain (MSD). According to this concept, one needs only to calculate the AEM responses and sensi-
tivities for that part of the 3-D earth model that is within the AEM system’s sensitivity domain for a
particular transmitter receiver pair. These sensitivities are then superimposed for all transmitter-receiver
pairs into a single, sparse sensitivity matrix for the entire 3-D earth model. This approach has resulted
in a paradigm change for AEM data interpretation. It makes it possible on high-end workstations, to
invert entire AEM surveys with no approximations into high resolution 3-D earth geoelectrical models.

As an illustration, Fig. 16.5 shows percent of total response as a function of distance and a homo-
geneous half-space resistivity. The frequency-domain system resolution is limited to a few hundred
meters even in a resistive background. The resolution of the time-domain system is usually consider-
ably larger.

The percent of total response (as calculated from integrated sensitivities) is a function of a sensitiv-
ity domain (footprint) size for different background (e.g., homogeneous half space) resistivities.

These sensitivity plots can be useful for estimating the maximum line spacing; i.e., for 3-D in-
version, there should be overlap in the sensitivities from different lines. These sensitivity sizes also
demonstrate how small the sensitivity domain of a single sounding is.

With a moving sensitivity domain, the Fréchet matrix can be constructed as a sparse matrix with
memory and computational requirements reduced by several orders of magnitude. The number of
nonzero elements in each row of the sensitivity matrix is just the number of elements within each
sensitivity domain (in an order of hundreds or thousands) rather than the total number of elements in
the domain (hundreds of thousands to millions).

Due to potentially large variations in the conductivities over the AEM survey areas, it is advanta-
geous to allow data points and their MSDs to have different background conductivity structure.

Modeling of AEM data can be accomplished by any of the numerical methods discussed in Chap-
ter 6. The AEM data in time domain can be obtained by either direct time-domain solutions or by
Fourier transformation of frequency-domain solutions. The latter offers three distinct advantages. First,
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FIGURE 16.5

Percent of total response (as calculated from integrated sensitivities) as a function of footprint size for the
different half-space resistivities for the (A) frequency-domain, and (B) time-domain systems. Note the 10×
larger distance scale in the plot for the time-domain system.

the effects of frequency-dependent conductivity, such as induced polarization, can be modeled. Sec-
ond, artificial dispersion effects that arise in direct time-domain solutions are avoided. Third, the matrix
equations for multiple right-hand side source terms can be rapidly solved with iterative solutions. Thus,
in the framework of this approach, one calculates the forward modeling response in the frequency do-
main, and in the case of time domain data, this response is then transformed to the time domain.

For example, in the forward modeling, one can use the integral equation (IE) method, with the EM
field represented as a sum of the background,

{
Eb,Hb

}
, and anomalous,

{
Ea,Ha

}
, fields:

E = Eb + Ea, H = Hb+Ha, (16.1)

where the background field is a field generated by the given sources in the model with a background
distribution of conductivity σb, and the anomalous field is produced by the anomalous conductivity
distribution �σ(r), r ∈ Da ⊂ R3.

Then, the electric and magnetic fields can be obtained by the following integral equations:

E
(
r ′)−Eb

(
r ′)=∫∫∫

Da
GE

(
r ′, r

)
�σE (r)dv = GDa

E (�σE) ,
(16.2)

H
(
r ′)−Hb

(
r ′) =∫∫∫

Da
GH

(
r ′, r

)
�σE (r)dv = GDa

H (�σE) ,
(16.3)

where GE and GH are the electric and magnetic Green’s tensors for a layered model with conductiv-
ity σn.
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In Eqs. (16.2) and (16.3), the symbols G
Da

E and G
Da

H denote the electric and magnetic Green’s
operators with a volume integration of Da , respectively.

The process of solving the forward electromagnetic problem according to Eqs. (16.2) and (16.3)
consists of two parts. First, it is necessary to find the electric fields inside domain Da (where �σa �= 0),
which requires the solution of an integral equation (domain equation) (16.2) for r ′ ∈ Da . Second, using
the data equations, (16.2) and (16.3), with r ′ ∈ P , we calculate the magnetic field in the receiver’s
domain P (see Chapter 6, Section 6.1).

The inversion of the AEM data is an ill-posed problem; i.e., solutions are nonunique and unstable.
It was demonstrated in Chapter 7 that, the regularization must be introduced so as to obtain a unique
and stable solution, by minimization of the Tikhonov parametric functional, P α(σ ):

P α(σ ) = φ(σ )2 + α‖σ − σ apr‖2 → min , (16.4)

where A is the nonlinear forward operator, σ is the Nm length vector of conductivities, d is the Nd

length vector of observed data, σ apr is the Nm length vector of the a priori conductivities, and ‖ . . .‖
denotes the respective Euclidean norm. Data and model weights can be introduced to Eq. (16.4) through
data and model weighting matrices, Wd and Wm, respectively. The first term of Eq. (16.4) describes
the misfit functional (or residual errors) between the predicted and observed AEM data.

φ(σ ) = ||Wd(dpred−dobs)||2. (16.5)

The general principles of selecting the data weights were discussed in Chapter 7. In a case of the
airborne survey, one can select data weighting matrix, Wd , as a diagonal matrix with the diagonal
elements equal to:

wd = 1

ε
, (16.6)

where ε is a vector of the estimated errors in each data point. The error in each data point is estimated
as

ε = |dobs

εper

100
| + εabs (16.7)

where εper is the estimated error in each data point in percent, and εabs is the estimated absolute error in
data units. This method normalizes the importance of all data channels with respect to their uncertainty.
Hence, data points of large magnitude are not made overly important, yet small magnitude noisy data
are not fitted to tight tolerances.

The second term of Eq. (16.4) describes the stabilizing functional. The choice of a stabilizer de-
termines the class of the solutions from which a model is sought, and needs not be restricted to the
so-called “smooth” stabilizers only; the regularization parameter, α, provides a balance (or bias) be-
tween the misfit and stabilizing functionals (see Chapter 7).

The parametric functional is usually minimized iteratively, with either the steepest descent or con-
jugate gradient method, using a two-level minimization approach. After each forward modeling update
(higher level iteration), one can perform a number of conductivity model updates using the same
Fréchet derivative, until a threshold of difference between the current conductivity and the conductivity
used in the previous modeling step is reached. This may triggers another forward modeling update.
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16.4 GROUND-BASED TRANSMITTER AND NATURAL EM FIELD AIRBORNE
SURVEYS

All of the AEM methods discussed above make use of mobile transmitters mounted on board an air-
craft. An AEM system can be simplified to some extent if a ground-based transmitter or natural fields
are used. One of these systems (far field AEM method) is based on detection of signals transmitted from
radio stations that operate at a low enough frequency to be of interest in exploration. Another recently
introduced airborne system is based on measuring the vertical component of the natural magnetic field
over the entire survey area from the airborne platform, while the variations of horizontal fields are
recorded at a ground-based reference station (z-axis tipper electromagnetic method or ZTEM; Legault
et al., 2012). We will discuss these two systems below.

16.4.1 FAR FIELD AEM METHODS
A number of systems are in use based on detection of signals transmitted from radio stations that
operate at a low enough frequency to be of interest in exploration.

Most radio stations operate at broadcast band radio frequencies, between 640 and 1400 kHz. At
these frequencies, penetration of the field into the earth is usually so limited as to give no information
beyond the properties of the soil and weathered layer. Fields from power distribution systems which
operate at 50 and 60 Hz, along with some odd harmonics, would be capable of providing information
from considerable depths. Unfortunately, power line systems are so highly reticulated that the field
seen from them appears to come from a vast number of sources, each characterized by its own distance.
Hence, such ambient sources can be used in practice only when measurements can be made close to
a single line. For larger-scale surveys, the use of power line energy is difficult. Fortunately, one class
of radio station, the long-range stations, operate in a frequency range which is of use in geophysical
applications and for which a small number of stations, each identifiable by its operating frequency.

The propagation of long wave length radio waves has been of great importance in long-range com-
munication since the early days of the 20th century. At short distances from a transmitting antenna,
the received signal is chiefly energy which travels along the earth’s surface. At very low frequencies
(VLF) in the range from 0 to 30 kHz, the strength of the radiated field is almost inversely proportional
to distance. At greater distances, the intensity falls at a faster rate because of losses of energy by in-
duction in the ground and because of the curvature of the earth. These losses increase with frequency.
Fig. 16.6 shows field strength as a function of distance from a short vertical antenna radiating 1 kilowatt
of power over a spherical earth with a conductivity of .005 S/m and a dielectric relative permittivity
of 15. Fig. 16.7 shows similar curves for propagation of a ground wave over the oceans, with a con-
ductivity of 5 S/m and a relative permittivity of 80. At distances beyond 3000 kilometers, ground-wave
propagation provides the most effective means for radio communication.

The curves shown in these last two illustrations were computed for the fundamental mode of a wave
guide formed between the earth and the ionosphere. Watt (1967) gives an approximate expression for
computing electric field strength in the far field when only the normal mode of propagation need be
considered:

Ez = 44.3 + 10 logP − 10 logf − 20 loghi − 10 log
[
a sin

r

a

]
− αr − 0.5, (16.8)
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FIGURE 16.6

Propagation loss for electromagnetic surface waves traveling over a smooth spherical earth. Assumed
conductivity of 0.005 S/m and relative dielectric constant of 15. Energy is radiated from a short vertical
antenna. Power radiated is 1 kilowatt which produces a field strength of 300 millivolts per meter at 1 kilometer
from the antenna.

where Ez is the vertical electric field in db below 1 mV/m, P is the radiated power in kw, f is frequency
in kHz, hi is the effective height of the ionosphere in km, a is the radius of the earth in Mm, r is the
distance from the transmitter, in Mm, and α is the power lost to the earth and the ionosphere. Fig. 16.8
(McNeill and Labson, 1991) shows ground-wave decay curves for travel paths over the ocean in the
VLF frequency range of interest to geophysicists.

Hφ = Ez − 51.5. (16.9)

Fig. 16.9 shows the locations of 11 major VLF transmitters. These stations make use of horizontal,
or Beverage, antennas of great length, center fed, to achieve a high radiated power. As such, they
can be treated in the same way as a grounded-wire antenna used for TDEM surveys, described in
Chapter 14.

Instrumentation to make use of the fields caused by VLF radio stations is relatively simple. The
field is detected with a magnetic sensor, consisting of a solenoid wrapped on a ferrite core. Because
the strength of the signal can vary with time for many reasons, including variations in transmitter
power and changes in the height to the ionosphere along the propagation path there is a need for self
referencing the field strength at the receiver. One way in which this is done is to use two receiving
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FIGURE 16.7

Propagation loss for electromagnetic surface waves traveling over a smooth spherical surface. Conductivity is
assumed to be 5 S/m and the relative dielectric constant is 80. The source is short vertical antenna. Power
radiated is 1 kilowatt, causing an electric field of 300 millivolts per meter at a distance of 1 kilometer.

FIGURE 16.8

Decay of the ground wave for VLF (very low frequency) transmitters operating in the range from 10 to
30 kilohertz (McNeill and Labson, 1991).
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FIGURE 16.9

Locations of major VLF transmitters.

antennas, one oriented vertically and the other either in line with the transmitting antenna or tangential
to this direction. The ratio of these two components of the magnetic field provides one measure of
the spatially varying response from the earth, and the phase difference between the two gives another
measure.

Numerous charts showing the response of the field to various geoelectrical structures have been
published by McNeill and Labson (1991).

16.4.2 ZTEM METHOD
It has long been recognized that magnetovariational (MV) data, being the ratio of the localized verti-
cal magnetic field to the orthogonal horizontal magnetic fields, can provide information about the 3D
(three-dimensional) conductivity distribution in the earth (e.g., Berdichevsky and Zhdanov, 1984). The
basic reasoning is that the vertical magnetic field is zero for plane waves vertically propagating into
a 1D (one-dimensional) earth. Nonzero vertical magnetic fields are thus directly related to 2D or 3D
structures. This reasoning served as the basis for the original development of the audio-frequency mag-
netic (AFMAG) method (Ward, 1959) whereby two orthogonal coils were towed behind an airborne
platform to determine the tilt angle of the plane of polarization of natural magnetic fields. The natural
magnetic fields of interest originate from atmospheric thunderstorm activity and propagate over large
distances with little attenuation in the earth-ionosphere waveguide. These fields propagate vertically
into the earth as per magnetotelluric (MT) fields. The tilt angle is zero over a 1D earth, and hence
the AFMAG method was effective when crossing conductors. However, the direction and amplitude
of the natural magnetic fields randomly vary with time, meaning AFMAG data were not repeatable
(Ward, 1959). By using MT processing techniques for ground-based orthogonal horizontal magnetic
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FIGURE 16.10

The z-axis tipper electromagnetic (ZTEM) system measures the fields of natural audio-frequency sources using
an airborne vertical magnetic field receiver and a pair of horizontal, magnetic field ground receivers at a base
station.

field measurement, Labson et al. (1985) demonstrated that repeatable tipper data could be recovered
from measured magnetic fields.

The AFMAG method remained largely undeveloped until the commercialization of the Z-axis Tip-
per Electromagnetic (ZTEM) airborne system by Geotech (Legault et al., 2012). The z-axis tipper
electromagnetic (ZTEM) system measures the fields of natural audio-frequency sources using an air-
borne vertical magnetic field receiver and a pair of horizontal, magnetic field ground receivers at a base
station (Fig. 16.10). In the framework of the ZTEM method, the receiver is flown via helicopter, mean-
ing data can be rapidly acquired over large survey areas for relatively low cost compared to equivalent
ground surveys. The time series of the magnetic fields are recorded at fixed sampling rates, and the
data are binned and processed to generate in-phase and quadrature transfer functions (i.e., tippers) in
the frequency domain as per Labson et al. (1985). The lowest frequency of the tipper depends on the
speed of the helicopter, and the highest frequency depends on the sampling rate. Tippers are typically
obtained at five frequencies from 30 Hz to 360 Hz, giving skin depths ranging between 600 m and
2000 m for terrain conductivities typically encountered in ZTEM surveys.

Theoretical principles of ZTEM method are very similar to magnetovariational (MV) method (see
Chapter 13). The following relationship between magnetic field components holds true (Berdichevsky
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and Zhdanov, 1984):

Hz = WzxHx + WzyHy. (16.10)

This relationship is called the Weiss-Parkinson relationship. It reflects the fact that the vertical com-
ponent of the magnetic field Hz at every point is linearly related to the horizontal components of
the same field. It was demonstrated by Berdichevsky and Zhdanov (1984) that the coefficients of the
Weiss-Parkinson relationship depend on the coordinates of the observation point, the frequency, and
the distribution of electrical conductivity in the medium only. The values Wzx and Wzy form a complex
vector, named the Weiss-Parkinson Vector, or induction vector, or the tipper. In what follows, we use
the commonly used term tipper.

The tipper, in contrast to the measured magnetic field, contains information about the internal geo-
electrical structure of the earth independent of the magnetic field’s source. The tipper components can
be determined from the following system of equations:

H(1)
z = WzxH

(1)
x + WzyH

(1)
y , (16.11)

H(2)
z = WzxH

(2)
x + WzyH

(2)
y ,

where upper indices (1) and (2) correspond to different polarizations of the plane wave external field.
Solving this system, we find:

Wzx = H
(1)
z H

(2)
y − H

(2)
z H

(1)
y

H
(1)
x H

(2)
y − H

(2)
x H

(1)
y

, Wzy = H
(1)
x H

(2)
z − H

(2)
x H

(1)
z

H
(1)
x H

(2)
y − H

(2)
x H

(1)
y

. (16.12)

The geophysical technique based on measuring the tipper and subsequently determining the conduc-
tivity distribution is called the magnetovariational (MV) method.

The vertical component of the magnetic field, Hz, can be measured from the air. Airborne surveys
can cover large areas and collect data in an efficient manner. To be able to apply the MV method, one
needs to know the values of the horizontal magnetic field components, Hx and Hy , at the same loca-
tions as the vertical component, Hz. Unfortunately, accurate airborne measurement of the horizontal
components is technically challenging. However, it was shown by Berdichevsky and Zhdanov (1984),
that magnetovariational transfer functions, similar to a conventional tipper, can be calculated using the
measurements of the horizontal field components, Hx0 and Hy0, at a fixed reference station only. Then

Hz = WZT EM
zx Hx0 + WZT EM

zy Hy0. (16.13)

Provided two measurements of the fields in two different polarizations, ZTEM tippers take the
following form:

WZT EM
zx = H

(1)
z H

(2)
y0 − H

(2)
z H

(1)
y0

H
(1)
x0 H

(2)
y0 − H

(2)
x0 H

(1)
y0

, WZT EM
zy = H

(1)
x0 H

(2)
z − H

(2)
x0 H

(1)
z

H
(1)
x0 H

(2)
y0 − H

(2)
x0 H

(1)
y0

. (16.14)

We can describe the ZTEM forward modeling problem by the operator equation:

dZT EM = AZT EM(�σ ), (16.15)
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where dZT EM stands for the data vector formed by the components of the ZTEM tipper, and AZT EM is
the nonlinear forward operator encapsulating the governing equations of the ZTEM forward modeling
problem. One can solve the 3-D forward modeling problem, using one of the numerical modeling
method, discussed in Chapter 6.

The inverse problem described by Eq. (16.15) is ill posed, i.e., the solution is nonunique and un-
stable. As per MT and MV methods, we use Tikhonov regularization to solve this problem, based on
minimization of the Tikhonov parametric functional:

P ZT EM(�σ ) = φZT EM(�σ ) + αS(�σ ) = min, (16.16)

where φZT EM(�σ ) = ||AZT EM(�σ ) − dZT EM ||22 is the misfit functional between the predicted data
AZT EM(�σ ) and the observed data dZT EM , s (�σ ) is a stabilizing functional, and α is the regulariza-
tion parameter.

The common approach to minimization of the parametric functional (16.16) is based on gradient
methods. For example, one can use the regularized conjugate-gradient (RCG) method with adaptive
regularization (see Chapter 8). In order to restrict the variation of the anomalous conductivity within
some reasonable bounds, it is convenient to use logarithmic model parameters, which contain the
anomalous conductivities �σ within the lower and upper bounds, �σ−

i and �σ+
i , respectively. As we

discussed in Chapter 7, the inversion allows for different stabilizers, requiring the solution to posses
certain a priori physical properties. The most common choice is the minimum norm (MN) stabilizer,
which favors the solutions with minimum changes from the a priori model, resulting in a smooth image
of the conductivity distribution. In order to obtain a stable solution with sharp conductivity boundaries,
we can apply a variety of focusing stabilizing functionals, including minimum-support (MS), minimum
gradient-support (MGS), and minimum vertical-support (MVS) stabilizers (Zhdanov, 2002, 2015).

In order to use the RCG method for the minimization of the parametric functional (16.16), it is
necessary to calculate the derivative of the data parameters with respect to the model parameters; i.e.,
the Fréchet derivatives, or sensitivities matrix of the ZTEM forward modeling operator, AZT EM(�σ ).
To calculate the Fréchet derivative of the ZTEM tippers with respect to the anomalous conductivity,
�σ , we apply a variational operator to Eq. (16.14). For the WZT EM

zx component, we obtain:

δWZT EM
zx =

∑
i=1,2

(
∂WZT EM

zx

∂H
(i)
z

F
H

(i)
z

[δ�σ ] +
∑

α=x,y

∂WZT EM
zx

∂H
(i)
α

F
H

(i)
α

[δ�σ ]
)

. (16.17)

Here i = 1,2 corresponds to different polarizations of the plane wave external field. The expressions for
the partial derivatives of the tippers with respect to the field components, necessary for the computation
of Eq. (16.17), take the following form:

∂Wzx
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= −
H

(2)
y
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H
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z H

(2)
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z H
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z H
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y

]
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H

(1)
x H

(2)
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x H
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.

Eq. (16.17) contains the Fréchet derivatives F
(i)
H of the field components themselves, which can be

calculated in a similar manner, as was done in Chapter 13 for the case of inversion of MT impedances.
In summary, ZTEM presents a practical airborne electromagnetic method for mapping regional

scale conductivity contrasts to depths in excess of 1 km. Interpretation of ZTEM data is analogous to
magnetovariational (MV) data, and, in principle, similar to magnetotelluric (MT) data. As an airborne
extension of the magnetovariational method, the ZTEM transfer functions contain information about
the 3-D conductivity distribution within the earth.
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In the final chapter of the book, we present several case histories representing different applications of
electromagnetic methods, from a regional scale to deposit scale. The first case history is related to a
large-scale application of the magnetotelluric method in the framework of the EarthScope project. The
second case history presents a crustal study based on the use of a powerful source of electromagnetic
energy – a pulsed magneto-hydrodynamic (MHD) generator. The third and forth case histories illus-
trate the application of both land and airborne electromagnetic surveys for studying mineral deposits.
The fifth case study provides an example of off-shore hydrocarbon exploration using a marine towed
streamer EM system. Finally, we consider an example of a marine MT survey conducted in the Gulf of
Mexico for mapping the salt structures.

17.1 TECTONIC STUDIES – EARTHSCOPE MT SURVEY IN THE
NORTHWESTERN UNITED STATES

The deep geological structure of the northwestern United States and southwestern Canada has been
extensively studied by seismologists during recent years with the deployment of the National Sci-
ence Foundation (NSF) EarthScope project’s USArray program, managed by the Incorporated Re-
search Institutions for Seismology (IRIS), and regional seismic networks (e.g., Xue and Allen, 2007;
Roth et al., 2008; Obrebski et al., 2010, 2011). One of the objectives of these studies was imaging
the extent of the subducted Juan de Fuca plate in the mantle east of the Cascades beneath Oregon,
and understanding the character of its interaction with the Yellowstone hotspot plume. It was shown
in these publications that the subducting Juan de Fuca slab is expressed in the seismological models
as a high-velocity anomaly which dips at approximately 46° to the east and extends down to a depth
of about 400 km. For example, Obrebski et al. (2010, 2011) demonstrated that the subducting Juan
de Fuca slab is clearly imaged by their P- and S-wave tomographic models, which also show a low-
velocity anomaly associated with the Yellowstone hot spot. Xue and Allen (2007) suggested that the
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absence of the slab below 400 km today is due to the arrival of the Yellowstone plume head about
17 Ma, which destroyed the Juan de Fuca slab at depths greater than the thickness of the continental
lithosphere.

An important part of the EarthScope program is the EMScope project, which is the magne-
totelluric (MT) component of the USArray program, managed by Oregon State University on be-
half of IRIS. By the end of 2011, long-period MT data had been collected at 330 stations lo-
cated in the following states: Oregon, Washington, Idaho, Wyoming, Montana, California, Nevada,
Utah, and Colorado. Several research papers dedicated to interpretation of the EarthScope MT
data collected over Washington, Oregon, Montana, and Idaho were published over several recent
years (e.g., Patro and Egbert, 2008; Zhdanov et al., 2011b, 2012; Bedrosian and Feucht, 2013;
Meqbel et al., 2013). Zhdanov et al. (2011b) and Čuma et al. (2017) presented one of the first 3D
geoelectrical models of the upper mantle beneath Yellowstone based on the 3D inversion of Earth-
Scope MT data from Montana, Idaho, and Wyoming. These images showed a highly conductive body
associated with the tomographically imaged mantle plume-like layer of hot material emerging from
the upper mantle toward the Yellowstone volcano. The conductive body identified in those images was
west-dipping in a similar way to a P-wave low-velocity body (Smith et al., 2009). In the present chapter,
as an example of a large-scale MT inversion, I present the results of the large-scale 3D MT inversion
to EarthScope MT data collected over Oregon, Washington, Idaho, Wyoming, Montana, California,
Nevada, Utah, and Colorado up to 2011.

Considering the extremely large scale of the inversion of the entire EarthScope MT data collected
in nine states of the northwestern United States, one has to use a moving sensitivity domain (MSD) ap-
proach outlined in Chapter 16 as applied to airborne EM data. In the framework of the MSD approach,
for a given MT station one computes and stores the sensitivity matrix (Fréchet derivative) inside the in-
version cells within a predetermined horizontal distance from this station only, i.e., within a sensitivity
domain. Thus, Fréchet derivatives for an MT station can be computed and stored only for regions much
smaller than the entire inversion domain, resulting in dramatic reduction of the computer memory re-
quirements. The sensitivity domain size is determined based on the rate of sensitivity attenuation of the
MT data. As the sensitivity attenuates faster for higher frequencies, one can vary the sensitivity domain
size with frequency, which provides optimal memory and computation use while retaining maximum
accuracy. Note that, the MSD approach is applied for the Fréchet derivative calculation only and not
for the computations of the predicted field. By using all of the cells in the forward modeling computa-
tions, one can ensure an accurate result for the calculations of the predicted MT field components and
impedances in the receivers.

3D inversion was applied to the EarthScope MT data collected at 260 stations shown by black
stars in the physiographic map of the northwestern United States (Fig. 17.1). The station coverage
extends from ∼123°W to ∼105°W and from ∼38°N to ∼49°N. The inversion was applied to all
four components of the impedance tensor for 16 periods logarithmically spaced between 10 s and
10,000 s. The considered range of periods corresponds to a depth of investigation down to ∼500 km
in a 100 Ohm-m host medium. The inversion domain was spanned in the X (geographic E-W), Y
(geographic N-S), and Z (vertical downward) directions extending 1650 km, 1350 km, and 500 km,
respectively. The sensitivity domain size for each station was determined as 450 km based on the
rate of sensitivity attenuation of the MT data in a model of a 100 Ohm-m half space. The inversion
domain contained 2,138,400 cells, and had an initial model of a 100 Ohm-m half space. The inversion
was run until the L2 norm of the residuals between the observed and theoretically predicted MT data,
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FIGURE 17.1

Physiographic map of the northwestern United States indicating primary geologic-tectonic features [modified
from Obrebski et al., 2011]. BM = Blue Mountains; BFZ = Blanco Fracture Zone; BR = Basin and Range; CR
= Coast Range; IB = Idaho Batholith; HLP = High Lava Plains; MTJ = Mendocino Triple Junction; YNP =
Yellowstone National Park. The locations of 260 MT stations used in the inversion are shown by black stars.

normalized by the L2 norm of the observed data, had decreased to about 10%. For the model presented
in this chapter, the discretization cells had a horizontal size of 10 km by 10 km, and a vertical size
starting from 1 km at the surface and logarithmically increasing with depth.

The conductivity distribution as recovered by a 3D inversion of the EarthScope MT data reflects the
regional lithological features of the northwestern United States. The inverse geoelectrical model corre-
lates well with the seismic P- and S-velocity models obtained from inversion of body-wave travel times
and surface-wave phase velocities (Obrebski et al., 2011). Fig. 17.1 shows major geologic-tectonic fea-
tures of northwestern North America overlaid on topography and bathymetry (modified from Obrebski
et al., 2010). They encompass the Cascadia subduction zone, including the descending Juan de Fuca
and Gorda plates, which are the remnants of the convergent plate margin spanned over coastal west-
ern North America. According to modern geological and geophysical data, the Juan de Fuca plate is
subducting beneath the North American plate. The estimated depth of the top of the subducting slab
is shown with blue contours (labeled in km) in Fig. 17.1. The locations of all M > 4 earthquakes with
depths >35 km since 1970 are shown as blue dots. Volcanoes are shown as orange triangles. The Snake
River Plain traces the path of the North American plate over the Yellowstone hotspot, now centered
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FIGURE 17.2

Panel A: horizontal section of the geoelectrical model at a depth of 100 km, overlapped with a map of the
major tectonic features of the northwestern United States. Panels B, C, and D: horizontal sections of the
geoelectrical model at depths of 100 km, 200 km, and 300 km, respectively.

in Yellowstone National Park (YNP). The Columbia River Flood Basalt Province represents a massive
outpouring of basalt from ∼16.6 to ∼15.0 Ma and is shown in pink (Camp and Ross, 2004).

Fig. 17.2 presents horizontal sections of a geoelectrical model at depths of 100 km, 200 km, and
300 km (panels B, C, and D), respectively. Panel A of Fig. 17.2 shows a horizontal section at a depth
of 100 km overlapped with a map of the major geologic-tectonic features of the Pacific Northwest of
the United States, shown in Fig. 17.1. The subducting Juan de Fuca slab is clearly imaged in these
horizontal sections. It is characterized by the zone of very high resistivity (≥1000 Ohm-m) shown by
the dark blue vertical strip R1 in panels A, B, C, and D, which corresponds well to the known fact that
the subducting oceanic lithosphere is very resistive (e.g., Wannamaker et al., 1989). We observe several
conductive lineaments in the resistivity maps at 100 km depth. For example, conductive lineament
C1 extends under the High Lava Plains to the NW toward the Blue Mountains (panels A and B). It
can be associated with the northwestward propagating High Lava Plains volcanic lineament, and it
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FIGURE 17.3

Comparisons of the MT inversion result with the DNA09 seismic tomography model of Obrebski et al. (2011).
The MT inversion result is presented as the vertical resistivity sections. Vp and Vs seismic velocities are shown
as deviations from the mean value in percent. We present the vertical sections of the geoelectrical model and
the P-wave and S-wave velocity models for the profiles, proceeding along the lines at latitude 40°N (panel A)
and 42°N (panel B), respectively.

corresponds to the reduced velocity zone (RVZ) beneath the Newberry region, identified by Roth et
al. (2008) from high-resolution, 3D P-wave tomography. Roth et al. (2008) explained the low-velocity
anomaly beneath Newberry and the High Lava Plains by the presence of partially melted material
due to the release of fluids from the downgoing slab. This partially melted material may also result
in the decreased resistivity (∼5 Ohm-m), which is observed beneath the western side of the Blue
Mountains. This hypothesis is supported by the geochemical characteristics of the Newberry basalts,
which, according to Carlson et al. (2008) are strongly influenced by subducted slab-derived fluids.
Another conductivity anomaly extends beneath the Columbia River basalts in south-central Washington
(C2). This anomaly (∼5 Ohm-m) corresponds well to the reduced velocity zone identified by Roth et al.
(2008) beneath the thick sections of the Columbia River basalts as related to the geothermal processes
in the surrounding areas.

An important feature of the inverse geoelectrical model is conductive lineament C3 extending be-
neath Yellowstone – Snake River Plain (YSRP) (Fig. 17.3, panels A and B). This conductive structure
corresponds well to the reduced velocity anomaly within the Precambrian lithosphere identified by
both Roth et al. (2008) and Obrebski et al. (2010, 2011), and is characterized by high temperatures
and low density. We observe also conductivity anomaly C4 rising from the mantle at a depth of
∼100–200 km beneath Yellowstone, associated with the Yellowstone conductive plume-like layer iden-
tified by Zhdanov et al. (2011b) using a subset of the EarthScope MT survey of 28 MT stations located
over the area surrounding Yellowstone National Park. The highly conductive body is associated with
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FIGURE 17.4

Comparisons of the MT inversion result with the DNA09 seismic tomography model of Obrebski et al. (2011)
for the profile proceeding along the line at latitude 44°N (panel A), and for profile AA′ along the Snake River
Plain (panel B).

the tomographically imaged mantle plume-like layer emerging from the upper mantle toward the Yel-
lowstone volcano (e.g., Schutt and Dueker, 2008; Schutt et al., 2008; Schmandt and Humphreys, 2010;
Yuan and Dueker, 2005; Waite et al., 2005; Smith et al., 2009).

Figs. 17.3 and 17.4 show comparisons of the MT inversion result with the DNA09 seismic tomog-
raphy model of Obrebski et al. (2011). The MT inversion result is presented as the vertical resistivity
sections along the lines at altitude 400 N, and 420 N, respectively. Vp and Vs seismic velocities are
shown as deviations from the mean value in percent. The subducting Juan de Fuca slab is clearly
imaged by the geoelectrical model as a high-resistivity anomaly (R1) dipping east under 450. It is
manifested in the P- and S-wave tomographic models of Obrebski et al. (2010, 2011) as the high-
velocity anomaly which dips east under a similar ∼46°. We also can see the conductive zone of partially
melted material directly above the subducting slab, which can be explained by the release of fluids
from the down-going slab. Vertical resistivity sections of the geoelectrical model of the northwestern
United States show large zones of moderate-to-high conductivity (∼5–10 Ohm-m) below 100–200 km
in the upper mantle, which represent the electrical properties of the conductive electrical astheno-
sphere (C5).

Fig. 17.4, panel B, presents vertical sections of the geoelectrical model and P-wave and S-wave
velocity models for the profile AA′, proceeding along the Snake River Plain (see Fig. 17.1) over the
traces of the path of the North American plate over the Yellowstone hotspot. The Yellowstone hot con-
ductive layer is clearly imaged in the geoelectrical model as a low-resistivity (∼1–5 Ohm-m) anomaly
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(C4). It is also manifested in the P- and S-wave tomographic models of Obrebski et al. (2010, 2011) as
the low velocity zone. The conductivity of the plume-like layer is higher in the relatively shallow part
(∼150 km) and decreases with the depth, diffusing below 300 km. This observation correlates well
with the seismic models of Obrebski et al. (2010, 2011), which are characterized by the lower velocity
anomaly at the shallow, elongated part of the plume-like layer extending to depths of about ∼300 km.
Both of these observations are consistent with the presence of partial melt, which decreases the seismic
velocity and increases the electric conductivity. As was discussed in Zhdanov et al. (2011b), the low
resistivity of the conductive structure (on an order of 1 to 5 Ohm-m) is comparable to the resistivity
of silicate melts determined from laboratory experiments (Pommier et al., 2008), and it is explained
by a combination of high temperature partial melt, and the presence of highly saline fluids present in
magmatic processes. The low velocities and high conductivity layer initially dip slightly toward the
northwest in the upper mantle, consistent with the northwest dip of the mantle plume-like layer seen in
published images beneath Yellowstone (e.g., Smith et al., 2009; Zhdanov et al., 2011b).

17.2 CRUSTAL STUDIES – THE KHIBINI EXPERIMENT
In the development of modern EM methods capable of exploring the Earth to depths of many kilome-
ters, the limit to the depths that can be reached is always imposed by the signal strength. For example,
to double the depth that can be reached, one has to increase the strength of the source by about an
order of magnitude. The source strength for an EM field is measured in terms of the source moment.
Therefore an increase in source moment by an order of magnitude requires an increase in source power
by two orders of magnitude. This can be achieved in several ways. The most direct approach is through
the use of a transmitter of greater power. Another approach to increasing the strength of a signal is by
repetitious transmissions of low power, with synchronous stacking of the signals at a single receiver
site. With long-term robust stacking, the ratio of signal level to noise grows roughly as the square root
of the number of transmissions. The energy expended in stacking increases in direct proportion to the
number of transmissions.

Both of these approaches to increasing effective source moment have very real practical limits.
Increasing the power available to energize a source requires the use of a primary energy source whose
mass grows more or less directly with power capability, if only conventional generators are considered.
So the maximum practical generator size and the longest stacking time that can be afforded should
be taken into account when designing EM surveys. To achieve significantly greater depth of sounding
requires a departure from the use of conventional EM sources.

An idea for the application of pulsed magneto-hydrodynamic (MHD) generators in EM surveying
was originally introduced in the 1970s by Russian physicist Evgeny Pavlovich Velikhov (Velikhov
et al., 1975). An MHD generator extracts energy from a stream of heated, ionized gas as it flows
through a magnetic field. The primary energy source is a charge of solid fuel, not unlike rocket fuel,
but with chemical additives, such as a potassium salt, to make the temperature of the burning plume
of fuel hot enough to ionize to a significant degree. The ionized gas, or plasma, is directed through
an electromagnet, which causes the cations and anions in the plasma to deflect in opposite directions.
These ions then flow into a channel, where they are collected on plates connected to an external ground
circuit. Initially, when the generator is first fired, the magnetic field is powered with batteries which
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cause current to flow in an excitation loop. Once current flow is established in the external circuit, a
portion of the produced current is diverted to excite the magnetic field.

One of the first practical applications of an MHD generator for EM soundings was performed in the
framework of the Khibini experiment, conducted in the 1980s in the USSR. The Khibini experiment
was designed to test the concept of using single, immensely strong impulses of an MHD generator
(Velikhov, 1989). This powerful MHD generator was used to energize a single conductor, 11 km in
length, connecting grounding structures in the Barents Sea on either side of the Sredniy and Ryabachiy
Peninsulas. The maximum current provided to the cable was 22,000 A, in pulses with a duration of 5
to 10 seconds. The site for the Khibini source was selected so that the current from the two grounding
structures would travel around the Sredniy and Ryabachiy peninsulas, forming an equivalent loop in
the horizontal plane. Observations belong to two groups, one comprising the stations to the south on the
Precambrian Shield of the Kola Peninsula (Fig. 17.5, bottom panel), and the other comprising stations
to the north, off the shore of the Kola Peninsula, over the Barents Basin (Fig. 17.5, top panel). The
geological formations beneath the Barents Sea are formed by young sedimentary rocks with significant
potential for oil or gas production. For example, the massive Shtokman gas field is located within this
area. Evaluation of the deep potential of the Pechenga deposit was another important problem that was
solved using EM surveying with MHD-generated pulses (Velikhov et al., 1987).

The data obtained as part of the Khibini experiment were used for a variety of purposes: to study the
electrical conductivity profile in the earth to depths of several hundred kilometers, to study the electrical
structure of major ore deposits in the Kola Peninsula, and to determine the character of the sedimentary
basin beneath the Barents Sea. A profile of MHD soundings was established across the Pechenga
mineral deposit located on the Kola Peninsula, and a major source of nickel ore. The Proterozoic
Pechenga complex consists of a laminar sequence of alternating metasedimentary and metavolcanic
rock (Kozlovskiy, 1987). The total thickness of this sequence may be as great as 8–9 kilometers. The
ore body lies in a simple graben-like structure on the surface of the Archean basement. The underlying
Archean complex is composed principally of gneisses which have been repeatedly metamorphosed and
which have undergone regional granitization of varying degree.

The extent of the ore in the Pechenga deposit is not yet fully known. Levels which have been devel-
oped to date extend to depths of 1500 to 2000 meters, but it is believed that substantial reserves remain
undiscovered at depths between 3 and 5 kilometers. Evaluation of the deep potential of the Pechenga
deposit was considered to be an important problem that might be solved using MHD-generated pulses.

Inversion of the data collected in the framework of the Khibini experiment has indicated that in
northern Finland, there is a very rapid decrease in resistivity from values of the order of 500 Ohm-
meters to values of the order of 10 Ohm-meters at depths ranging from 140 to 170 kilometers. On
the other hand, the inversions of sounding curves from the Kola Peninsula and Karelia indicated a
gradational decrease in resistivity starting at a depth of about 150 kilometers. In these cases, the resis-
tivity does not decrease to a resistivity of a few tens of Ohm-meters until depths of 300 kilometers or
more are reached. The results of the Khibini experiment can be summarized as follows (Velikhov and
Panchenko, 2010):

– ten large geoelectrical blocks and zones in the upper section of the earth’s crust up to depth of
10–15 km with dimensions about 50 km × 50 km have been detected;

– the resistivity of the blocks varies from ∼10 Ohm-m to ∼100 Ohm-m;
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FIGURE 17.5

Survey configuration of the Khibini experiment. The red line in the top panel schematically shows the current
flow off the shore of the Kola Peninsula, over the Barents Sea. The bottom panel presents the locations of the
observation stations in the Kola Peninsula shown by circles. The black lines show the profiles of detailed EM
soundings: (I–I) – Pechenga ore-bearing structure, (II–II) – Imandra-Varzug ore-bearing area, (III) – Barents
Sea shelf, (IV–IV) – profile of the deep sounding of the Baltic Shield.
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– the blocks with high resistivity usually correspond to the outcrops of the most ancient granitoid
rocks;

– the blocks with low resistivity, as a rule, are connected to the outcrops of the younger rocks, and
they are considered to be prospective zones for exploration for ore deposits and other mineral resources.

The Khibini experiment was one of the first large-scale experiments of deep EM sounding using
high-power pulses. It provided geophysicists with a unique opportunity to test new technologies for
studying a deep earth interior using a controlled-source EM field. However, the further development
of an EM surveying system with a very powerful MHD generator was limited by the high cost of this
exploration tool. With the progress in MHD technology and the simplification and cheapening of the
operation, this method could become a power tool in regional and crustal tectonic study associated with
the exploration of the Earth’s resources.

17.3 MINERALS EXPLORATION – IP SURVEY IN MONGOLIA
The induced polarization (IP) geophysical method has been widely used for mineral exploration. This
method makes it possible to estimate not only the resistivity distribution but also the chargeability
distribution of the underground remotely using the surface electromagnetic (EM) data. However, the

FIGURE 17.6

A QEMSCan image of rock sample A from the Au-Cu deposit, with a phase analysis shown on the right. The
feldspar and quartz are designated by the dark green and light pink colors, respectively, while the dolomite is
shown by blue, the chalcopyrite by orange, and the pyrite by yellow in this image.
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FIGURE 17.7

Real (top panel) and imaginary (bottom panel) parts of the observed complex resistivity spectrum (black dots)
and the data predicted based on the GEMTIP model (black lines) for the rock sample A. The predicted data
were obtained using three-phase GEMTIP model.

IP effect depends not only on the resistivity and chargeability. Several other geoelectrical parameters
affect the IP data as well. A comprehensive analysis of IP phenomena is usually based on models with
frequency dependent complex conductivity distribution. One of the most popular models is the Cole-
Cole relaxation model (Cole and Cole, 1941). This model was introduced for studying the IP effect
in the pioneering papers of Pelton (1977) and Pelton et al. (1978). It was demonstrated in Chapter 12
that the generalized effective-medium theory of induced polarization (GEMTIP), based on a rigor-
ous physical-mathematical description of heterogeneous conductive media, provides a more accurate
representation of the IP phenomenon than the Cole-Cole model. The GEMTIP model of multiphase
conductive media provides a quantitative tool for evaluation of the type of mineralization, and the
volume content of different minerals using electrical and/or electromagnetic data.

The time-domain IP geophysical survey with pole-dipole and gradient electrode arrays, were carried
out over the Cu-Au deposit in Mongolia in an area located about 1800 km west from Ulan Bator, and
about 150 km from the Bayan-Ulugii province center. The copper-gold ore is hosted in the hydrother-
mal alteration zone. The mineralization is a low-sulfide type. The distribution of the mineralization
is uneven and it was determined that the mineralization is generally distributed in or in the vicinity
of the quartz-carbonate gangue located inside of the hydrothermal alteration zone. Mineralization is
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FIGURE 17.8

A 3D view of the 3D resistivity model recovered from 3D inversion of pole-dipole IP data.

associated with chalcopyrite related to early quartz veins. The main exploration problem in this case
is the ability to differentiate between normally barren pyrite-bearing alteration phases and mineralized
chalcopyrite phases. These geological systems generally always have pyrite but not all are mineralized
with Cu bearing sulfides. Discrimination between pyrite and chalcopyrite could be considered as an
important application of the IP survey.

The main objective of this survey was to determine the alteration and mineralization zones of the
known copper deposit. The mineralogical analyses of mineral and host rock samples from the survey
area were performed using the quantitative evaluation of minerals by the scanning electron microscopy
(QEMSCan) system, developed from the research pioneered by the CSIRO in Australia. QEMSCan
combines features found in other analytical instruments such as a scanning electron microscope (SEM)
or electron probe micro analyzer (EPMA) into a next generation solution designed for automated anal-
ysis of minerals, rocks and materials. QEMSCan uses electron beam technology combined with high
resolution BSE (back scattered electron) and SE (secondary electron) imaging, and state-of-the-art
energy dispersive spectrometers (EDS) to analyze minerals.

QEMSCan provides detailed particle mineralogical analysis including quantification of mineral
proportions, average grain size for selected minerals, average grain density, estimated minerals frac-
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FIGURE 17.9

A 3D view of the 3D chargeability model recovered from 3D inversion of pole-dipole IP data.

tion volumes, etc. The final QEMSCan images were used for determination of the fraction volume of
different minerals.

As an example, Fig. 17.6 presents the results of the QEMSCan analysis for a rock sample A.
A QEMSCan image of rock sample A (Fig. 17.6) contains quartz (light pink, veins) and feldspar

(light green, matrix) with 2.64% of pyrite (yellow) and 0.15% of chalcopyrite (orange). The sulfides
are located inside of quartz veins in this sample.

The electrical properties of the same samples from the Cu-Au deposit in Mongolia were determined
using the laboratory complex resistivity (CR) measurements.

Fig. 17.7 shows the real and imaginary parts of the complex resistivity spectra measured for the
same sample A analyzed above. We can see that the maximum IP response in the imaginary part of the
complex resistivity curves (the minimum of imaginary part) corresponds to a frequency of around 1 Hz
in this case. The observed CR data were inverted into the IP parameters using a three-phase GEMTIP
model with elliptical inclusions (see section 12.3.6). In this case, it was assumed, based on the results
of the QEMSCan analysis, that one phase was represented by pyrite, another phase by chalcopyrite,
and the third phase was formed by other nonpolarizable minerals. The predicted data obtained using
the three-phase GEMTIP model are shown by the black lines in Fig. 17.7.
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FIGURE 17.10

A 3D view of the 3D time constant model recovered from 3D inversion of pole-dipole IP data.

As a result, one can establish relationships between the mineral composition of the rocks, de-
termined using QEMSCan analysis, and the parameters of the GEMTIP model defined from lab
measurements of the electrical properties of the rocks. These relationships open the possibility for
remote estimation of types of mineralization and for mineral discrimination using spectral IP data.

The time-domain IP data, collected by the IP survey, were inverted for the GEMTIP model param-
eters, DC resistivity, chargeability, time constant, and relaxation parameter, using the inversion method
discussed in section 12.4.

Figs. 17.8 through 17.11 show the 3D distributions of resistivity, chargeability, time constant, and
relaxation parameter, recovered from 3D inversion of pole-dipole IP data.

It was possible to locate the target mineralization zones by using geoelectrical models recovered
from 3D inversion of the IP data, petrophysical and mineralogical analyses of the rock samples, and
assay data analysis of the drill cores. The result of this comprehensive interpretation is shown in
Fig. 17.12, which presents a 3D view of the interpreted target mineralized zones. In that figures, the
color of the body corresponds to the chargeability value recovered from the 3D inversion of the IP
data (hot color – high chargeability; cold color – low chargeability). The drilling results confirmed a
good correlation between the interpreted bodies and known mineralization. This opens a possibility to
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FIGURE 17.11

A 3D view of the 3D relaxation parameter model recovered from 3D inversion of pole-dipole IP data.

estimate the target mineralized zones by using a rigorous 3D inversion of the IP data interpreted with
petrophysical and mineralogical analyses of rock samples, and assay data analysis.

17.4 MINERALS EXPLORATION – AIRBORNE SURVEY IN REID-MAHAFFY
SITE, CANADA

The Reid-Mahaffy site is located in the Abitibi Subprovince, immediately east of the Mattagami River
Fault. The area is underlain by Archean (about 2.7 b.a.) mafic to intermediate metavolcanic rocks in the
south, and felsic to intermediate metavolcanic rocks in the north, with a roughly EW-striking stratigra-
phy (Fig. 17.13). Narrow horizons of chemical metasedimentary rocks and felsic metavolcanic rocks
have been mapped, as well as a mafic-to-ultramafic intrusive suite to the southeast. NNW-striking Pro-
terozoic diabase dikes are evident from the aeromagnetic data. Copper and lead-zinc vein/replacement
and stratabound volcanogenic massive sulfide (VMS) mineralization occur in the immediate vicinity.
The world-class Kidd Creek VMS deposit occurs to the southeast of the test site. Drill holes within the
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FIGURE 17.12

A 3D view of the interpreted target mineralized zones.

test site were targeting conductive targets, and encountered massive sulfides and graphite with minor
copper and zinc mineralization.

Many different airborne systems have been tested in this area, including the DIGHEM frequency
domain system, which is the focus of this paper. The DIGHEM system was configured with five operat-
ing frequencies: 868, 7025, and 56,374 Hz horizontal coplanar, and 1068 and 4820 Hz vertical coaxial.
The transmitter-receiver separation was 6.3 m for the highest frequency and 8.0 m for the remainder.
The survey was flown with a nominal bird height of approximately 32 m.

The AEM data from the Reid-Mahaffy test site have previously been interpreted using a variety of
1D AEM methods (e.g., Sattel, 2005; Vallée and Smith, 2007, 2009), as well as 3-D inversion from
Cox et al. (2010, 2012). I present hear the inversion result for a 3-D conductivity model with elements
that were 20 m in the in-line direction and 25 m in the cross-line direction, and varied from 5 m to 20 m
in the vertical direction. The model had a total depth of 160 m. The sensitivity domain of the DIGHEM
system was set at 280 m. The 3-D inversion for the DIGHEM data converged to a final misfit of 5%
from an initial misfit of 70%.

Fig. 17.14 is an example of the conductivity model recovered from the 3-D inversion. It clearly
shows conductive overburden between 20 Ohm-m and 50 Ohm-m, and three vertical conductors in the
correct location as determined by drill holes.
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FIGURE 17.13

Geologic map of the Reid-Mahaffy survey area.
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FIGURE 17.14

Perspective view of the resistivity model recovered from 3-D FE-IE-based inversion of the Reid-Mahaffy test
site, Ontario. For clarity, the conductive overburden has been removed from the volume rendering in this
image, but is clearly seen in the opaque slices.

FIGURE 17.15

The location of the Mariner field in the North Sea.
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FIGURE 17.16

A map of the Mariner area showing the acquired lines and shot points.

17.5 HYDROCARBON EXPLORATION – OFF-SHORE EM SURVEY IN NORTH
SEA

As an example of application of the EM methods for off-shore hydrocarbon exploration, let us consider
a case study of analysis of the towed streamer EM data acquired over the Mariner heavy oil field located
in the UK North Sea (Zhdanov et al., 2015). The Mariner field is located on the East Shetland Platform
of the UK North Sea approximately 150 km east of the Shetland Isles (Fig. 17.15). The Mariner oil
field development entails investments of more than USD 7 billion and is the largest new offshore
development in the UK in more than a decade. It is expected to start production in 2017. The field
is estimated to produce for 30 years, with average production of around 55,000 barrels of oil per day
over the plateau period from 2017 to 2020. The Mariner field consists of two shallow reservoirs, the
Maureen Formation and the Heimdal Sandstones of the Lista Formation, with nearly 2 billion barrels
of oil in place and expected reserves of more than 250 million barrels of oil. Both formations yield
heavy oil of around 12 to 14 API. Due to the low well flow rates and early water break-through there
is a need for many wells and a process designed to handle large liquid rates and oil-water emulsions.
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FIGURE 17.17

Horizontal sections of the 3D resistivity distributions at a depth of 1425 m: (A) vertical resistivity, (B) horizontal
resistivity, recovered from anisotropic 3D inversion.

All production wells will have stand-alone sand screens and electric submersible pumps (ESPs) for
lifting.

17.5.1 THE ACQUISITION CONFIGURATION AND SURVEY LAYOUT
The main features of the towed streamer EM configuration for the Mariner survey (Mattsson et al.,
2012; Zhdanov et al., 2015) are shown in Fig. 15.23. The bipole electric current source is 800 m long
with a towing depth of 10 m. The source runs at 1500 A, and the frequencies range from 0.2 to 1.2 Hz
with a step of 0.2 Hz. The survey consisted of 10 lines separated by 500 m, as shown in Fig. 17.16.
The length of each line was about 15 km. Each line recorded 60 shots of 120 s lengths.

In order to construct an appropriate 3D geoelectrical model which is used as the starting model
in the anisotropic 3D inversion, one can apply anisotropic 1D inversion for each survey line. For all
1D inversions, the bathymetry in the survey area was taken into account, and the response data at
five frequencies from 0.2 to 1.0 Hz with 18 offsets ranging approximately from 1750 to 7450 m were
used. The final starting model was constructed using a 3D model from the results of 1D inversions,
geometrically constrained by seismic and well-log information (Zhdanov et al., 2015).
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FIGURE 17.18

A 3D view of the 3D vertical resistivity distribution recovered from anisotropic 3D inversion.

FIGURE 17.19

A 3D view of the 3D horizontal resistivity distribution recovered from anisotropic 3D inversion.
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FIGURE 17.20

Location of Gemini Prospect in the northern Gulf of Mexico.

17.5.2 3D ANISOTROPIC INVERSIONS OF THE TOWED STREAMER EM DATA
In the anisotropic 3D inversion of the data collected from all the survey lines, the inversion domain was
selected to cover all sensitive parts of the subsurface. The dimensions of the inversion domain were
selected as follows: from −12,000 m to 16,000 m in the x direction; from −3600 m to 3600 m in the
y direction; from 90 m to 3000 m in the z direction (positive downward). This rectangular region was
discretized into cells of 50 m × 50 m × 25 m. The selected data for the inversion consisted of 323 shots
with 18 offsets (approximately from 1750 m to 7450 m) and five frequencies (0.2, 0.4, 0.6, 0.8, and
1.0 Hz).

The RCG algorithm of inversion was terminated when a resulting misfit of 5.4% was reached.
Fig. 17.17 presents examples of the horizontal sections of the 3D resistivity models at a depth of
1425 m recovered from the anisotropic 3D inversion.

Figs. 17.18 and 17.19 show 3D perspective views of the 3D resistivity models recovered from
the anisotropic 3D inversion of the towed streamer EM data for vertical and horizontal resistivities,
respectively. It can be seen that a resistive and anisotropic anomaly is showing up on top of a resistive
chalk/basement underburden. This anomaly coincides well with the horizontal extent of the Heimdal
and Maureen reservoirs even though this information was not exactly utilized in the anisotropic 3D
inversion. Also, the recovered anisotropic feature in the reservoir volume agrees well with the known
geoelectrical characteristics of the Maureen and Heimdal reservoirs.
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FIGURE 17.21

Location of the MT profiles with the observation sites in Gemini Prospect. (After Key, 2003.)

17.6 MARINE MAGNETOTELLURICS IN THE GULF OF MEXICO
There were several marine MT surveys conducted during the last decade in different areas of the World
Ocean. We will discuss here, as an example, an application of the marine MT method for mapping
the salt structures in the Gulf of Mexico. Salt bodies are usually characterized by a higher seismic
wave velocity and higher resistivity than the surrounding sea-bottom sediments. They represent a very
difficult target for marine seismic exploration, but can be clearly identified by marine EM methods.

In this section we discuss the results for the marine MT surveys in the Gemini Prospect, which lies
about 200 km southeast of New Orleans in about 1 km deep water in the northern Gulf of Mexico,
which is shown in Fig. 17.20.

The reflection imaging technique, widely available and ever popular in exploration, can provide
detailed images of the top and base of a salt surface, sedimentary layer, and basement formations. How-
ever, seismic imaging may not always provide sufficient details to interpret salt and nearby sedimentary
structures. Common problems associated with salt include multiple reflection and mode conversion, the
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FIGURE 17.22

Plots of the observed (left-hand panels) and predicted (right-hand panels) apparent resistivity and phase for
the MT data collected at the MT sites in the Gemini Prospect area.

loss of reflected energy from steeply dipping salt surfaces, and lack of coherent features beneath salt
structures. The salt in the Gulf of Mexico has a high acoustic contrast with surrounding sediments,
which makes seismic sections difficult to interpret.

It is generally well known that rocks with high seismic velocity and impedance contrast are also
higher in electrical resistance than surrounding sediments. The high contrast in electrical conductivity
between the salt and the surrounding sediments makes Gemini Prospect an attractive target for MMT
method.

The sea-bottom MT surveys were conducted by the Scripps Institution of Oceanography in 1997,
1998, 2001, and 2003, at a total of 42 MT sites.
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FIGURE 17.23

A vertical cross section of 3-D focusing inversion results provided over line A. The observational profile is
oriented from southwest (left) to northeast (right). The MT site locations are shown as black diamonds. The
resistivity distribution in the inverse model is shown on a linear scale. The inverse geoelectrical model is
overlapped with the depth-migrated seismic reflections from a 3-D seismic survey.

The Gemini salt body lies 1.5 km beneath the seafloor in 1 km deep water and has a high electrical
resistivity compared with the surrounding sediments, making it a suitable target for electrical methods.
The subsalt gas deposit at Gemini is located at a depth of about 4 km on the southeastern edge of the
Gemini structure. Fig. 17.21 shows the location of the MT sites.

Constable and Key (Key, 2003) conducted a detailed analysis of the Gemini MT data, using 2-D
Occam’s inversion code (Constable et al., 1987; de Groot Hedlin and Constable, 1990). The results
obtained by 2-D inversion of the MT data were in a good agreement with the seismic data (Key, 2003;
Key et al., 2006).

We consider here the results of a rigorous 3-D MT inversion of the same data using a fine dis-
cretization grid following the paper by Zhdanov et al. (2011c). We analyzed the MT data from all 42
sites simultaneously. Inversion is conducted by the re-weighted regularized conjugate gradient method,
RRCG (Chapter 8). The discretization is 128 × 120 × 64 = 983,040 cells. The iterative process is ter-
minated when the relative norm of the difference between the observed and predicted data, computed
over all MT sites, reaches the noise level of 7%.

Fig. 17.22 presents plots of the observed and predicted apparent resistivity and phase for the MT
data collected in the observational sites shown in Fig. 17.21. We observe a good fit between the ob-
served and predicted data in this figure.

Fig. 17.23 presents, as an example, the vertical cross section of a 3-D resistivity model obtained by
focusing inversion along the observational line A, shown in Fig. 17.21.

The depth-migrated seismic reflections from a 3-D seismic survey are shown by the black line, for
comparison. We can see the top part of the salt dome very clearly in these figures as a thick resistive
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FIGURE 17.24

3D image of the inversion result for the Gemini Prospect MT data in the presence of the sea-bottom
bathymetry.

body. Fig. 17.24 presents a 3D view of the geoelectrical inverse model and the bathymetry in the area
of the survey. The inversion results reveal a resistive salt structure which is confirmed by a comparison
with the seismic data. These inversion results demonstrate that we can map resistive geoelectrical
structures like salt domes with reasonable accuracy using 3D inversion of marine MT data.
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The theory of differential forms provides the necessary mathematical foundation for an extension of
vector field calculus into multidimensional spaces. In appendices A and B we will discuss the mathe-
matical tools necessary for understanding this theory. They are based on the methods of linear algebra
and differential geometry. In general, we can introduce the differential forms as expressions on which
integration operates. There exist differential forms of different degrees depending on the dimensions of
the domain of integration. In particular, a differential form of degree p, or a p-form, is an integrand of
an integral over a domain of dimension p. We shall start our discussion by introducing the basic con-
cept of the differential forms in three-dimensional Euclidean space where the degree of forms p varies
from 0 to 3. A 0-form is a scalar function which is “integrated” over a region of zero dimension. In
three-dimensional space the differential forms are closely related to the vector fields, and the algebraic
and differential operations on the forms can be defined by conventional vector algebra and calculus,
which makes it easier to understand for the reader familiar with conventional vector field theory.

A.1 DIFFERENTIAL FORMS IN THREE-DIMENSIONAL SPACE
A.1.1 1-, 2-, AND 3-FORMS
The differential forms in three-dimensional space were introduced in Chapter 1 as elementary work,
dW , an elementary scalar flux, dFds

B , and an elementary source, dQ, of a vector field B.
In particular, an elementary voltage, dV , of the vector field B along an infinitesimally small element

of curve dl, represents a differential 1-form ϕ
(1)

:

ϕ
(1)

= B · dl = dW. (A.1)
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An elementary scalar flux, dFds
B , of the vector field B through an infinitesimally small oriented

element of surface ds represents a differential 2-form ψ
(2)

:

ψ
(2)

= B · ds = dFds
B . (A.2)

An elementary source, dQ, of the vector field B within an infinitesimally small element of volume
dv is a differential 3-form θ

(3)
:

θ
(3)

= divBdv = dQ. (A.3)

Assuming that a small vector element of surface ds can be formed by two vectors, da and db, and
that a small element of volume dv is a parallelepiped formed by three vectors, da, db, and dc, we can
write the 2-form ψ

(2)

and the 3-form θ
(3)

as

ψ
(2)

= ψ
(2)

(da, db) = B · [da × db] ,

θ
(3)

= θ
(3)

(da, db, dc) = divB(da, db, dc). (A.4)

We have established also in Chapter 1 that all three forms are antisymmetric linear functions of
their arguments (vectors):

ψ
(2)

(da, db) = − ψ
(2)

(db, da) ,

θ
(3)

(da, db, dc) = − θ
(3)

(db, da, dc) , θ
(3)

(da, db, dc) = − θ
(3)

(da, dc, db) , etc. (A.5)

The simplest operation on the differential forms is addition. It is obvious that the addition of two
antisymmetric linear forms is determined as a conventional summation of two functions. This operation
satisfies the traditional commutative and associative laws, and the distributive laws with respect to
multiplication by a scalar, which we will formulate below.

The multiplication of the differential forms requires introducing a special algebraic operation, called
an exterior product, which will be discussed in detail in the next subsection.

A.1.2 EXTERIOR PRODUCT OF THE DIFFERENTIAL FORMS
The exterior product of the differential forms is introduced as a new linear form, which is obtained by
two subsequent operations (see Chapter 1): 1) conventional multiplication of the original forms, and
2) antisymmetrization of this product.

For example, the exterior product of two 1-forms, ϕ (da) and χ (db), is given by the formula:

�(da, db) = ϕ (da) ∧ χ (db) = [
ϕ (da)χ (db) − ϕ (db)χ (da)

]
. (A.6)

We use the symbol “wedge” (∧) to denote the exterior product operation. That is why it is often called a
wedge product. It is easy to check that the new linear function, �(da, db), is indeed an antisymmetric
function.
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Note that addition and exterior multiplication operations of 1-forms satisfy the following laws:
1) Commutative and associative laws of addition:

ϕ + χ = χ + ϕ and ϕ + (χ + η) = (ϕ + χ) + η. (A.7)

2) Anticommutative law of exterior multiplication of two 1-forms:

ϕ ∧ χ = −χ ∧ ϕ. (A.8)

3) Distributive law of multiplication over addition:

ϕ ∧ (χ + η) = ϕ ∧ χ + ϕ ∧ η and (ϕ + χ) ∧ η = ϕ ∧ η + χ ∧ η. (A.9)

It comes immediately from the anticommutative law (A.8), that

ϕ ∧ ϕ = 0. (A.10)

The exterior product of 1-form ϕ = ϕ (dl) and 2-form ψ (da, db) is equal to:

� = ϕ ∧ ψ = {ϕ (dl)ψ (da, db) + ϕ (da)ψ (db, dl) + ϕ (db)ψ (dl, da)

− ϕ (dl)ψ (db, da) − ϕ (da)ψ (dl, db) − ϕ (db)ψ (da, dl)} . (A.11)

In a similar way we can calculate the exterior product of the 1-forms:

	 = ϕ ∧ χ ∧ η

= {ϕ (dl)χ (da) η (db) + ϕ (da)χ (db) η (dl) + ϕ (db)χ (dl) η (da)

− ϕ (dl)χ (db) η (da) − ϕ (da)χ (dl) η (db) − ϕ (db)χ (da) η (dl)} . (A.12)

We can see now that the exterior product of two 1-forms generates a 2-form, while the exterior
product of three 1-forms produces a 3-form. The important fact is that any 2-form and any 3-form can
be expressed as the exterior products of two 1-forms and three 1-forms respectively. We will prove this
statement in the following sections.

A.1.3 BASIS OF DIFFERENTIAL FORMS
Let us apply the operation of the exterior product to the differential forms (A.1)–(A.4). Note first that,
we can represent each of the vectors dl, da, db, and dc, in some Cartesian system of coordinates with
the basis (dx,dy,dz) as

dl = lxdxdx + lydydy + lzdzdz,

da = axdxdx + aydydy + azdzdz,

db = bxdxdx + bydydy + bzdzdz,

and

dc = cxdxdx + cydydy + czdzdz. (A.13)
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Using these representations, we can express the differential forms as a linear combination of the
differentials of the Cartesian coordinates, dx, dy, dz, where we can think of dx, dy, dz, as infinitesimal
increments in the variables x, y, z.

Basis of differential 1-forms
Let us consider first the 1-form ϕ

(1)
. According to Eqs. (A.1) and (A.13), we can calculate this 1-form

as:

ϕ
(1)

= ϕ
(1)

(dl) = B · dl = ϕxdx + ϕydy + ϕzdz, (A.14)

where vector B has components
(
Bx,By,Bz

)
, and ϕα = Bαlα, α = x, y, z.

Representation (A.14) shows that the differentials, dx, dy, and dz, can be treated as the basis
functions for 1-forms. Any 1-form can be expressed as a linear combination of the differentials with
the coefficients, ϕx , ϕy , and ϕz, which are called the differential form components. In this sense, we
have a complete analogy between the vectors and 1-forms. Both of these mathematical objects can be
expressed as a linear combination of the basic objects (vector basis for the vectors, or a basis, formed
by the basic forms for the differential forms).

The conventional geometric interpretation of a vector is a directed line segment. We can give a sim-
ilar geometrical interpretation of the 1-form as a directed line segment determined by the components
of the form, ϕx , ϕy , and ϕz. In particular, one can express a 1-form in a short way, using components,
as

ϕ
(1)

= ϕ · dr, (A.15)

where vector ϕ is formed by the components of the 1-form, and the components of vector dr are the
differentials:

ϕ = (
ϕx,ϕy,ϕz

)
, dr = (dx, dy, dz) .

Thus, conventional vectors and 1-forms have the same geometrical image. That is why a 1-form is
often called a co-vector.

There may be some confusion about the notations used for the basis forms, dx, dy, and dz, intro-
duced above. Indeed, the conventional meaning of the expressions dx, dy, and dz, is just a differential
of the corresponding variables x, y, and z, respectively. However, expression (A.14) clearly demon-
strates that these differentials can be treated as 1-forms. In order to emphasize this new meaning of the
differential we may use, temporary, the following notations:

ϕ
(1)

(x) = dx, χ
(1)

(y) = dy, η
(1)

(z) = dz. (A.16)

The geometrical meaning of the basis 1-forms is simple and corresponds to their notations well:
1-form dx can be treated as a conventional vector dxdx , directed along the axis x, 1-form dy corre-
sponds to a conventional vector dydy , directed along the axis y, and 1-form dz can be described as a
conventional vector dzdz, directed along the axis z.
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Basis of differential 2-forms
According to the definition of the exterior product (A.6) and to the rules of exterior multiplication of
1-forms, (A.8), (A.9), we have two identities:(

aydy + azdz
) ∧ (

bydy + bzdz
) = 2a[ybz]dydz, (A.17)

and (
aydy + azdz

) ∧ (
bydy + bzdz

) = 2a[ybz]dy ∧ dz. (A.18)

From Eqs. (A.17) and (A.18), we can conclude that:

dy ∧ dz = dydz = dsx. (A.19)

A similar identity can be written for the products of other pairs of differentials:

dz ∧ dx = dzdx = dsy, dx ∧ dy = dxdy = dsz.

Therefore, the 2-form can be calculated as:

ψ
(2)

= ψ
(2)

(da, db) = B · [da × db] =
∣∣∣∣∣∣

Bx By Bz

axdx aydy azdz

bxdx bydy bzdz

∣∣∣∣∣∣
= ψyzdydz + ψzxdzdx + ψxydxdy

= ψyzdy ∧ dz + ψzxdz ∧ dx + ψxydx ∧ dy, (A.20)

where

ψyz = 2Bxa[ybz], ψzx = 2Bya[zbx], ψxy = 2Bza[xby],

and square brackets around indices denote antisymmetrization defined by

a[ybz] = 1

2

[
aybz − azby

]
, a[zbx] = 1

2

[
azbx − axbz

]
, a[xby] = 1

2

[
axby − aybx

]
.

The coefficients ψαβ are called the differential 2-form components. They can be displayed in the matrix
form as

ψαβ =
⎡
⎣ 0 ψxy ψxz

−ψxy 0 ψyz

−ψxz −ψyz 0

⎤
⎦ ,

which reflects the antisymmetric property of the 2-forms:

ψαβ = −ψβα. (A.21)

Eq. (A.20) shows that any 2-form can be presented as a linear combination of the exterior product
of two 1-forms:
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ψ
(2)

= ψ
(2)

(da, db) = ψyzdsx + ψzxdsy + ψxydsz

= ψyzdy ∧ dz + ψzxdz ∧ dx + ψxydx ∧ dy. (A.22)

Based on Eq. (A.22), we conclude that, the combination of the exterior products of differentials,
dsx = dy ∧ dz, dsy = dz ∧ dx, and dsz = dx ∧ dy, forms the basis of 2-forms. As in the case of
1-forms, we can express any 2-form ψ

(2)

as a linear combination of the basis 2-forms, with the coeffi-

cients, ψyz, ψzx , and ψxy . Every basis 2-form can be geometrically treated as an oriented parallelogram
formed by the vectors dydy and dzdz, or by the vectors dzdz and dxdx , or by the vectors dxdx and
dydy , respectively (see Fig. 1.5). The linear combination of these parallelepipeds forms an oriented
parallelogram d� according to the rules of vector algebra:

d� = dsxdx + dsydy + dszdz.

We can present Eq. (A.22) using the vector notations. Indeed, let us introduce a vector ψ with the
scalar components equal to the components of the 2-form:

ψ = ψyzdx + ψzxdy + ψxydz.

Thus, we have from Eq. (A.22):

ψ
(2)

= ψ · d�. (A.23)

Basis of differential 3-forms
Repeating calculations similar to the above, for a 3-form we have:

θ
(3)

(da, db, dc) = q(da, db, dc)

= q

∣∣∣∣∣∣
axdx aydy azdz

bxdx bydy bzdz

cxdx cydy czdz

∣∣∣∣∣∣ = 3!qa[xbycz]dxdydz, (A.24)

where square brackets around indices denote antisymmetrization defined by

a[xbycz] = 1

3!
(
axbycz + aybzcx + azbxcy − axbzcy − aybxcz − azbycx

)
.

Note that the right-hand side of Eq. (A.24) can be expressed as a triple exterior product of 1-forms.
Indeed, according to a definition of the exterior product (A.11),(

axdx + aydy + azdz
) ∧ (

bxdx + bydy + bzdz
) ∧ (

cxdx + cydy + czdz
)

= 3!a[xbycz]dx ∧ dy ∧ dz = 3!a[xbycz]dxdydz. (A.25)

From formula (A.25) we can see that the combination

dx ∧ dy ∧ dz = dxdydz = dv, (A.26)
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is a 3-form itself. It has a simple geometrical representation as an oriented parallelepiped spanned over
three vectors, dxdx , dydy and dzdz. The 3-form dx ∧ dy ∧ dz is often called a volume element.

Substituting expression (A.26) back into formulas (A.24), we have

θ
(3)

(da, db, dc) = θdx ∧ dy ∧ dz, (A.27)

where θ = 3!qa[xbycz].
Thus, all differential forms in three-dimensional Euclidean space E3 can be expressed as the linear

combinations of the basis forms, dx, dy, and dz, or their exterior products. These representations
are called the canonical representations for the differential forms. This result is summarized in the
following table:

0-forms : ϕ
(0)

= f, (A.28)

1-forms : ϕ
(1)

= ϕxdx + ϕydy + ϕzdz = ϕ · dr, (A.29)

2-forms : ψ
(2)

= ψyzdy ∧ dz + ψzxdz ∧ dx + ψxydx ∧ dy = ψ · d�, (A.30)

3-forms : θ
(3)

= θdx ∧ dy ∧ dz = θdv. (A.31)

Finally, we conclude that for any vector field B we can assign two differential forms: a 1-form,
describing the work of the vector field, B · dr, and a 2-form, describing the flux of the vector field,
B·d�. We have seen in Chapter 3 that these two forms, work and flux, represent the most important
characteristics of the EM field.

A.2 DIFFERENTIAL FORMS IN MULTIDIMENSIONAL SPACES
A.2.1 EUCLIDEAN SPACE
Conventional physical space has three dimensions. Any point in this space can be represented by three
Cartesian coordinates (x1, x2, x3). The natural generalization of three dimensional (3-D) physical space
is the n dimensional Euclidean space En (or Rn), which can be described as the set of all possible
vectors of the ordern:

a = (a1, a2, a3, .....an),

where the scalars a1, a2, a3, .....an are usually real numbers.
By analogy with the length of the vector in 3-D physical space, we can introduce a norm of the

vector ‖a‖ as

‖a‖ =
√

a2
1 + a2

2 + a2
3 + ........ + a2

n. (A.32)

It is easy to check that the norm introduced above satisfies the conditions

‖a‖ > 0 if a �= 0, ‖a‖ = 0 if a = 0, (A.33)
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‖λa‖ = |λ| ‖a‖, (A.34)

‖a + b‖ ≤ ‖a‖ + ‖b‖. (A.35)

The last inequality is called a triangle inequality. In a general case of n dimensional Euclidean space,
the triangular inequality comes from the Cauchy inequality, which we will discuss below.

We can introduce also an operation on two vectors, called the inner (dot) product, as follows:

a · b =
n∑

i=1

aibi . (A.36)

Obviously, a norm can be determined as a square root of the dot product of the vector with itself:

‖a‖ = √
a · a. (A.37)

By analogy with conventional 3-D physical space, we can say that the two vectors a and b are orthog-
onal if

a · b = 0.

The following vectors play a similar role in the space En as the vectors of the Cartesian basis in 3-D
space:

e1 = (1,0,0, .....0), e2 = (0,1,0, .....0), e3 = (0,0,1, .....0), ......

en = (0,0,0, .....1).

We will call these vectors e1, e2, ......en, a basis of Euclidean space. Any vector a ∈ En can be repre-
sented as a linear combination of the basis vectors

a = a1e1 + a2e2 + ......... + anen =
n∑

i=1

aiei , (A.38)

where numbers a1, a2, a3, .....an are the scalar components of the vector a. Evidently

ei · ek = 0; if i �= k, ek · ek = 1,

a · ei = ai .

(A.39)

Using the dot product operation, we can prove the Cauchy inequality:

a · b ≤ ‖a‖‖b‖, (A.40)

which in scalar form can be written as

(

n∑
i=1

aibi)
2 ≤ (

n∑
i=1

a2
i )(

n∑
i=1

b2
i ). (A.41)
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Proof. Let us introduce a nonnegative function ϕ (x):

ϕ (x) =
n∑

i=1

(aix + bi)
2 ≥ 0.

Opening the brackets in the last equation, we obtain(
n∑

i=1

a2
i

)
x2 + 2

(
n∑

i=1

aibi

)
x +

n∑
i=1

b2
i ≥ 0. (A.42)

Inequality (A.42) means that the equation(
n∑

i=1

a2
i

)
x2 + 2

(
n∑

i=1

aibi

)
x +

n∑
i=1

b2
i = 0 (A.43)

has only one real root, or no real roots at all, which is possible only if its discriminant is nonpositive:

(
n∑

i=1

aibi

)2

−
(

n∑
i=1

a2
i

)(
n∑

i=1

b2
i

)
≤ 0.

Thus, one can introduce Cartesian coordinates in the space En formed by the basis vectors
e1, e2, ......en. Any point in the n-dimensional Euclidean space can be represented by n Cartesian co-
ordinates (x1, x2, x3, .....xn).

A.2.2 DIFFERENTIAL FORMS IN EUCLIDEAN SPACE En

The concept of the differential forms, discussed in Chapter 1, can be extended to the multidimensional
Euclidean space of multidimensional vectors, En. Let us introduce in the En an orthogonal system of
coordinates, x1, x2, .....xn. In a general case, a differential form of degree p, or p-form, is a linear
combination of the exterior products of the differentials:

�
(p)

=
n∑

i1,...ip=1

ϕi1,...ipdxi1 ∧ .... ∧ dxip , (A.44)

where ϕi1,...ip are the differentiable functions called the components of �
(p)

.

For example, a 0-form on En is simply a differentiable function of coordinates f (x1, x2, .....xn).
The 1-form can be expressed as

�
(1)

=
n∑

i1=1

ϕi1dxi1 = ϕ1dx1 + ϕ2dx2 + .... + ϕndxn.
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A 2-form is equal to:

�
(2)

=
n∑

i1i2=1

ψi1i2dxi1 ∧ dxi2 .

A general (n − 1)-form can be written as

�
(n−1)

=
n∑

i=1

χidx1 ∧ .. ∧ d̂xi ∧ .. ∧ dxn = χ1dx2 ∧ dx3 ∧ .... ∧ dxn+

+ χ2dx1 ∧ dx3 ∧ .... ∧ dxn + .... + χndx1 ∧ dx2 ∧ .... ∧ dxn−1, (A.45)

where a symbol “hat” above dxi means that this term should be excluded from the product.
Finally, an n-form in the n-dimensional Euclidean space consists of just one term:

�
(n)

= θdx1 ∧ dx2 ∧ .... ∧ dxn. (A.46)

We have demonstrated above that in three-dimensional space the form �
(3)

is proportional to the

volume of the parallelepiped built on the corresponding vector arguments of this form. By analogy, an
n-form in the n-dimensional Euclidean space is called a volume form.

We should note in the conclusion of this section that the exterior product of differential p-forms
satisfies the graded commutativity law:

�
(k)

∧
(l)

= (−1)kl

(l)

∧ �
(k)

, (A.47)

for all k-forms and all l-forms.
The proof of this statement can be obtained by using the canonical representations of the corre-

sponding forms and by successively applying the alternating property of exterior multiplication (A.8)
of two basic 1-forms, dxi and dxj.

A.2.3 DIFFERENTIAL FORMS IN MINKOWSKIAN SPACE M4

An important example of multidimensional space is four-dimensional Minkowskian space M4 with
three conventional spatial coordinates, x1 = x, x2 = y, and x3 = z, and a fourth coordinate, x4, propor-
tional to time: x4 = τ = ct , where c is a speed of light equal to

c = 1/
√

μ0ε0,

and ε0 and μ0 are the dielectric constant and magnetic permeability of the free space, respectively. The
Minkowskian space is a suitable mathematical model of our physical space-time world.

We can introduce the following forms in the Minkowskian space M4.
A 0-form is a differentiable function of the spatial and time coordinates:

�
(0)

= f (x1, x2, x3, τ ) .
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A 1-form is written as

�
(1)

= ϕ1dx1 + ϕ2dx2 + ϕ3dx3 + ϕτ dτ. (A.48)

This form is characterized by 4 coefficients which are the differentiable functions of the spatial coor-
dinates and time:

ϕi = ϕi (x1, x2, x3, τ ) , i = 1,2,3; ϕτ = ϕτ (x1, x2, x3, τ ) .

A 2-form has six coefficients:

�
(2)

=
6∑

i<j

ψij dxi ∧ dxj = ψ12dx1 ∧ dx2+

+ ψ23dx2 ∧ dx3 + ψ31dx3 ∧ dx1 + ψ14dx1 ∧ dτ + ψ24dx2 ∧ dτ + ψ34dx3 ∧ dτ. (A.49)

A 3-form in the space M4, according to definition (A.49), has four coefficients again:

�
(3)

= χ1dx2 ∧ dx3 ∧ dτ + χ2dx1 ∧ dx3 ∧ dτ + χ3dx1 ∧ dx2 ∧ dτ + χτdx1 ∧ dx2 ∧ dx3. (A.50)

Finally, a 4-form in M4 is a volume form equal to

�
(4)

= θdx1 ∧ dx2 ∧ dx3 ∧ dτ. (A.51)

Simple analysis of Eqs. (A.48)–(A.51) shows that a form in the Minkowskian space M4 can be split
into its spatial and temporal components.

For example, 1-form �
(1)

can be split in spatial 1-form ϕ
(1)

and a temporal 1-form 	
(1)

= f dτ :

�
(1)

= ϕ
(1)

+ 	
(1)

= ϕ · dr + f dτ, (A.52)

where

ϕ
(1)

= ϕ1dx1 + ϕ2dx2 + ϕ3dx3 = ϕ · dr, f = ϕτ (x1, x2, x3, τ ) .

A 2-form can be represented as

�
(2)

= ψ
(2)

+ η
(1)

∧dτ = ψ ·d� + (η ·dr) ∧ dτ, (A.53)

where

ψ
(2)

= ψ12dx1 ∧ dx2 + ψ23dx2 ∧ dx3 + ψ31dx3 ∧ dx1 = ψ ·d�,

and

η
(1)

= ψ14dx1 + ψ24dx2 + ψ34dx3 = η ·dr
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A 3-form �
(3)

can be split as well:

�
(3)

= χτdx1 ∧ dx2 ∧ dx3 + (χ1dx2 ∧ dx3 + χ2dx1 ∧ dx3 + χ3dx1 ∧ dx2) ∧ dτ

= hdv + (χ ·d�) ∧ dτ, (A.54)

where

χ · d� = χ
(2)

= χ1dx2 ∧ dx3 + χ2dx1 ∧ dx3 + χ3dx1 ∧ dx2,

h = χϕ (x1, x2, x3, τ ) , dv = dx1 ∧ dx2 ∧ dx.

Finally, a 4-form can be written as

�
(4)

= θdx1 ∧ dx2 ∧ dx3 ∧ dτ = θdv ∧ dτ. (A.55)

In summary, we can write the p-forms in the four-dimensional Minkowskian space M4, using the
three-dimensional vector notations:

0-forms : �
(0)

= f,

1-forms : �
(1)

= ϕ · dr+f dτ,

2-forms : �
(2)

= ψ · d� + (η · dr) ∧ dτ, (A.56)

3-forms : �
(3)

= hdv + (χ ·d�) ∧ dτ,

4-forms : �
(4)

= θdv ∧ dτ.

The last formulas clearly show that 0-forms and 4-forms in the space M4 are defined by one scalar
function, f and θ , respectively. The 0-form is nothing else but a scalar function of the spatial and
time coordinates, while the 4-form can be treated as a volume density of the source distribution in the
space-time M4.

The 1-forms and the 3-forms are determined by one scalar and one vector functions, (f,ϕ) and
(h,χ ), respectively. The 1-form can be treated as an elementary work, dW = ϕ · dr, of the vector field
ϕ along an infinitesimally small element of spatial curve dr plus a time differential of a scalar field,
f dτ .

The 3-form is a combination of an elementary source, hdv, within an infinitesimally small element
of volume dv and a time differential of the elementary scalar flux, dF d�

χ = χ · d�, of the vector field
χ through an infinitesimally small vector element of surface d�.

The 2-form in the four-dimensional space is defined by two vector functions, ψ and η. It is a super-
position of an elementary scalar flux, dFd�

ψ = ψ · d�, of the vector field ψ through an infinitesimally
small vector element of surface d�, and a time differential of the elementary work, dW = η · dr, of
the vector field η along an infinitesimally small element of spatial curve dr.

Thus, the 1-, 2-, and 3-forms in the four-dimensional Minkowskian space M4 can be expressed as
a linear combination of the scalar flux and work and/or their time differentials. Notably, it is shown in
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Chapter 3 that the scalar flux and work represent the key characteristics of the electromagnetic field,
which is the main subject of this text.

Finally, the 0-form is a function, and the 4-form is the volume and time differential of a scalar
function.
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B.1 EXTERIOR DIFFERENTIATION OF THE FORMS
In the beginning of Chapter 1 we introduced a physical field as any physical value which is a function
of the observation point. We have also noticed that physical fields can be characterized by different
mathematical objects. For example, we can consider a field formed by a spatial distribution of the
p-forms.

Definition 44. We say that we have a p-form field �(r) in the Euclidean space En, if, for any point
r = (x1, x2, .....xn) from En, one specific p-form �(r) is determined by the following expression:

�(r) = �
(p)

(r) =
n∑

i1,...ip=1

ai1,...ip (r) dxi1 ∧ .... ∧ dxip , (B.1)

where all components ai1,...ip are the differentiable functions of the coordinates:

ai1,...ip (r) = ai1,...ip (x1, x2, .....xn) .

In the case of the vector field theory, we have introduced the rules of the vector differential op-
erations on these fields. However, those rules were strictly defined for three-dimensional space only.
The advantage of the differential form theory is that we can introduce the differential operations for a
p-form field defined in a multidimensional space. The remarkable property of this operation is that, in
the case of three-dimensional space, it reduces to the conventional vector differential operations.
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B.1.1 EXTERIOR DIFFERENTIAL OPERATOR IN MULTIDIMENSIONAL SPACE En

Let us consider a 0-form �
(0)

= f (r). The differential operator d operating on a scalar function f (r) is

defined as the following 1-form:

df =
n∑

i=1

∂f

∂xi

dxi. (B.2)

Thus, operator d is similar to the conventional differential operator applied to the function of many
variables.

However, we treat the result of this operator application as a 1-form, �
(0)

= df , with the components

given by the partial derivatives, ∂f/∂xi . Obviously, this operation satisfies the Leibniz rule (or chain
rule), if we apply it to the product of two functions:

d (fg) = f dg + gdf.

We can now determine the differential operation for a p-form according to the formula:

d �
(p)

=
n∑

i1,...ip=1

dai1,...ip ∧ dxi1 ∧ .... ∧ dxip , (B.3)

where the differential of the scalar components ai1,...ip of the p-form is calculated according to the rule
(B.2).

The operation described by Eq. (B.3) is called exterior differentiation.
The exterior differential has the following properties.
(i) Differential operator d is a linear operator:

d
(
c1 �

(p)
+c2 �

(p)

)
= c1d �

(p)
+c2d �

(p)
, (B.4)

where c1 and c2 are some scalar coefficients.
(ii) Differential operator d satisfies a generalized Leibniz rule:

d
(

�
(p)

∧ �
(q)

)
= d �

(p)
∧ �

(q)
+ (−1)p �

(p)
∧ d �

(q)
. (B.5)

(iii) Double differential operator d is always equal to zero for any p-form:

d
(
d �

(p)

)
= 0. (B.6)

The proof of properties (i) and (ii) is straightforward, and we leave this to the reader. The property
(iii) of the exterior differentiation operator seems to be very unusual from the first look. However, it
can be easily proved as well.
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Proof of property (iii). According to definition (B.3), we have

d
(
d �

(p)

)
= d

⎛
⎝ n∑

i1,...ip=1

dai1,...ip ∧ dxi1 ∧ .... ∧ dxip

⎞
⎠ , (B.7)

where the differential dai1,...ip is determined by expression (B.2):

dai1,...ip =
n∑

i=1

∂ai1,...ip

∂xi

dxi. (B.8)

Substituting (B.8) back into (B.7), and applying the rule (B.2) again, we find:

d
(
d �

(p)

)
=

n∑
i1,...ip=1

⎡
⎣ n∑

i=1

n∑
j=1

∂2ai1,...ip

∂xi∂xj

dxj ∧ dxi

⎤
⎦ ∧ dxi1 ∧ .... ∧ dxip . (B.9)

Note that the term in the square brackets is equal to zero,

n∑
i=1

n∑
j=1

∂2ai1,...ip

∂xi∂xj

dxj ∧ dxi = 0,

because for the differentiable functions the second order partial derivatives are equal,

∂2ai1,...ip

∂xi∂xj

= ∂2ai1,...ip

∂xj ∂xi

,

while the exterior product of two differentials is anticommutative,

dxj ∧ dxi = −dxi ∧ dxj .

Hence,

d

(
d �

(p)

)
= 0.

We will give the following definitions.

Definition 45. We say that the differential p-form �(r) is closed if d�(r) = 0.

Definition 46. A differential p-form � (r) is exact if there exists a (p − 1)-form �(r) such that
� (r) = d�(r).

Note that, from property (iii) of the exterior differential operator, it follows immediately that every
exact form is closed. This simple fact is called Poincare’s lemma.

The inverse statement of Poincare’s lemma is given by the following theorem.

Theorem 47 (de Rham’s theorem). If �
(p)

is a p-form (1 ≤ p < n) in multidimensional space En and

d �
(p)

= 0, there exist (p − 1)-form �
(p−1)

with the property that �
(p)

= d �
(p−1)

.
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B.1.2 EXTERIOR DIFFERENTIAL OPERATOR IN FOUR-DIMENSIONAL SPACE M4

In four-dimensional Minkowskian space the exterior differential operator d = dM4 can be formally
written as a 1-form:

dM4 = dx
∂

∂x
+ dy

∂

∂y
+ dz

∂

∂z
+ dτ

∂

∂τ
= dE3 + dτ

∂

∂τ
. (B.10)

Applying this operator to the 0-form field, f (r, t), which is a scalar field in the space M4, we have:

df = dM4f = dE3f + dτ
∂

∂τ
f

= gradf · dr + dτ
∂

∂τ
f. (B.11)

The exterior differentiation of a 1-form field, �
(1)

= ϕ · dr + f dτ , is calculated as:

d �
(1)

= dM4 ∧ �
(1)

=
(

dE3 + dτ
∂

∂τ

)
∧ (ϕ · dr + f dτ)

= dE3 ∧ (ϕ · dr) + dτ ∧
(

∂ϕ

∂t
· dr

)
+ dE3f ∧ dτ, (B.12)

where we use the linear property (i) of the d operator.
Note that, according to Eq. (1.81) we have:

dE3 ∧ (ϕ · dr) = curlϕ · d�

and

d �
(1)

= curlϕ · d� + dτ ∧
(

∂ϕ

∂t
· dr

)
+ (gradf · dr) ∧ dτ

= curlϕ · d� + dτ ∧
(

∂ϕ

∂t
− gradf

)
· dr, (B.13)

where we took into account the anticommutative law (A.8), according to which

(gradf · dr) ∧ dτ = −dτ ∧ (gradf · dr) ,

because (gradf · dr) and dτ are 1-forms.
In a similar way we can calculate the exterior derivative of the 2-form field:

d �
(2)

= dM4 ∧ �
(2)

=
(

dE3 + dτ
∂

∂τ

)
∧ [

ψ · d� + (η · dr) ∧ dτ
]

= dE3 ∧ [
ψ · d� + (η · dr) ∧ dτ

] + dτ
∂

∂τ
∧ [

ψ · d� + (η · dr) ∧ dτ
]

= dE3 ∧ ψ · d� + [
dE3 ∧ (η · dr)

] ∧ dτ + dτ
∂

∂τ
∧ (ψ · d�) .
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According to Eqs. (1.81) and (1.82),

dE3 ∧ ψ · d� = (divψ) dv and dE3 ∧ (η · dr) = curlη · d�.

Therefore, we finally have

d �
(2)

= dM4 ∧ �
(2)

=

= (divψ) dv + (curlη · d�) ∧ dτ + dτ ∧
(

∂

∂τ
ψ · d�

)

= (divψ) dv + dτ ∧
(

∂

∂τ
ψ + curlη

)
· d�, (B.14)

where we took into account the graded commutativity law (A.47), according to which

(curlη · d�) ∧ dτ = (−1)2×1 dτ ∧ (curlη · d�) = dτ ∧ (curlη · d�) ,

because (curlη · d�) is a 2-form, and dτ is a 1-form.
For an exterior differential of the 3-form in the Minkowskian space, taking into account Eq. (1.82),

we find:

d �
(3)

= dM4 ∧ �
(3)

=
(

dE3 + dτ
∂

∂τ

)
∧ [

hdv + (χ · d�) ∧ dτ
]

= dE3 ∧ (χ · d�) ∧ dτ + dτ
∂

∂τ
∧ hdv

= (divψ) dv ∧ dτ + dτ ∧ ∂

∂τ
hdv = dτ ∧

[
∂

∂τ
h − divψ

]
dv. (B.15)

In the last formula we took into account the graded commutativity law (A.47), according to which

(divψ) dv ∧ dτ = (−1)3×1 dτ ∧ (divψ) dv = −dτ ∧ (divψ) dv,

because (divψ) dv is a 3-form, and dτ is a 1-form.
Finally, it is evident based on the definition that the exterior derivative of the 4-form in a four-

dimensional space is just zero:

d �
(4)

= dM4 ∧ �
(4)

=
(

dE3 + dτ
∂

∂τ

)
∧ (θdv ∧ dτ) = 0.

For convenience, we summarize these results in the following table:

0-forms : dM4 �
(0)

= gradf · dr + dτ
∂

∂τ
f (B.16)

1-forms : dM4 �
(1)

= curlϕ · d� + dτ ∧
(

∂ϕ

∂t
− gradf

)
· dr, (B.17)
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2-forms : dM4 �
(2)

= (divψ) dv + dτ ∧
(

∂

∂τ
ψ + curlη

)
· d�, (B.18)

3-forms : dM4 �
(3)

= dτ ∧
[

∂

∂τ
h − divψ

]
dv, (B.19)

4-forms : dM4 �
(4)

= 0. (B.20)

Finally, we will present the same equations, (B.16) through (B.20), in a way, which is more conve-
nient for application of these formulas in field theory. We introduce the arbitrary differentiable scalar
functions U (r, τ ) and q (r, τ ) and the vector functions A (r, τ ), H (r, τ ), D (r, τ ), and j (r, τ ), in the
Minkowskian space, M4. Using these functions, we can define differential forms of five different or-
ders in the four-dimensional space M4. According to Eq. (A.56), these forms can be expressed using
the three-dimensional vector notations as:

0-forms : �
(0)

= U, (B.21)

1-forms : �
(1)

= A · dr − Udτ, (B.22)

2-forms : �
(2)

= D · d� − (H · dr) ∧ dτ, (B.23)

3-forms : �
(3)

= qdv − (j · d�) ∧ dτ, (B.24)

4-forms : �
(4)

= qdv ∧ dτ. (B.25)

Note that we use the negative sign in the second term of Eqs. (B.23) and (B.24) in order to have a
structure of the differential form equations similar to the Maxwell’s equations (see Chapters 2 and 3).

Using these notations, we can rewrite expressions (B.16) through (B.20) for the exterior derivatives
of these forms as

0-forms : dM4 �
(0)

= �
(1)

= gradU · dr + ∂

∂t
Udτ, (B.26)

1-forms : dM4 �
(1)

= �
(2)

= curlA · d� −
(

gradU + ∂A
∂t

)
· dr ∧ dτ, (B.27)

2-forms : dM4 �
(2)

= �
(3)

= (divD) dv +
(

∂

∂t
D − curlH

)
· d� ∧ dτ, (B.28)

3-forms : dM4 �
(3)

= �
(4)

= −
[
divj + ∂

∂τ
q

]
dv ∧ dτ (B.29)

4-forms : dM4 �
(4)

= 0. (B.30)

Eqs. (B.26) through (B.30) constitute the fundamental system of differential form equations in the
Minkowskian space, M4.
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B.2 INTEGRATION OF THE FORMS
B.2.1 THREE-DIMENSIONAL SPACE E3

We begin our analysis of the basic rules of integration with the differential forms in three-dimensional
Euclidean space, E3. We can recall that 1-, 2-, and 3-forms were introduced as differential expressions,
which were integrated over a curve L, surface S, or volume D, respectively.

Therefore, according to Eqs. (1.69), (1.70), and (1.71), we can introduce a linear integral of a
1-form, a surface integral of a 2-form, and a volume integral of a 3-form as:∫

L

ϕ
(1)

=
∫

L

(
ϕxdx + ϕydy + ϕzdz

) =
∫

L

ϕ · dr, (B.31)

∫∫
S

ψ
(2)

=
∫∫

S

(
ψyzdy ∧ dz + ψzxdz ∧ dx + ψxydx ∧ dy

) =
∫∫

S

ψ · d�, (B.32)

∫∫∫
D

θ
(3)

=
∫∫∫

D

θdx ∧ dy ∧ dz =
∫∫∫

D

θdv. (B.33)

Let us assume that we are given an exact 1-form,

�
(1)

= dE3f, (B.34)

where f = f (r) is a scalar field. Substituting Eq. (1.80) into (B.34) and integrating over a curve L, we
have: ∫

L
�
(1)

=
∫

L

dE3f =
∫

L

gradf (r) · dr = f (rB) − f (rA) , (B.35)

where rA and rB are two end points of the curve L.
We assume also that the exact 2-form is equal to

�
(2)

= dE3 ∧ ϕ
(1)

= dE3 ∧ (ϕ · dr) .

Integrating this exact 2-form over the surface S according to formula (B.32), we find∫∫
S

�
(2)

=
∫∫

S

dE3 ∧ ϕ
(1)

=
∫∫

S

curlϕ · d�. (B.36)

According to Stoke’s theorem of vector calculus (1.44), the scalar flux of the curl of the vector
field ϕ through an open surface S is equal to the circulation of this field along the close boundary L

of the surface, where the orientations of the curve L and surface S are selected based on the standard
convention illustrated in Fig. 1.4:∫∫

S

curlϕ · d� =
∫

L

ϕ · dr =
∫

L

ϕ
(1)

. (B.37)
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Substituting Eq. (B.37) into (B.36), we have:

∫∫
S

dE3 ∧ ϕ
(1)

=
∫

L

ϕ
(1)

. (B.38)

Let us consider now the exact 3-form equal to:

�
(3)

= dE3 ∧ ψ
(2)

= dE3 ∧ (ψ · d�) . (B.39)

The volume integral of this 3-form can be calculated, using the Gauss’s theorem (1.38), as follows:

∫∫∫
D

�
(3)

=
∫∫∫

D

dE3 ∧ ψ
(2)

=
∫∫∫

D

dE3 ∧ (ψ · d�)

=
∫∫∫

D

(divψ) dv =
∫∫

S

ψ · d� =
∫∫

S

ψ
(2)

, (B.40)

where volume D is enclosed by the surface S, and the positive normal to S according to a standard rule
is oriented outside the volume.

We can write all three equations, (B.35), (B.38), and (B.40), in a unified symbolic notations, using
the language of the differential forms:

∫
Ck

dE3 ∧ �
(k)

=
∫

∂Ck

�
(k−1)

, k = 1,2,3; (B.41)

where C3 denotes volume D, C2 denotes Surface S, and C1 denotes curve L, while
∫
Ck

stands for
the volume integral (k = 3), surface integral (k = 2), or linear integral (k = 1), respectively. We use a
standard notation of multidimensional calculus, ∂Ck , for a boundary of the geometrical element Ck .
For example, ∂C3 denotes an oriented (according to the standard rule discussed above) surface, S, of
the volume, D. The element ∂C2 denotes an oriented (according to the standard rule discussed above)
boundary line, L, of the surface, S. The element ∂C1 is formed by two end points, rA and rB , of the
curve L.

Thus, formula (B.41) combines in one equation all three fundamental theorems of vector field
integration: the work Theorem 1.1, and the Stokes’s and Gauss’s theorems, Eqs. (1.44) and (1.38).
In other words, Eq. (B.41) combines together the properties of the vector field work, and scalar and
vector fluxes. This formula is often referred to as a Stokes’s theorem for the differential forms. The
most important fact is that Stokes’s theorem (B.41) can be naturally extended to multidimensional
spaces, thus allowing us to develop a multidimensional analogue of the fundamental integral theorems
of vector calculus.
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B.2.2 BEYOND THREE-DIMENSIONAL SPACE
Consider now the Euclidean space En. A general differential (p − 1)-form in space En is defined by
Eq. (B.1):

�(r) = �
(p−1)

(r) =
n∑

i1,...ip−1=1

ai1,...ipdxi1 ∧ .... ∧ dxip−1 .

Let us introduce the exact p-form equal to:

�
(p)

(r) = d �
(p−1)

=
n∑

i1,...ip−1=1

dai1,...ip−1 ∧ dxi1 ∧ .... ∧ dxip−1 . (B.42)

The general Stokes’s theorem states that∫
Cp

�
(p)

=
∫

Cp

d �
(p−1)

=
∫

∂Cp

�
(p−1)

, p = 1,2, ...n; (B.43)

where ∂Cp stands for the boundary of the geometrical element Cp from the space En.
Note that geometrical element Cp can be treated as a p-dimensional domain in a multidimensional

space. The interested reader can find a rigorous definition of multidimensional domains and the proof
of the general Stokes’s theorem in textbooks on the mathematical theory of differential forms.

In the present text we restrict our discussion to the intuitive explanation of this important math-
ematical theory. For example, the following formal derivation should give some idea of how we can
arrive at the Stokes’s theorem. Indeed, we can substitute representation (B.42) into the left-hand part
of Eq. (B.43), and, after some algebra, we obtain the right-hand part of this formula:

∫
Cp

�
(p)

=
∫

Cp

d �
(p−1)

=
∫ ∫

...

∫
︸ ︷︷ ︸

p times

n∑
i1,...ip−1=1

dai1,...ip−1 ∧ dxi1 ∧ .... ∧ dxip−1

=
∫ ∫

...

∫
︸ ︷︷ ︸
p−1 times

n∑
i1,...ip−1=1

∫
dai1,...ip−1 ∧ dxi1 ∧ .... ∧ dxip−1

=
∫ ∫

...

∫
︸ ︷︷ ︸
p−1 times

n∑
i1,...ip−1=1

ai1,...ip−1 ∧ dxi1 ∧ .... ∧ dxip−1 =
∫

∂Cp

�
(p−1)

.

In conclusion, we note that the three-dimensional form of the Stokes’s theorem (1.44) comes as a
special case of the general formula (B.43).
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LINEAR OPERATORS AND THEIR
MATRICES

The fundamental objects used in linear algebra are vectors, defined in some three dimensional space
with basis functions

{
dx , dy , dz

}
.

Definition 48. A linear transformation of a vector is evoked by a rule f which assigns the vector B
on the basis of an arbitrary vector, A: B = f (A), and this rule possesses the property of linearity if the
following identity applies:

f
(
λ

(1)
1 A + λ

(2)
2 A

)
= λ1f

(
A(1)

)
+ λ2f

(
A(2)

)
,

where A(1), A(2) are arbitrary vectors and λ1, λ2 are arbitrary scalars.

The rule evoking a linear transformation of a vector is often simply called a linear operator, f . All
linear operators evoke the linear transformation of a vector.

Decomposing the vectors A and B onto the basis vectors
{
dx , dy , dz

}
, we have:

A = Axdx + Aydy + Azdz =
∑

β=x,y,z

Aβdβ,

B = Bxdx + Bydy + Bzdz =
∑

α=x,y,z

Bαdα.

Making use of the property of linearity for the operator f̂ , we obtain

∑
α=x,y,z

Bαdα = f

( ∑
β=x,y,z

Aβdβ

)
=

∑
β=x,y,z

Aβf
(
dβ

)
.

Furthermore, applying the operator f to the orthogonal basis vectors dx , dy , dz, we obtain some
vector fβ which can be decomposed with respect to the basis vectors:

fβ = f
(
dβ

) = fxβdx + fyβdy + fzβdz

=
∑

α=x,y,z

fαβdα,

where β = x, y, z.
We can now write ∑

α=x,y,z

Bαdα =
∑

α=x,y,z

( ∑
β=x,y,z

fαβAβ

)
dα.
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Equating the coefficients of the unit orthogonal vectors done by one, we have

Bα =
∑

β=x,y,z

fαβAβ.

Clearly, the coefficients fαβ (α = x, y, z; β = x, y, z) form a 3 by 3 matrix:

[
fαβ

] =
⎡
⎣ fxx fxy fxz

fyx fyy fyz

fzx fzy fzz

⎤
⎦ ,

which is called the linear operator matrix, f̂ , on the given basis function. Therefore, in the language of
matrices, this last equation can be written as:⎡

⎣ Bx

By

Bz

⎤
⎦ =

⎡
⎣ fxx fxy fxz

fyx fyy fyz

fzx fzy fzz

⎤
⎦ ·

⎡
⎣ Ax

Ay

Az

⎤
⎦

and the components are

Bx = fxxAx + fxyAy + fxzAz,

By = fyxAx + fyyAy + fyzAz,

Bz = fzxAx + fzyAy + fzzAz.

Note that, if the vectors A and B that we are considering lie only in the horizontal plane XOY , the
matrix form of writing the linear operator f is as follows:[

Bx

By

]
=

[
fxx fxy

fyx fyy

]
·
[

Ax

Ay

]

and accordingly

Bx = fxxAx + fxyAy,

By = fyxAx + fyyAy.

We need still another concept from linear algebra.

Definition 49. The linear transformation evoked by the operator f is called non-degenerate if the
determinant of the linear transformation matrix is not zero:

Det
[
fαβ

] �= 0

Definition 50. If this is not true, the linear transformation is called degenerate.

Non-degenerate transformation evokes a reversible transformation of the vector A to the vector B.
This means that an inverse linear operator, f −1, exists which permits the inversion of the vector B to
the vector A:

f −1 (B) = f −1f (A) .
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An operator f which causes a non-degenerate transformation is called an invertible operator. Oper-
ators which result in degenerate transformations are called non-invertible; that is, no inverse operators
exist in such cases.



D
APPENDIX

MATHEMATICAL NOTATIONS

Vectors are indicated with bold symbols, as in E for the electric field. Scalar components of vectors are
indicated by an appropriate subscript for the coordinate axis onto which the vector has been projected,
as in Ex,Ey,Ez. Matrices are indicated by hats, as in Â. In complex numbers, we use the symbol i

for
√−1. The real or imaginary part of a complex number is indicated by the operators Re or Im,

respectively.

Definitions of variables:
x, y, z : Cartesian coordinate system.
r , z, θ : Polar coordinate system.
R, θ , ϕ : Spherical coordinate system (note that r2 + z2 = R2).
ω : Angular frequency, radians per second.
μ0 : Magnetic permeability.
ε : Dielectric permittivity.
ρj , σj : Resistivity, conductivity of unit j .
m : Separation variable, inverse distance.

kj =
√

iωμ0σj + ω2μ0ε ≈ √
iωμ0σj = G + iG, G = √

iωμ0σj/2: Wave number.

nj =
√

n2
0 + k2

j : Spatial frequency-domain wave number for medium i.

n0 =
√

k2
x + k2

y .

kx and ky : Spatial frequencies.
J0(n0r), J1(n0r) : Bessel’s functions of the first kind of the orders 1 and 2 for the argument (n0r).
IM : Source moment of a dipole.
τ = √

2πt/σj × 103.5 : Electrical distance in the time domain.

(x) : Error function of the argument x.
I0

(
kj r

)
, I1

(
kj r

)
, K0

(
kj r

)
, K1

(
kj r

)
: Bessel’s functions of the second kind of orders 0 and 1 for

the argument (kj r).
E : Electric field, either vector or scalar component, as indicated by a bold letter or subscript.
e : The spatial spectrums of the electric field, either vector or scalar component as indicated by a

bold letter or subscript.
D : Electric displacement field, either vector or scalar component, as indicated by a bold letter or

subscript.
B : Magnetic induction, either vector or scalar component, as indicated by a bold letter or subscript.
H : Magnetic field, either vector or scalar component, as indicated by a bold letter or subscript.
h : The spatial spectrums of the magnetic field, either vector or scalar component, as indicated by a

bold letter or subscript.
j : Current density, either vector or scalar component, as indicated by a bold letter or subscript.
Q, q : Charge, charge density.

Foundations of Geophysical Electromagnetic Theory and Methods. DOI: 10.1016/B978-0-44-463890-8.00032-3
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742 APPENDIX D MATHEMATICAL NOTATIONS

ĜH

(
r | r′) : Magnetic Green’s tensor.

ĜE

(
r | r′) : Electric Green’s tensor.

Zij : Impedance, ohms, specifically in the equation Ei = ZijHi .
Tij : Transfer function, defined by a linear correlation between two vector quantities which are

expressed by the same units: H
(1)
i = TijH

(2)
j , where the magnetic excitation at locations (1) and (2)

are linearly correlated.
U : Electric potential, volts.
u : The spatial spectrums of the electric potential.
V : Voltage, or difference in electric potential between two points.
W : Work of a vector field along the curve.
ϕ
(1)

: Differential 1-form.

ψ
(2)

: Differential 2-form.

θ
(3)

: Differential 3-form.

EMF : Electromotive force, or voltage appearing at the output of an induction coil.
R : Layered earth correction factor developed from the boundary condition requiring continuity of

the vertical component of current density in a horizontally stratified geoelectric structure.
R∗ : Layered earth correction factor developed from the boundary condition requiring continuity

of the horizontal component of magnetic excitation in a horizontally stratified geoelectric structure.
R0

N = limω→0 R : Layered earth correction factor for DC behavior for N layers.
R∗

N = limr→0 R∗ : Layered earth correction factor for a vertically traveling plane electromagnetic
wave (the magnetotelluric assumption) for N layers.

p : Moment of a current dipole source, measured as the product of length, L, and current, I .
Ŷ : Admittance, or the inverse impedance, Hi = YijEj .
A, B : Current injection points.
M , N : Points at which potential is measured.
O , P : Midpoints of AB or MN electrode pairs, respectively.
ϕ(m) : Misfit functional of some model m.
s(m) : Stabilizing functional of some model m.
P α(m,d) : Tikhonov parametric functional of some model m and data vector d.

α : Regularization parameter.



E
APPENDIX

DEFINITION OF FIELDS AND UNITS

We use the definitions of fields and units as set forth by Sommerfeld (1952). We describe the physical
universe with four fundamental units; the meter (M), kilogram (K), second (S), and coulomb (Q).

Maxwell’s equations comprise a unified description of electromagnetic field phenomena in terms of
current density, electric flux density, and magnetic flux density. We follow Sommerfeld’s nomenclature
in naming various simplified versions of Maxwell’s equations; static, stationary, quasi-stationary, and
rapidly varying (nonstationary) fields.

For static behavior, we take ∂B/∂t , ∂D/∂t , ∂q/∂t , j ≡ 0. The electric and magnetic fields are
uncoupled. Electrostatic and magnetostatic fields are uncoupled and must be treated separately.

In stationary behavior, we still consider the three time derivatives to be zero but current can flow
in regions with non-zero conductivity. There can be no charge resident within the conductive regions.
The electric field must satisfy the equation curlE = 0, but curlH = 0 only outside the regions in which
current flows.

In the quasi-stationary regime, fields are determined as in the stationary regime but we take into
account their time dependence in a first approximation. In this approximation, solutions to Maxwell’s
equation resemble diffusion processes.

For convenience, Table E.1 shows the dimensions of the different physical quantities in m.k.s. units,
while Table E.2 gives the numerical relationships of Gaussian units to m.k.s. units.

Foundations of Geophysical Electromagnetic Theory and Methods. DOI: 10.1016/B978-0-44-463890-8.00033-5
Copyright © 2018 Elsevier B.V. All rights reserved.
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Table E.1 Dimensions of the different physical quantities in m.k.s. units

Quantity Symbol Dimensions m.k.s. unit
Force F MLT −2 Newton (N)

Energy � ML2T −2 Joule (J)
Power P ML2T −3 Watt (W)

Charge Q Q Coulomb (C)

Current I T −1Q Ampere (A)

Charge density q L−3Q Coulomb/cubic meter
Current density j L−2T −1Q Ampere/square meter

Resistance R ML2T −1Q−2 Ohm (�)

Conductivity σ M−1L−3T Q2 Siemens/meter
Electric potential U ML2T −2Q−1 Volt (V)

Electric field E MLT −2Q−1 Volt/meter

Capacitance C M−1L−2T 2Q2 Farad (F)

Electric displacement D L−2Q Coulomb/square meter
Inductive capacity c M−1L−3T 2Q2 Farad/meter
Electric dipole moment p LQ Coulomb-meter

Magnetic flux � ML2T −1Q−1 Weber (Wb)
Magnetic induction B MT −1Q−1 Tesla (T) = Weber/square meter

Magnetomotive force m.m.f. T −1Q Ampere-turn

Magnetic field H L−1T −1Q Ampere/meter
Inductance L ML2Q−2 Henry (H)

Permeability μ MLQ−2 Henry/meter

Magnetic dipole moment M L2T −1Q Ampere-square meter

Table E.2 Numerical relationships of Gaussian units to m.k.s. units

Quantity Symbol Gaussian unit* m.k.s. unit
Capacitance C 9 × 1011 cm (esu/statvolt) = 1 F

Charge Q 3 × 109 esu = 1 C

Conductivity σ 3 × 109 s−1 = 1 (�·m)−1

Current I 3 × 109 esu/s (= 10−1 abamp) = 1 A
Electric displacement D 12π × 105 dyne/esu = 1 C/m2

Electric field E 1/3 × 10−4 dyne/esu = 1 V/m
Energy � 107 erg = 1 J

Force F 105 dyne = 1 N

Inductance L 1/9 × 10−11 s2/cm = 1 H
Magnetic flux � 108 maxwell = 1 Wb

Magnetic induction B 104 gauss = 1 T

Magnetic field H 4π × 103 oersted (gauss) = 1 A/m
Potential U 1/300 erg/esu = 1 V

Resistance R 1/9 × 10−11 s2/cm (statvolt·s/esu) = 1 �

* The factor 3 (9 = 32) in the conversions comes from the velocity of light, c ∼= 3 × 108 m/s. For
greater accuracy, use 2.9979 instead of 3.
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337, 340, 341, 345
Electromagnetic modeling, xxviii, 202, 213, 240, 242,

254, 586
Electromagnetic parameters, 75, 241, 245, 401
Electromagnetic potentials, 62, 121, 122, 243–245,

251, 254
Electromagnetic sounding

frequency domain, 587, 594
time domain, 597

Electromagnetic waves, 58, 59, 65, 76, 116, 118–120,
427, 505, 633

Electromagnetism, basic laws of, 58, 59, 61
Electrostatic, 93–98, 100
Electrostatic fields, 38, 93–96, 98
Elementary source, 19, 47, 49, 82, 713, 714, 724
Ellipsoidal grains, 470, 475, 476, 478, 480, 484
EMScope project, 684
EMT, see Effective-medium theory
Energy flow, 76–78, 80, 81, 130, 204, 220
Energy inequality, 76, 79, 82, 204, 205, 211

for anomalous field, 204
in frequency domain, 81
in time domain, 79

Equipotential surfaces, 94–97, 107, 112
Euclidean space, 271, 719, 720, 727, 735
Euler’s formula, 73
Exterior derivative, 24
Exterior product, 21, 22, 25, 714, 715, 717–719, 721,

722, 729

F
Faraday’s law, xxv, 61, 63
Field generation, 27
Field (see also Electric, Magnetic, Electromagnetic), 5

electric, 59
magnetic, 4–6, 59

Finite difference method, 245
Finite element method, 254

edge-based, 257
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Fixed ocean bottom receivers, 638
Focusing

inversion, 279, 568
parameter, 569

Forward modeling, xxxii, 202, 211, 214, 217, 227,
240, 290, 314, 317, 347, 482, 487, 488,
578, 581

Forward modeling operator, 290, 291, 293, 313, 483,
485, 643, 678

Forward modeling solutions, 227, 309, 313, 314, 487,
578, 581

Forward problem, 233, 269, 273, 312, 314, 578, 581,
605

Four-current, 49, 50, 60
Four-potential, 48
Fréchet derivative

of electromagnetic field for 2-D models, 208
of electromagnetic field for 3-D models, 213, 308

Fréchet derivatives, 311, 314, 486–488, 573, 577–579,
581, 631, 658, 678, 679, 684

Fréchet differential
of electromagnetic field for 2-D models, 208
of electromagnetic field for 3-D models, 214

Frequency domain, 75, 81, 83, 150, 187, 192, 198,
199, 213, 301, 318, 323, 344, 456, 457,
593, 594, 607

Frequency windows, 144
Function

differentiable, 32, 35, 721–723, 727, 729
discretized, 246, 249, 253, 333, 334

Functional
parametric, 281, 292
stabilizing, 276, 277

minimum gradient support, 277, 278
minimum support, 278

G
Galerkin method, 254
Gauss’s

law, 65
theorem, 14, 33, 66, 69

Gauss’s theorem, vector form of, 14, 15, 46
GDS, see Geomagnetic deep sounding
GEMTIP model, 470, 485, 487, 488, 693, 696
Generalized effective-medium theory

of induced polarization (GEMTIP), 374, 488
of multiphase rocks, 382

Geoelectrical model, xxxi, 203, 205, 208, 221, 222,
233, 236, 269, 291, 310, 340, 453, 486,
586, 686–688

Geomagnetic deep sounding, 529, 559
Geomagnetic variations, 496, 497, 515
Geometric factor, 443
GF, see Green’s function
Gradient, 3, 8, 10–13, 15, 17, 18, 24, 26, 30, 38, 39,

44, 45, 49, 109, 277, 373, 643, 644
Gradient directions, 314, 345–347, 487, 578, 581, 653
Grains, 370, 373, 374, 382, 383, 385, 387–389, 412,

462–465, 467, 469, 470, 474, 479, 480, 484
Green’s formulas, 3, 17, 18, 208, 321
Green’s function, 17, 41–43, 82, 206–208, 221, 250,

320–322
for electromagnetic field, 82, 206
for Laplace equation, 41

Green’s tensors, 82, 83
Ground, xxvii, xxxi, 105, 403, 405, 407, 409, 412, 440,

442, 448, 450, 454, 455, 587, 588, 664–666
Grounding resistance, 407–409
Grounding structures, 405, 409

H
H Polarization, 528
Harmonic functions, 28, 29, 31, 73
Heaviside function, 188, 189, 193, 194, 612, 637
Helmholtz equations, 82, 114, 116, 122, 124, 167
Helmholtz theorem, 46
Horizontal components, 135, 137, 148, 158, 172, 179,

217, 416, 503, 519, 520, 522, 545, 563,
665, 666, 677

I
IBC, 221–226, 310, 311, 650
Ill-posed problem, 270, 275
Impedance, 138–144, 182, 183, 417, 505, 513, 518,

523, 524, 531, 533, 541, 548, 560, 564,
565, 573–576, 590

Impedance ratios, 169, 172, 176, 177, 521
Induced Polarization (IP), 454, 455, 462
Induced polarization methods, 356, 441
Induction magnetic field, 59
Induction vectors, 520, 532, 533, 539, 546, 677
Inhomogeneous background, 224, 225, 650
Inhomogeneous background conductivity, see IBC
Inhomogeneous domain, 211, 227, 228, 311
Inhomogeneous media, 227, 302, 482, 488
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Inhomogeneous region, 206, 207, 242, 526
Inner product, 720
Integral equation method, 206, 214, 240, 249, 514

for electromagnetic field, 211
two-dimensional, 207

Integral equations, xxxii, 202, 203, 207, 210, 211, 213,
217–219, 221, 224–226, 229, 230, 247,
251, 290, 482, 483, 609, 670, 671

Inverse models, 278, 279, 567, 569, 644, 647, 648, 707
Inverse problem solution, 227, 272, 276
Inverse problems, xxx, 227, 269–272, 275, 280, 282,

291, 292, 295, 297, 302, 303, 307, 482,
483, 485, 567, 617, 618

ill-posed, xxxii, 271, 275, 567, 568, 606, 643, 653
Inversion

joint, 573, 574
nonlinear regularized least-squares, 305

Inversion algorithm, 314, 347, 559, 578, 579, 618,
645, 646

Inversion domain, 482, 650, 655, 684, 704
Inversion of airborne electromagnetic data, 664
Inversion result, 645–647, 698, 708
Ion concentrations, 373, 374, 399, 411
Iteration step, 306, 314, 482, 486, 487, 578, 581, 619,

653

J
Josephson junction, 418

K
Khibini experiment, 690

L
L-curve method, 285
Laplace’s equation, 28, 39, 41, 47, 92, 95, 101, 110,

150
Laplacian

field, 47
operator, 10

Layered earth, xxix, xxxi, 154, 159, 172, 173, 176,
453, 512, 521, 522, 524, 586, 587, 591, 669

Layered-earth correction factor, 138, 139, 152–159,
163, 164, 505, 509, 596

DC, 153–156, 163, 164
plane wave, 138, 152

Least-squares method, 534
inversion, 303
regularized nonlinear, 302

Levenberg-Marquardt method, 297
Linear functions, 20, 21, 255, 714
Linear inversion, 290, 292
Linear relationships, 235, 354, 515, 519, 520, 533,

534, 536, 538, 541, 542, 544, 559, 566
Liouville’s theorem, 28
Lipskaya-Vanyan formulas, 168
Local domain, 43–45, 203
Localized nonlinear (LN) approximation, 228, 237
Localized quasi-linear (LQL) approximation, 238
Lorentz gauge, 122
Lorentz lemma, 84
LOTEM method, 621
Low frequencies, 140, 142, 143, 227, 228, 409, 410,

423–426, 431, 497, 510, 524, 550, 554,
592, 633, 635, 636

M
Macroanisotropy, 392
Magnetic charges, 53, 61, 65
Magnetic currents, 87, 213, 342, 345
Magnetic dipole, vertical-axis, 181, 182, 195, 612
Magnetic dipole source, 186, 193, 195, 196, 588, 590,

612, 637
Magnetic field, 38, 52, 62, 63, 65
Magnetic fields

ambient, 416–418, 422, 426, 427
static, 101, 102, 601, 603, 606

Magnetic flux, 54, 57, 58, 63, 121, 195, 418, 421, 422
Magnetic induction, 72, 357, 417, 588, 593
Magnetic micropulsations, 500
Magnetic storms, 498, 502, 503
Magnetic substorms, 503
Magnetite, 363, 364, 380, 381
Magnetometers, 416, 418, 422, 425

flux-gate, 417
induction, 422
magnetic balance, 416
optical pumping, 425–427
SQUID, 418, 422

Magnetosphere, xxxi, 499, 503, 516, 527
Magnetotelluric, xxxi, 140, 505, 506, 509–517, 521,

533, 534, 538, 539, 541, 546, 550–552,
555–557, 565, 586, 587, 606, 626

impedance, 565, 566
inversion

regularized smooth and focusing, 567
matrices, 518, 519, 534, 536, 540
method, 565
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operators, 514, 518
phase tensor, 580
transfer functions, 520

Magnetotelluric field, 497, 504, 505, 513–516, 520,
529, 532, 533, 536, 540

Magnetotelluric inversion, 566
Magnetotelluric matrix, 518, 520, 539–541
Magnetotelluric sounding, 140, 395, 496, 505, 506,

509, 511, 513, 514, 516, 521, 529, 530,
550–552, 555–557, 586, 587, 606, 632, 633

Magnetovariational methods, 532, 533, 679
Magnetovariational sounding, 532
Marine

controlled-source electromagnetic surveys, 638
electromagnetic exploration, 626

deep water, 632
shallow water, 631

magnetotelluric (MT) method, 626, 705
towed streamer EM surveys, 652, 701

Material property tensor, 311, 312, 386–389, 463,
465–467

Maxwell’s equations, xxxii, 52, 53, 58, 59, 61, 62,
67–69, 72, 74, 75, 77, 82–85, 92, 93, 129,
130, 202–204, 241, 245, 246, 527, 528

in differential forms, 61
in frequency domain, 75
in homogeneous isotropic domain, 72
including extrinsic currents and charges, 67

Medium
effective, 384, 463
layered, 138, 151, 152, 168, 169, 175, 505
stratified, 134, 145, 148, 163, 165, 181–183, 187,

199, 525
MHD generators, 402
Migration, 320, 322, 324–326, 328, 330, 331, 334,

336, 341, 342, 344–347, 414
by digital filter, 328
by finite difference

2-D, 333
3-D, 334

by integral transformation, 321
by spectral transformation, 324
field, 320
finite difference, 334, 336
imaging condition

general, 345
in frequency domain, 337
in time domain, 340

in frequency domain, 325
in time domain, 319, 341
iterative, 345
operator, 326

Migration field, 318–320, 323, 324, 331, 334, 336,
337, 340–342, 344, 345, 347

Migration transformation, 322, 324, 325, 330, 331,
343, 347

Mineralization, 462, 480, 488, 693, 696, 697
Minerals, 289, 355, 357, 363, 366, 375–377, 381, 382,

390, 401, 440, 458, 459, 461, 462, 470,
488, 489, 693–695

Minimization problem, 229, 238, 239, 298, 300–302,
306, 314, 570

Misfit, 272, 274, 279, 281, 282, 284, 285, 295,
303–305, 307, 308, 314, 340, 346, 483,
567, 568, 654, 655, 671

condition, 285, 307
functional, 281, 282

Modeling, 87, 202, 221, 240, 249, 273, 382, 482, 579,
586, 663, 664, 669

Modeling region, 240, 242, 244, 254, 256
Models

composite, 382–385, 462, 463, 468, 470, 473, 480
mathematical, 270, 462, 722
relaxation, 462, 470, 481, 488
two-dimensional, 205, 206, 291, 527, 528, 546, 554

Monochromatic field, 73
Moving sensitivity domain, 655, 664, 669
Moving sensitivity domain, see MSD
MSD, 653, 655, 664, 669, 684
MT curves, 508, 551, 552
MTEM method, 621
MTS, see Magnetotelluric sounding
MTS curves, 549, 554, 558

N
Newton method, 304

regularized, 305
Niblett-Bostick transform, 556
Nonlinear inversion, 302, 570
Norm of the vector, 719

O
Oceans, properties of, 396
Ohm’s law, xxiii, 66, 354
Operator, 9–11, 24, 26, 74, 211, 270, 272, 276,

280–282, 303, 314, 474, 515, 517, 518, 730
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P
Parameterizations, nonlinear, 570–573
Parameters, relaxation, 470, 479, 484, 696
Permeability, 59, 357
Permittivity, 59, 355
Phase difference, 420–422, 457, 641, 675
Phase front, 119, 128
Phase fronts, 118, 119, 128, 186, 340
Phase velocity, 119
Plane electromagnetic wave, 118, 134, 135
Plane wave, 76, 115, 117, 119, 128, 129, 134, 135,

165, 186, 197, 504, 505, 521, 565, 675,
677, 678

Plane wave propagation, 151
Poincare’s lemma, 729
Point source, 40, 41, 99, 100, 103–105, 147–152, 159,

161, 163, 164, 168
Poisson’s equation, 39, 41, 42, 95, 97, 101, 102
Polarizability, 356
Pore spaces, 366, 367, 369, 371, 372, 374, 440, 454
Poynting’s theorem, 76, 77

differential form, 77
for anomalous field, 204
integral form, 78

Poynting’s vector
differential form, 77

Preconditioned
matrix equation, 220

Price-Sheinman thin-film model, 611
Price’s equation, 612
Principle of fields superposition, 47
Probability integral function, 191
Product, inner, 254–256, 260

Q
QA approximation, 231–233, 236, 314
QL approximation, 229, 234, 238, 311, 385–387, 465
Quasi-analytical (QA) approximation, 231

for 2-D electromagnetic field, 236
with a variable background conductivity (QLVB),

234, 235
Quasi-analytical (QA) inversion, 312
Quasi-Born (QB) approximation, 234, 310
Quasi-linear inversion, 311

localized, 312
Quasi-linear (QL) approximation, 229
Quasi-solution, 271, 272, 292, 303
Quasi-solution of the inverse problem, 271

Quasi-stationary field, 92, 112, 113

R
Radius vector, 65, 95, 97, 100, 104, 123, 127, 129,

182, 299, 450, 514, 518, 531, 592
RCG, see Regularized conjugate gradient
Receiver coils, 620, 665, 668
Reciprocity relations, 83, 84, 87
Reflectivity

coefficient, 230
tensor, 228

Regularization
adaptive, 305, 308
algorithm, 275
parameter, 275, 282, 285, 307

Regularized conjugate gradient, 308, 314, 340, 345,
482, 483, 485, 568, 570, 571, 573, 581,
653, 654, 678, 707

Regularizing operators, 276
Remote reference method, 541
Resistance, 66
Resistivity

bulk, 371, 382
effective, 472, 474, 479–481, 484
values of, 109, 120, 363, 392, 412, 586

Resistivity models, 694, 700, 704, 707
Resistivity profile, 394, 448, 506, 591
Resistivity-depth profile, 394, 507, 558, 559
Robust estimation method, 542

S
S-inversion, 617, 619, 669
S-inversion method, 617
Scalar components, 6–8, 10, 31, 32, 35, 39, 43, 47,

122, 147, 258, 320, 338, 412, 532, 654, 655
Scalar equations, 43, 59, 116, 231, 235, 471
Scalar field, 5, 8, 10–15, 17, 18, 30, 31, 38, 39, 42, 43,

45, 48, 49, 724, 730, 733
Scalar flux, 13–16, 18, 19, 33–35, 49, 66, 724, 725,

733
Scalar function, 21, 48, 122, 231, 468–470, 713, 724,

725, 728
Scalar potential, 45, 93, 96
Schlumberger array, 443
Sea surface, 653, 656, 658
Seawater, 625–627, 629, 630, 632, 635, 637, 638, 645
Sensitivity, 214

integrated, 209, 216, 294
of electromagnetic data, 209
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Sensitivity domain, 656, 658, 664, 669, 684, 698
Signals, 190, 197, 319, 337, 419, 429–437, 440, 505,

589, 601, 608, 609, 664, 672, 673, 689
Skin depth, 120, 187, 198, 261, 506, 507, 509, 633
Solution, electrolytic, 368, 371, 373, 382
Sommerfeld radiation conditions, 77
Source dipole, 162, 174, 175, 182, 187, 451, 588, 597,

601
Source electrodes, 106, 107, 110, 112, 441, 448, 606
Source field, 37, 38, 44–46, 227, 505
Source of a vector field, 32, 34
Space

entire, 28–32, 37–39, 79, 131, 270
multidimensional, 26, 713, 722, 727, 729, 734, 735

Spatial spectrums, 145–147, 150, 158, 167, 168,
170–175, 183, 413, 521, 522, 613

Spectral characteristic, 325, 328, 330, 331
Spectral impedance, 172, 176, 522, 524, 564, 613
Spectrum, 146–148, 150–152, 158, 175–178, 182,

183, 189, 323, 324, 331, 332, 338, 431,
433, 500, 501, 522, 523, 534, 614

Staggered grid, 246
Static field, 93, 97, 98
Static shift, 549
Stations, 532, 541, 559, 620, 672, 673, 684, 690
Steepest descent method, 303

regularized, 304
Stefan-Boltzmann law, 361
Stokes’s theorem, 16
Surface depolarization tensors, 465, 470, 476, 478,

480, 484
Surface integrals, 13, 253, 256, 474

T
Tangential components, 70–72, 96, 127, 129, 165, 166,

258, 611
Telluric currents, 497
Thin layer, 391, 610, 631, 633
Tikhonov regularization, xxx, 275, 281, 292
Tikhonov-Cagniard

formula, 506
impedance, 513, 524, 532, 555
model, 505

Tikhonov-Dmitriev thin-film model, 610
Time constant, 379, 479, 481, 487, 696
Time coordinates, 27, 48, 49, 722, 724
Time-domain parameter, 191, 192, 198

Tipper, 520, 539
Transfer functions, 520, 532–534, 559, 566, 579
Transmissions, 426, 433, 434, 689
Transmitter, 192, 312, 318, 458, 586, 587, 589, 591,

592, 601, 602, 620, 621, 638, 639, 641,
642, 649, 655, 656, 664–667, 673, 674

ground-based, 672
Transmitter-receiver pairs, 621, 653, 664–666, 669
Triangle inequality, 720

U
UTEM method, 620

V
Vector element, 12, 18, 35, 49, 54
Vector equation, 59, 116, 231, 234, 235
Vector fields, complex, 74, 75, 113
Vector flux, 14, 16, 17, 64, 69, 734
Vector potential, 46, 101
Vertical electric sounding (VES), 440, 441
Very low frequencies, 356, 358, 379, 672, 674
VLF, see Very low frequencies
Voltage, xxiii, xxxii, 60, 66, 67, 93, 94, 354, 356, 357,

373, 404, 405, 407, 409–412, 422, 429,
442, 443, 592, 593, 600

Volume density, 32–35, 37–40, 46, 514, 724
Volume depolarization tensor, 389, 465, 472, 474, 475,

479
Vortex field, 38
Vortex of a vector field, 32, 36

W
Wave equation, 91, 130
Wave impedance, 136, 138, 140, 141, 143
Wave length, 119, 120, 128
Wave number, 114, 357, 358
Well-posed problem, 270
Wiese-Parkinson

relationship, 520
vector, 520, 535, 539

Wiese-Parkinson vector, 520, 535, 537, 539, 546

Z
Z-axis Tipper Electromagnetic, see ZTEM
Zone, far, 129, 186, 187, 192, 195, 197, 594
ZTEM, 672, 676–679
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