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Preface 

Petroleum exploration in frontier to developing 
regions is model driven, whether the model is 

comprised of ideas in a geoscientist's head, or of 
results of numerical simulations investigating 

several scenarios that test the boundaries of 

possibility. Modelling is a valuable process of risk 
reduction in exploration prospectivity assessment, 
and an area which has significant room for risk 

reduction in new technologies, or in better practices 

with existing technologies. 

The impact of basin modelling on the exploration 
business is on risking source effectiveness, and by 

providing the timing framework for petroleum 
generation, migration and reservoir/trap formation. 

The reconstruction of the geological evolution of a 
sedimentary basin, and numerical quantification of 

this information, is now considered to add value. 

Insight into the development and understanding of 

a basin that develops during a basin modelling 
study provides as much value as the final numerical 
results. 

The objective of this volume is to focus for the 

first time on the application of basin modelling 

tools to real problems, and to share experiences as 
to which techniques have worked and which have 

not. With great regret we have had to reject several 

excellent contributions related to other themes in 
order to adhere to this concept. We have striven for 

a balance between how greater understanding of 

some of the processes and parameters could affect 
model results, and the application of software and 

techniques to solve particular questions posed 

about different basins. Although the contents of this 
volume do not reflect this as we would have 

wished, all the papers make a valuable contribution 
to the future of basin modelling. 

In the vanguard, Waples rises to the unenviable 

task of providing a keynote paper entitled 'Basin 
modelling: how well have we done?'. This reflec- 

tive analysis demonstrates the foundation of our 
present level of understanding, and outlines areas 

where we should venture forth. 

Some of the basic concepts of basin modelling 
that have fallen into general acceptance over the 

past two decades are fundamentally challenged by 

the papers in this volume. Giles et al. revisit 
the concepts employed for calculating compaction, 
and their incorporation of physical, thermal and 

chemical processes into a more realistic behaviom" 

is highly illuminating. Similarly, Okui  et al. 

quantified hydrocarbon expulsion from shale 
source rocks as a function of porosity and per- 

meability in the laboratory. From this they derived 
an expulsion model that is more representative of 

argillaceous rocks, rather than the typical values 

normally used for saturation thresholds, originally 
derived from reservoir rocks. These fundamental 

changes in our understanding of the real physical 
processes have important connotations for the 

results of our basin simulations in terms of 

pressure, temperature, maturity and phase of hydro- 
carbons produced from the source rock. 

The enigma of overpressure formation is 
elucidated by Waples & Couples, who eloquently 

clarify the interactions of rock properties with the 

sensitive rate-determining processes that take place 
during compaction. Tokunaga et al. quantified 

these rate-controlling dynamic shale rock prop- 
erties in the laboratory and investigated their effects 

on the physical processes by numerical modelling. 
The overpressure theme is continued with Darby et 

al.'s paper on pressure simulation in 1D and 2D 

simulations. Throndsen & Wangen, also take up 
the question of our level of understanding of the 3D 

volume when our problems are simply constructed 

in one or two dimensions. Their three-dimensional 
simulator examples indicate the importance of 

modelling the system as a whole. 
The importance of truly integrated multidisci- 

plinary projects that represent the vital technical 

core of exploration decisions is demonstrated in the 

application papers by Symington et al., Ho et al., 

Hegre et al., Shegg & Leu and Archard et al. 

Arehard et al. assess uplift using a variety of 

techniques in a very complex basin history. The 

uplift and erosion analysis theme is shown to be 
crucial to assessing geothermal gradients and tem- 

perature histories in a compressive tectonic regime 
by Sehegg & Leu. Both Archard et al. and Shegg 

& Leu describe pragmatic approaches that use 
various datasets to determine the same unknown 

parameters, and handle the uncertainties in their 

data and techniques. Hegre et al. present an 

attractive set of pyrolysis data that show an 
unexpected variability. Their problem is typical of 
that of the modeller in that several explanations 

might be valid, but which one is true? Symington 

et al. present an excellent example of an integrated 

multidisciplinary approach to date and quantify trap 
charge from the kitchen regions. The strength of 

their analysis is in the verification of the predictions 
from their 2D and 3D simulators using a wide 

variety of data types. 

The reflective vein of the volume is continued by 
Ito et al. who report a comparative study of pre- 

drilling and post-drilling maturity predictions and 

results. They show how well they did in the early 
1980s, using seismic velocities to predict thermal 
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conductivity for their models, compared with the 

results using the more sophisticated software of the 

1990s. Their approach shows the importance of 
information within the actual seismic data on which 

we base our models. 
Rather than providing a unique solution, basin 

modelling allows investigation of a range of 
geological models and hypotheses and the selection 

of the most likely. The importance of sensitivity 

analysis and recognition of uncertainty in input 
datasets is highlighted by Thomsen, using a 

probabilistic technique, and by Gal lagher  & 
Morrow using numerical inversion techniques to 

constrain heat flow histories. So, how well can we 

do most of the time? 
What remains clear from this volume is that 

modelling will continue to evolve as a joint effort 

between technological advances in the data 
acquisition, model building and simulation soft- 

ware, along with more rigorous quantification and 
understanding of the thermodynamics of the rock 

and fluid properties. We are rapidly approaching 
the age of true three-dimensional models, where we 

will likely discover new sets of interdependencies, 

new uncertainties to unrave l -  in particularly 
around fluid migration, and new calibrants for our 

models. 
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Basin modelling: how well have we done? 

D. W. WAPLES 

Consultant, 9299 William Cody Drive, Evergreen, CO, 80439 USA 

Abstract:  Model developers have been highly successful in building usable, useful, and reliable 
one-dimensional models, and in convincing explorationists to use them. Development of 
convenient, universal software played an instrumental role in the acceptance of 1-D modelling. 
The remaining weaknesses in technology and training, while serious, can be resolved through a 
few years of intensive work in certain specific areas. 2-D and 3-D fluid-flow modelling, in 
contrast, finds itself today largely in the position occupied by 1-D modelling more than a decade 
ago. The concept of fluid-flow modelling has not yet been adequately sold to explorationists, 
mainly because existing software is often inadequate to meet the real needs of exploration 
personnel. Development of appropriate software will probably have to precede widespread 
popularization of fluid-flow modelling. To improve existing software, two major areas must be 
addressed: (1) making models more comprehensive by including all relevant geologic 
phenomena, and (2) making software easier to use. 

The general topic of basin modelling includes both 

1-D modelling (often called maturity modelling) 

and 2-D and 3-D fluid-flow modelling (sometimes 

itself called basin modelling). Both types of 

modelling are in some senses like the mythical 

monster Hydra, in which dangerous new heads 

grow as fast as old ones can be cut off. Over the 

past decade - -  but principally during the past five 

years - -  we have solved some important problems 

in maturity and fluid-flow modelling. However, the 

solutions to old problems have often uncovered 

additional hitherto-unrecognized issues, often of 

equal importance. This paper will discuss both 

those heads that we have succeeded in lopping off, 

and the new ones growing from the old roots. 

The discussion is divided into four parts. The 

first two discuss the successes and the remaining 

problems in 1-D (maturity) modelling. The 

remaining two parts discuss 2-D or 3-D modelling 

carried out for the additional purpose of studying 

pressure and fluid flow (particularly hydrocarbon 

migration). 

Maturity modelling and fluid-flow modelling 

share a common foundation, in that the kinetics of 

hydrocarbon generation, the expulsion model, and 

most of the geologic framework used in 1-D model- 

ling are the same as those used in 2-D models. 

Furthermore, except for lateral heat transfer by 

convection or diffraction, the thermal regimes in 

1-D and 2-D models are the same. Finally, the 

optimization sequence in 2-D modelling can 

depend heavily on 1-D optimization. 

As a result of this common heritage, much of the 

technology within 2-D models can be discussed 

adequately using examples from 1-D models. I will 

therefore begin with 1-D (maturity) models, and 

will only discuss the same phenomena in 2-D or 

3-D models when the change from 1-D to multiple 

dimensions makes a difference. 

The views expressed in this paper should be 

taken as my personal opinions, rather than as 

dogma or absolute truth. Where my observations 

seem correct, I hope they will stimulate further 

research and development. Where they appear 

wrong, I hope they will stimulate discussion that 

will eventually clarify those issues for everyone. 

1-D (ma tu r i ty )  mode l l i ng :  s u c c e s s e s  

Development of  maturity models 

The development of Tissot's kinetic model (1969) 

and Lopatin's TTI model (1971), and the latter's 

popularization in the West and among explor- 

ationists (Waples 1980), represented important 

initial steps in uniting chemical and geochemical 

technology with geology. The ability to predict 

maturity and hydrocarbon generation provided 

geologists with powerful new tools for geologic 

analysis. For example, the requirements of both 

methods that the burial and thermal history of a 

section be properly reconstructed forced geologists 

to think of time as a dynamic quantity, and to 

address geologic history as a series of events from 

past to present. 

Subsequent applications of maturity modelling 

have emphasized the need to use measured data 

such as temperatures and maturity values (e.g. Ro) 

to calibrate the thermal history in order to improve 

the quality of predictions from the model. The 

WAPLES, D. W. 1998. Basin modelling: how well have we done?. In: DUPPENBECKER, S. J. & ILIFFE, J. E. (eds) 
Basin Modelling: Practice and Progress. Geological Society, London, Special Publications, 141, 1-14. 



2 D.W. WAPLES 

recognition that our first guesses about thermal and 
erosional history are likely to be highly uncertain 

- -  and even sometimes greatly in error - -  was an 

important step in learning how to reconstruct 
geologic histories with confidence. It also provided 

a sobering realization about the poor quality of our 
knowledge in most situations. 

published by Tissot et al. 1987; Burnham 1989; 
Burnham & Braun 1990; Sweeney & Burnham 

1990) has improved our ability to model Ro change 
and hydrocarbon generation. The recent emphasis 

on 'personalized kinetics' (discussed later) holds 

promise to make kinetic models even more 
powerful and accurate. 

Development of sophisticated software 

One of the most important advances in 1-D maturity 

modelling has been the development in the late 
1980s of excellent PC-based software products that 

permit modelling to be carried out quickly and 

conveniently, even by non-specialists. In particular, 
computer modelling permits one to run multiple 

scenarios easily, thus promoting the use of 
sensitivity analysis and proper optimization. 
Computer-based modelling also permits use of 

sophisticated algorithms that would not be possible 

without a computer, such as kinetic modelling of 
vitrinite reflectance or hydrocarbon generation, or 

use of the heat flow/conductivity method instead of 
geothermal gradients. The importance for 1-D 

maturity modelling of computers and the software 
that drives them can hardly be over-estimated. 

Replacement of 777 models with kinetic 

models 

For many years TTI models (Lopatin 1971 ; Waples 

1980) were more popular among explorationists 
than were kinetic models. The popularity was 

probably due to a number of factors, including: 

(1) earlier promotion of the TTI method within 

exploration environments; 

(2) the ability to execute TTI modelling by hand, in 
an era when computers and software were often 
not available for carrying out those calcu- 

lations; and 

(3) in the early days the more-graphical nature of 

input and output for the TTI models that made 
conceptualization easier for geologists. 

Nevertheless, in spite of the great benefits 
accrued as geologists learned to use 1-D maturity 

models as a routine tool in geological evaluations, 

the technical details of the TTI method are weak. 
The kinetic function used in the TTI model is 

demonstrably inferior to that used in kinetic 
models. Furthermore, with the advent of personal 

computers and excellent software for maturity 

modelling, there are no longer any advantages in 

most companies in using the TTI method. The 

replacement of the TTI method in recent years by 
standard kinetic models for vitrinite-reflectance 

change and for hydrocarbon generation (e.g. those 

Growth in popularity of the heat 

flow~conductivity method 

As 1-D maturity modelling has become more 

commonplace, the weaknesses of the geothermal- 
gradient method inherited from TTI modelling have 

became increasingly apparent. Before computeriz- 

ation, use of geothermal gradients was a necessity, 

but once computers took over the calculations, 
geothermal gradients had very few advantages. 

Real geothermal gradients are normally non-linear, 
a characteristic that cannot be captured easily using 

the geothermal-gradient method. Most  workers 

today use heat flows and conductivities, which 
much more closely simulate a realistic cause- 
and-effect relationship between geological events 

(e.g. deposition, erosion, tectonism) and temper- 

ature. 
Use of heat flows has allowed us to try to link 

thermal histories to tectonic events, since many 
such events are related to changes in heat flow. 

Thus the use of heat flow is fundamental in 

building models that mimic reality and are 

maximally predictive. Geothermal gradients, in 

contrast, are merely the result of the complex 
interaction of heat flow, thermal conductivity, and 

heat capacity, and thus can never serve in our 
models as a fundamental cause of subsurface 

temperatures. 

Hydrocarbon composition 

Until recently, the products of kerogen decom- 
position were divided simply into oil and gas, with 

no clear specification of whether the terms oil and 

gas refer to molecular size or to phase (and if to 
phase, under what conditions?) Recent work has 

led to the development of prototype versions of 

kinetic schemes that divide products of generation 
and cracking into several categories. The most 

common of these 'compositional-kinetics' schemes 

divide the hydrocarbon products into four or five 
fractions based on molecular size. Most workers 

agree that use of a few hydrocarbon fractions 

(especially dividing them by molecular size and by 
compound type, e.g. saturates vs aromatics) repre- 

sents a good compromise between what we need to 

know in order to predict hydrocarbon composition 
and phase in the subsurface, and what we can hope 
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to know based on our understanding of kerogen and 

its reactions. 
The fundamental mathematical structure for 

carrying out relatively complex calculations of 

hydrocarbon composition has already been devel- 

oped, and compositional-kinetics data for a few 
kerogen types have been made available for routine 

use. Detailed predictions of hydrocarbon com- 
position should provide information of value in 

evaluating hydrocarbon phase behaviour under 

subsurface conditions. 

Inclusion of expulsion calculations 

Until recently, 1-D maturity models stopped after 
calculating hydrocarbon generation, and thus did 

not include expulsion. In recent years, however, 
most such models have begun to calculate 

expulsion. This development is logical, since 
maturity modelling essentially describes the 

behaviour of the source rock, and expulsion is the 

final step that occurs in the source rock. Inclusion 
of expulsion and generation together in a single 

model makes modelling of hydrocarbon generation 

more convenient and realistic, since the amount of 
hydrocarbons expelled is normally much more 

important to us than the amount generated. 

Recognition of the importance of systematic 

optimization 

Experienced modellers now recognize that 

measured data on, for example, porosity, sub- 
surface temperature, sonic velocities for shales, 

thermal indicators (e.g. vitrinite reflectance), and 

pressures play a vital role in constraining the input 

data for our modelling simulations. The process of 
utilizing measured data to improve our geologic 

model is called 'optimization' or 'calibration.' 
Optimization can be slow and difficult, however. In 

order to make it as quick, painless, and effective as 

possible, it is important that the modeller follows a 
certain logical sequence and adheres to certain 

principles. 
We begin the optimization process by creating a 

reasonable compaction history by calibrating our 

porosity-reduction function with measured porosity 

data. We then calibrate our matrix conductivities 
and present-day heat flows using measured temper- 

atures and measured conductivities (either from our 
samples or from a data library). Next we calibrate 

our erosional history using a combination of 

measured thermal indicators (e.g. vitrinite reflect- 
ance and/or apatite fission-track data) and sonic 

velocities. (If we change our estimate of removal 

we may have to revise our previously optimized 
porosity-reduction function, conductivities, and 

present-day heat flow.) Finally, we calibrate the 
paleoheat flow using thermal indicators (e.g. 

vitrinite reflectance, apatite fission-track data, 
and/or fluid-inclusion temperatures). 

The recognition of the need for good optimiz- 

ation procedures has been very important in the 
development of sophisticated, reliable models. As 

noted above, it has had the ancillary benefit of 
encouraging thinking and understanding about the 

geologic history of each model, and has thus 

increased the sophistication of geologists. 

Recognition of the importance of measured 

calibration (optimization) data 

As noted above, we have gradually become aware 
that our knowledge of geological history 

(especially thermal history and amounts and timing 
of erosion) is generally rather poor. Understanding 

the limitations of our knowledge in these important 

areas has itself represented a significant accom- 

plishment. In addition, we now recognize that 
certain types of common data can be used to 

constrain or test our proposed geologic models. 
These data include surface and near-surface 

temperatures, downhole temperatures from logging 

runs and fluid tests, indicators of total thermal 

history (e.g. vitrinite reflectance), indicators of 
maximum burial depth (e.g. vitrinite reflectance, 

apatite fission-track data, fluid-inclusion temper- 
atures, and sonic velocities), and indicators of 

instantaneous temperatures, such as apatite fission- 

track data and fluid inclusions. Considerable effort 

and expense now go into accumulating and using 
calibration data, with corresponding increases in 

the quality of our optimization, modelling, and 
overall understanding. 

Recognizing the need for calibration data has in 

turn stimulated interest in the acquisition of those 
data. Consequently, the quality of calibration data 

has improved, and new sources of data have been 

discovered (e.g. fission-track data, FAMM, sonic 
velocities). Intensive use of calibration data to 

constrain models has in turn stimulated our 

geologic thinking, since in the course of optimiz- 
ation, we are required to find a geologic history that 

is compatible with the measured data. 

Improved understanding of the strengths and 

weaknesses of thermal indicators 

Although most of the weaknesses and uncertainties 

of the various thermal indicators have been 
recognized by specialists for many years, 

explorationists have historically tended to take 

measured data rather literally, and to use them 
uncritically. Today, however, we know that the 
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process of modelling properly means not only 

fitting calculated Ro values to measured Ro values, 

but also critiquing the measured Ro data prior to 
attempting the fit. We have recognized that if 

measured and calculated values do not agree, part 

or all of the error could lie in the measured data 
instead of in our geologic model. 

The general recognition of the weaknesses of all 

thermal indicators, coupled with the demand for 
reliable thermal indicators to constrain thermal 

histories for modelling, has led to two develop- 

ments. One is an increasing tendency to use 
multiple thermal indicators, reasoning that this 

method provides internal checks and balances that 
can help identify problem data. The second 

development is some significant recent improve- 

ments in the quality of measured data, including the 
development of new technologies such as FAMM 

(Fluorescence Alteration of Multiple Macerals: e.g. 

Wilkins et al. 1992, 1995). Although still far from 
perfect, thermal indicators today are more reliable 

than ever before. This strength, coupled with our 

increased awareness of the possibility of errors, has 
improved the quality of our modelling. 

Sensitivity analysis 

Modellers have become well aware that some 
uncertainties are much more important than others. 

Sensitivity analysis has developed to a moderately 

sophisticated degree to address the question of 
which uncertainties in a given simulation are most 

critical. Recognition of the sources of greatest 

uncertainty pays two dividends: the modeller can 
then focus his or her attention on acquiring 

additional data to help decrease the greatest 

uncertainty, and the modeller can recognize more 

clearly the magnitude of the uncertainty in the 

modelling results. 

Selling of 1-D maturity modelling to 

explorationists 

Although the basic concepts of 1-D maturity 

modelling have been around since the late 1960s 
(Tissot 1969), maturity modelling was rarely used 

within the exploration community in the 1970s. 

Waples' 1980 paper on the TTI method seems in 

retrospect to have represented a critical point in the 
popularization of maturity modelling. However, the 

early 1980s was a period of slow growth of 
maturity modelling among explorationists, with use 

of this technology apparently limited by several 

factors: 

(1) lack of recognition of its importance in 

exploration; 

(2) lack of available software, requiring that 

calculations be done by hand; and 

(3) lack of a 'critical mass' of explorationists who 

were using the technology, thus relegating it to 
a supporting role rather than a primary one. 

Factors (2) and (3) go together, as they do so 

often in the development of many new tech- 

nologies. Fax machines are wonderful if most 

people have one, but are of limited value if only a 

few people have access. Similarly, when it is 
considered normal for every farmout offer or 
acreage evaluation to include 1-D maturity 

modelling output, geologists will be doing more 

maturity modelling. 
1-D maturity modelling did not become wide- 

spread among explorationists until the mid- to late 
1980's. Today it is a standard technique that plays a 
major role in modern exploration. 

There is no question that 1-D maturity modelling 

has now been sold successfully to explorationists. 
Model developers have played an important role in 

selling maturity modelling, because without good 
software that meets the needs of explorationists, the 

technique would not have achieved the level of 
acceptance and routine use it enjoys today. Model 

builders have been largely passive but very 
successful salesmen. They have built the proverbial 

'better mousetrap,' in a mouse-infested world, and 

the world has beaten a path to their door. These 
lessons are important for the development and sales 

of other technologies, such as 2-D fluid-flow 

modelling. 

1-D maturity modelling: unresolved 

problems 

1-D maturity modelling today is very popular and 

highly successful in its exploration applications. 

However, despite the enormous advances that have 
been made in the last few years in improving the 
technology and making it more accessible and 

useful, a number of important problems remain to 

be solved. The following sections discuss briefly 

some of the most important problems. 

Quality of measured subsurface temperature 

data 

Hermanrud et al. (1990, 1991) and Waples & 

Mahadir Ramly (in press a), among others, have 
shown that the quality of measured subsurface 

temperature data is highly variable, and that most 

measured values, even after standard corrections 

are made, under-estimate true (virgin) subsurface 

temperatures rather badly. Many modellers are 
unaware of this problem, however, and thus will 
make major errors in reconstructing present-day 
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temperatures, thermal histories, and maturation. 
Even when modellers are aware of these problems, 

proper corrections are currently difficult or 

impossible due to lack of data. 
Hermanrud et al. (1990) have taken one 

approach, in attempting to refine correction 

methods using additional information about 

measurement conditions. Waples & Mahadir 
Ramly (in press a), in contrast, have developed 

statistical corrections based on a study of the Malay 
Basin. Preliminary reconnaissance suggests their 

statistical correction methods may be fairly 
applicable in other areas, but further research is 

needed. 
Drill-stem tests and production tests are by far 

the most reliable subsurface temperature measure- 

ments, although errors do occur (Hermanrud et al. 

1991). Log-derived temperatures, in contrast, are 

very poor (Hermanrud et al. 1990; Waples & 
Mahadir Ramly, in press a). Until we can base most 

of our subsurface temperature estimates on DSTs 

and production tests, or until reliable methods are 

developed for correcting log-derived temperatures 
(doubtful), present-day subsurface temperatures 
will remain uncertain in most modelling studies. 

Since much of our reconstruction of the palaeo- 

thermal environment depends on a correct assess- 

ment of present-day temperatures, our entire 

thermal edifice - -  so vital for maturity modelling 
- -  is built on a shakey foundation unless modem 

subsurface temperatures are accurately known. 

Surface temperatures 

Most workers consider both present and palaeo- 

surface temperatures to be well constrained. 

Uncertainties in average present-day air temper- 
atures are usually no more than a few degrees, and 

standard methods exist to estimate temperatures of 

surface rocks in both subaqueous and subaerial 
settings if one knows the air temperature. 

Recently, however, Muller et al. (1998) have 
suggested that near-surface temperatures can be 

much higher than one would anticipate from 

average true surface temperatures. They attribute 
this effect to a combination of the inability of 

present software to subdivide the near-surface rock 
layers (where porosity and hence conductivity are 

changing very rapidly with depth) into thin-enough 

intervals to model porosity accurately, and a 

dominance of convective heat-transfer processes in 
the near surface which are not taken into account in 
most maturity models. They believe it is better to 

use a pseudo-surface temperature by extrapolating 

the subsurface trend to the surface, rather than to 

use a realistic surface temperature. 
Since this idea is new, it is difficult to judge its 

validity, universality, or importance. My own 

experience, particularly in the Malay Basin does 
not show such an effect, although our near-surface- 

temperature data base was smaller than that of 
Muller et al. This topic will be of interest for future 

research. 

Thermal  conductivities 

Several problems with thermal conductivities 
remain to be solved. One is the question of 

accurately estimating porosity, since total con- 

ductivities of rocks represent a weighted average of 
the conductivities of the mineral grains and the pore 

fluids. Methods of estimating porosity are still 
somewhat crude, especially in overpressured 

(undercompacted) regimes. 
A second problem is how to calculate an average 

conductivity, even when the mineral (or litho- 

logical) and fluid composition is precisely known. 

Arithmetic, geometric, and harmonic averages are 
each appropriate under certain conditions, but 

many software programs do not use the most 

appropriate averaging method in each case. 
Interbedded lithologies, for example, should be 

averaged differently from the same gross lith- 
ologies mixed in a homogeneous fashion. Luo et al. 

(1994) have suggested an interesting method using 

fabric theory. 
A third problem is scaling. If one has 

conductivity data for a single sample from a 

formation, is one justified in using that single 
conductivity as the conductivity of an entire 

formation? How can one scale up from the size of 

samples on which measurements are made to the 
size of our simulation grids? This difficult question 

remains largely unaddressed today. 

A fourth problem is the lack of a large, accurate, 
and public base of conductivities of different 

lithologies. Existing databases are fragmentary and 

often contradictory. A comprehensive and reliable 
database for pure lithologies and for other common 

mixed lithologies needs to be developed. 

The better the quality of the temperature data, the 
less important are conductivity databases, because 

if temperatures are known, a reasonable estimate of 

both heat flow and conductivity can usually be 
made. However, in many modelling studies, where 

temperature data are fragmentary or unreliable, the 

ability to predict conductivities accurately is very 

important. 

Conceptual models f o r  palaeoheat  f l o w  

Conceptual models today for palaeoheat flow are 
rather weak. Extensive work has been done on rift 

basins and failed rift basins, linking the magnitude 

of increase in heat flow with the degree of crustal 
attenuation. Recently, however, new conceptual 
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models (e.g. two-layer models including a brittle 
upper part and a ductile lower part) for crustal 

thinning have led some workers to postulate lower 

Beta factors and hence lesser increases in heat flow 
than was previously believed. 

Because basin types other than rift basins have 
received much less attention, our conceptual 

models for their heat-flow histories are even 

weaker. Fortunately, most other styles of basin are 

not associated with large changes in conductive 
heat flow, and thus our uncertainties are usually not 

huge. 
Finally, our models for the heat flow prior to 

basin development are weak, because there is so 

much natural variation in heat flow of cratons of 
various ages and compositions. Age seems to play 

an important role for continental crust (younger 
crust has higher heat flow), but a wide range of heat 
flows is seen for any given age (Cull & Denham 

1979; Cull & Conley 1983). Radiogenic heat from 

oceanic crust always seems to be very small 

(Sclater et al. 1980). Radiogenic heat originating 
within continental crust, in contrast, is highly 
variable, with low values comparable to those for 

oceanic crust in a few areas, and much higher 
values in other areas (Sclater et al. 1980). Without 

knowing the heat flow prior to the basin-forming 

event, it is difficult to estimate the magnitude of 
any tectonically induced change in heat flow. 

Convect ive  heat  f l o w  

1-D models cannot directly handle convective heat 
transfer, because much of the convective movement 

is non-vertical. This limitation is intrinsic, and 

cannot be overcome with better software; we must 
simply live with it. 

Moreover, we are becoming increasingly aware 

that fluid flow and the consequent convective heat 
transfer can play important roles in the thermal 
history of basins (e.g. Burrus et al. 1994; Deming 

1994; Hulen et al. 1994). Convective heat transfer 

can either raise or lower temperatures, depending 

upon the source and temperature of the moving 
fluid, if we can somehow estimate the magnitude of 

the convective heat flux, we may be able to build 

those effects crudely into our 1-D model by treating 
convective heat flow as though it were conductive. 

Thermal  indicators 

The critical role played by thermal indicators in 
estimating amounts of erosion and in optimizing 

palaeoheat flow makes it essential that these 

indicators be accurate. Vitrinite reflectance (Ro) 

has historically been the most important thermal 
indicator, although its weaknesses have been 

recognized (and largely downplayed) for a number 

of years. Recently, however, the problem of Ro 

suppression has gained considerable attention, 

ironically because a solution has finally been 
developed. Measurement of equivalent Ro values 

using FAMM technology now allows us to correct 
for Ro suppression or even to replace direct Ro 

measurements (e.g. Lo 1993; Wilkins et al. 1992, 
1995). FAMM appears to be useful and valid, but 

only time will tell whether it provides a significant 

improvement over Ro measurements. 

Other thermal indicators have been much more 

disappointing. Tma x is plagued by its kerogen-type 
dependence, but can be very useful in cases where 
that hurdle is overcome. Biomarkers have 

developed a rather bad reputation in recent years, as 

we have learned about facies effects and complex 

reaction pathways that preclude simple inter- 
pretations. Fission-track data are difficult to 

interpret and somewhat controversial. Fluid 
inclusions have never been utilized as much as is 

perhaps warranted. 

Much more research will be required to provide 

us with thermal indicators that are reliable enough 
to use confidently for modelling. This important 
area represents one of the main challenges of the 

next few years in maturity modelling. 

Persona l i zed  kinetics 

Over the past few years there has been a strong 

movement to acquire kinetic parameters for 

individual kerogens for use in maturity modelling. 
The theory behind personalized kinetics is that 

since there are so many varieties of kerogens, the 

standard kinetics for Type I, II, and III kerogens are 

inadequate to describe all kerogens, particularly 
those with unusual characteristics such as high 

sulfur contents. Therefore, by measuring kinetic 

parameters directly for any desired kerogen, one 
should be able to improve modelling of hydro- 

carbon generation. 
Space does not permit a detailed analysis of all 

the problems associated with personalized kinetics. 

There is some potential for analytical error in the 
measurements themselves, although most labor- 

atory analyses seem to be very reliable. The main 
problem occurs in the mathematical reduction of 

the raw pyrolysis data to derive the kinetic 

parameters. The kinetic parameters thus obtained 
provide excellent mathematical fits to the pyrolysis 

data, but are often not physically reasonable, since 

the combinations of activation energies and 
frequency factors thus obtained violate the laws of 

thermodynamics applied to chemical reactions 

(Waples 1996; unpublished data). Use of these 
incorrect personalized-kinetic data can lead to 

major errors in modelling of hydrocarbon gener- 
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ation (Waples & Mahadir Ramly in press b). Thus 
personalized kinetics as often applied today 

represents a step backward rather than forward. 
Personalized kinetics properly applied have a good 

future, but in order to work well, the mathematical 

data-reduction process will have to be linked 
closely with reaction thermodynamics. 

Hydrocarbon composition 

In spite of the advent of prototype models for 

compositional kinetics, as discussed earlier, most 
modellers still use simple kinetic schemes that 

classify maturation products into three categories: 
oil, gas, or residue. More training of modellers in 

the proper use of compositional kinetics is therefore 

necessary to improve predictions of hydrocarbon 
composition. Moreover, software programs need to 

build in compositional networks, because for most 
modeners the task of creating the complex reaction 

networks necessary to use compositional kinetics is 
too daunting and time consuming. 

Furthermore, as noted earlier, there are very few 

data available today on compositional kinetics, and 
until more data become available for a range of 

kerogen types, compositional kinetics will be of 

limited value. Finally, in order for compositional 
kinetics to represent a significant advance over 

simple oil/gas/residue systems, we will have to 
have better models for expulsion and for phase 

behaviour in the subsurface. Only then can we take 

advantage of the detailed compositional infor- 
mation provided by compositional kinetics in 

modelling expulsion. 

Kinetics of cracking 

The kinetics of hydrocarbon cracking have received 

very little attention over the years, and thus should 
be considered a weak area in maturity models. Most 
software programs still use a very simple model in 

which oil is cracked to gas plus residue in some 

proportion (usually c. 50% of each). The kinetics 
employed are normally very simple, often con- 

sisting of a single activation energy. Some of the 

commonly used frequency factors and activation 
energies seem to me to be too low when thermo- 

dynamic constraints are taken into consideration. In 

many cases the same kinetics are used for all types 
of oils. 

Compositional kinetics (see above) holds some 
promise for providing more-realistic kinetic para- 

meters for oil cracking. Some work has suggested 

that kinetic cracking parameters should be different 
for different oil types (e.g. Behar et aL 1988). 

However, the variations between analyses for a 

single oil sample can be greater than the differences 
among oil samples (compare Behar et al. 1988 and 

Ungerer et al. 1988). More recently, Kuo & 
Michael (1994) have proposed a kinetic scheme for 

oil cracking, but their kinetic parameters appear to 

violate the laws of thermodynamics, probably for 
different reasons than in the case of personalized 

kerogen kinetics (Waples 1996). 
Finally, some workers (e.g. Price 1993) disputed 

the accepted ideas on cracking. They generally 

believe that liquid hydrocarbons are much more 

stable than the accepted kinetics indicate, and that 
cracking is much less important than most workers 
currently believe. Further work, including both 

experiments and theory, in this area is necessary to 

settle this dispute and provide reliable kinetics for 
hydrocarbon cracking. 

Expulsion models 

Expulsion models included in software programs 

today are, in my opinion, more crude than our 

present state of knowledge could support. 

Expulsion models can generally be divided into 
five groups: 

(1) those where expulsion is some direct function 
of maturity (e.g. vitrinite reflectance) without 

any reference to actual hydrocarbon gener- 
ation; 

(2) those where expulsion is a direct function of 
fractional hydrocarbon generation (e.g. trans- 

formation ratio) without regard to volumes of 

hydrocarbons generated; 

(3) overflow models (e.g. no expulsion occurs until 
a certain threshold volume of hydrocarbons has 

been generated, but after that threshold has 
been reached, all additional hydrocarbons are 

expelled); 

(4) saturation models, in which the amount of 

expulsion is a function of a number of factors 
that determine the hydrocarbon saturation in 

the pore space of the source rock and relative 
permeability to hydrocarbons; and 

(5) diffusion models, in which hydrocarbons 

depart the source rock by diffusion through a 
continuous organic network. 

Of these models, all except the saturation model 

and the diffusion model are far too crude to be 

regarded as mechanistic models, and should be 

abandoned as quickly as possible. They can be 

useful, but always require empirical calibration 
with data that are often not available. Present 

saturation models seem to be reasonably complete 
conceptually, but many of the quantitative details 

are still poorly known. The main problems with 

existing saturation models are: 

(1) in most models only two fluid phases are 

considered, rather than three (although many 
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workers argue that in a source rock a separate 

gas phase is unlikely to exist); 
(2) porosities of source rocks are usually poorly 

known, lending a high degree of uncertainty to 
the calculated pore volume and hence to 

calculated saturations; 
(3) adsorption of hydrocarbons on kerogen is not 

always considered; and 

(4) relative-permeability curves used for source 

rocks are poorly known and in many models 
are probably not correct. 

Adsorption of hydrocarbons on kerogen seems to 
be very important (e.g. Sandvik & Mercer 1990; 

Sandvik et aL 1992). Further work is needed to 

resolve such issues as: 

(1) total adsorptive capacities of various types of 
kerogen and of kerogens at different maturity 
levels; and 

(2) differences in adsorptive capacity for different 
oil and gas molecules, including effects of 

molecular size and polarity. 

Relative-permeability curves for source rocks in 
most models are based on analogy with reservoir 

rocks. However, these concepts are probably not 
appropriate for rocks with much smaller pore 

spaces, and thus may greatly over-estimate the 
saturation threshold required to initiate hydro- 

carbon expulsion (see Okui & Waples 1993 and 
Pepper & Corvi 1995). Scaling issues should also 

be considered: we must use average values for 

organic richness in our simulations, whereas the 

most-effective source rocks are likely to be richer 

than average and their behaviour may be signifi- 
cantly different from the average. 

The diffusion model for expulsion has been 
recently given an indirect boost by the work of 

Vernik & Landis (1996), who using measurements 

of acoustic velocities and anisotropies concluded 
that kerogen networks are continuous in both 

horizontal and vertical directions. This conclusion, 
if correct, solves a major difficulty with the 

diffusion model, since many workers ,lave been 

sceptical about the continuity of kerogen in many 

moderately rich rocks. Further work on this model 
is needed, however. 

Optimization 

All serious modellers today recognize the need to 
carry out good optimization as a preparatory step to 

performing final simulations. The basic logical 
scheme for 1-D optimization is agreed upon by 

most workers: porosity (and sometimes pressure), 

present-day temperatures, erosion, thermal history, 

and a final pressure optimization. The main 
remaining problems are to make sure that optimiz- 

ation is actually carried out properly, since even 
experienced modellers are liable to make errors or 

to forget steps. Properly designed software could 
provide valuable aids in optimization, but to date 

no software developer has concerned itself with 

actively aiding modellers in optimizing their input 

data. 
When only a single well is available, optimiz- 

ation is relatively simple; the modeller need only 
find a set of input values that yields calculated 

results in as close agreement as possible with the 

most-reliable measured data. The main problems to 
be confronted are: 

(1) deciding what the true or target values are 

within the set of measured data, and 

(2) making sure that all input values are 

geologically, geophysically, and geochemically 
reasonable. 

Fitting calculated curves to measured data should 
never simply be mindless curve fitting. 

When multiple wells are available, however, an 

additional issue must be addressed. Optimization 
must be carried out consistently from one well to 
another. Simply fitting each well in isolation is not 

enough; the input values used in the optimization 
must vary in geologically reasonable ways from 

well to well. In some cases one must be willing to 

sacrifice, to some degree, the quality of the fit in 
one well in order to achieve a greater overall 

harmony in the input values (e.g. trends of heat 

flow across a basin). These compromises are 

usually justifiable because the quality of our 
measured data is often mediocre to poor. However, 
modellers should be careful not to compromise data 

they truly believe in. 

I hope that in the near future software designers 

will pay more attention to optimization. Aid in 

optimization could be included in the software in 
one or more of the following forms: 

(1) providing a checklist so that the modeller does 

not inadvertently forget an optimization step or 

perform the steps out of the proper order; 
(2) providing semiautomated optimization that 

finds an optimal value for a given parameter 
within a range of plausible values preselected 

by the modeller; or 

(3) performing the entire optimization auto- 

matically. 

I personally recommend option (2). Option (1) 
would be very easy for software developers to 

include, but is of limited value. Option (3) is too 

likely to lead to mathematically correct but 

scientifically unreasonable solutions, even where 
the modeller provides guidelines. Furthermore, 

option (3) would deprive modellers of many of the 
intangible benefits of performing optimization 
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themselves. Option (2) will relieve modellers of 
much of the burden of number crunching in 

optimizing each parameter, but allows them to 
intervene after optimization of each variable. They 

will therefore retain most of the benefits of the 

manual optimization process. 

Structure of models: coupled vs modular 

Some 1-D maturity models perform their calcu- 

lations in a fully coupled mode, whereas others use 

a modular structure. The theory behind fully 
coupled models is that in nature all processes are 

coupled, and it is necessary to take all possible 
feedback relationships into consideration at each 

calculation step in order to get the most accurate 

answers possible. The philosophy behind modular 
models, in contrast, is that most of these feedback 
relationships are of very minor importance, and can 

be ignored for practical purposes. This simplifi- 

cation leads to much faster simulations. 

The question of coupled versus modular models 
is much more than academic, and has ramifications 
for 2-D modelling as well. Modular systems are 

much better suited to optimization, both because 

simulations are faster (optimization requires 
making many runs by trial and error), and because 

in a well-designed modular system any modules 

that are unaffected by a particular change in an 
input parameter (e.g. during optimization) are not 

recalculated, leading to a further saving of time. 
Neither type of model is perfect, and perhaps it is 

not necessary for the industry to decide finally on 

one type or the other for 1-D modelling. Never- 
theless, it is worth reconsidering whether the 

benefits of each type of model are worth the 

sacrifices. The ramifications of these questions for 
2-D modelling will be discussed later. 

Training for modellers 

Performing 1-D maturity modelling with modern 

software is easy, but performing it well is very 

difficult. One must master the art of optimization, 

which itself requires that one be knowledgeable 

about subsurface temperatures, porosity reduction, 
thermal indicators, petrophysics, and theoretical 
models for heat flow, among others. One must also 

be conversant in the various issues related to 

kerogen type, kinetics of hydrocarbon generation 

and destruction, and expulsion. It is not easy to 
master these various disciplines, especially if one is 

attempting to educate oneself. 
It is therefore important to establish good 

training programmes for modellers that will show 

them the correct approaches and methods in 
modelling, especially in optimization. Such courses 

must include hands-on practice as well as theory. 

Moreover, such training should be followed by 

testing of the candidate modellers. Although the 
idea may seem snobbish to some, I believe that 

some sort of certification examination for 
modellers would greatly improve the quality of 

modelling, as well as safeguard the technology 

from abuses. 

Sensitivity analysis 

Although the basic principles of sensitivity analysis 

are well known to experienced modellers, the 
concepts are not familiar to many casual users. 

Moreover, even experienced modellers often do not 
carry out thorough sensitivity analysis routinely. 

Greater effort needs to be expended in the future in 

making sensitivity analysis routine. 

Fluid-flow modelling: successes 

The technical successes include: 

(1) the building of 2-D and 3-D models that show 
the flow of one, two, or even three phases of 
fluids; 

(2) the inclusion in some models of fluid flow 

through user-specified faults; 
(3) the ability to transfer heat non-vertically via 

moving fluids or by focusing due to variations 

in conductivity; 
(4) the ability to trap fluids in both structural and 

stratigraphic traps; 

(5) the ability to handle minor tectonic complexity 

(mostly in the form of normal faulting); 

(6) the ability to link up with seismic work stations 
as a source of input data; and 

(7) the successful testing and calibration of these 

models in several areas. 

Nontechnical successes include the building of 

such models on a proprietary or commercial basis 
by several companies, and the successful selling of 

these models at least locally within some 
exploration companies. 

Fluid-flow modelling: unresolved problems 

Despite the successes listed above, fluid-flow 

modelling today is, in my opinion, characterized 
more by unfulfilled promises, remaining questions, 

lingering doubts, and a sceptical base of potential 

clients than by its successes. There seem to have 
been relatively few successful exploration 

applications of fluid-flow modelling, and most 
applications seem to be more in the form of special 

or ex post facto studies than for routine exploration 

purposes. A major problem with fluid-flow models, 

in my opinion, is that the existing ones have been 
characterized as much by what they don't do as 



10 D.w. WAeLES 

what they do. The sections below outline some of 
the technical and non-technical hurdles to be 

cleared in the future if fluid-flow modelling is to 

make a significant impact on exploration. 

Selling the technology to explorationists 

In contrast to 1-D maturity modelling, 2-D fluid- 

flow modelling has been very poorly sold to the 
exploration industry. Consequently, it is at most 

only a minor contributor to exploration in most 
areas. Fluid-flow modelling is mainly utilized by 

specialists for special studies, rather than routinely. 
It is used fairly intensively in certain countries like 

Norway that actively promote 2-D modelling, and 

occasionally in mature exploration areas like the 

North Sea or Mahakam Delta, where calibration 
data are abundant. A common perception within the 

exploration community is that the technology is of 
little value in frontier areas, due to the lack of data 

and resulting large uncertainties in input para- 

meters. In any case, a number of important 
technical improvements must be made before fluid- 
flow modelling can be sold successfully within the 

exploration community. Some of these issues are 

discussed briefly below. 

Tectonic complexity 

A major weakness of nearly all 2-D and 3-D 

models is their inability to handle tectonic 
complexity in a realistic way. Most 2-D models 
handle normal faulting in at least a rudimentary 

fashion, but some do not deal at all with reverse 

faulting. Diapirism, intrusions, and other similar 

events are not handled. Sections being modelled 
cannot normally be lengthened or compressed. 

Faults are only emplaced where the modeller 

designates, and their permeability characteristics 
must be specified by the modeller. Features below 

seismic resolution, such as minor faults or 

fractures, are normally not simulated, since their 
presence is usually unknown to the modeller. In 

short, any tectonic complexity that can be included 

in fluid-flow models must be entered manually by 
the modeller; models do not include any predictive 

capabilities in this regard. 

In order for fluid-flow models to be of great 
value for exploration, it is absolutely necessary that 

future 2-D and 3-D models include at least two 
types of tectonic complexity. First, they must 

predict tectonic fracturing and fracture permeability 

(Larson et al. 1993). Second, they must be able to 

accommodate geometric changes associated with 
both normal and reverse faulting, including 

extension and compression of sections. 

Fluid f low through non-matrix permeability 

Existing fluid-flow models depend almost 
exclusively on matrix permeability to transport 

fluids. In reality, we know that a large fraction of 

total fluid flow, including both heat transfer and 
hydrocarbon migration, occurs through non-matrix 

permeability in the form of fractures and, less 
commonly, faults. By not considering non-matrix 

permeability, existing fluid-flow models may 

grossly misinterpret patterns of fluid flow (see 

Larson et al. 1993). 
Our main problems in modelling fluid flow 

through non-matrix permeability are knowing 
where such permeability exists, and what values the 

permeability has through time. Larson et al. (1993) 

have proposed a way to predict the occurrence of 

tectonic fracturing, as well as to estimate fracture 
permeability through time. Improvements on their 

simple scheme can undoubtedly be made, but 
inclusion of some model for predicting fracturing 

and fracture permeability is essential for any fluid- 

flow model that will be used in disturbed areas. 

System permeabilities 

Most of the data we use in assigning permeabilities 

to rock units in fluid-flow modelling come from 
measurements of hand samples, and most of those 

measurements are made on reservoir rocks. We 
therefore have a dearth of data on non-reservoir 

formations, including source rocks and seals. 

Moreover, the data we do have for a given 

formation are usually biased toward high-perme- 
ability samples. Finally, permeabilities measured 

on hand samples invariably exclude non-matrix 

permeability. 
These weaknesses are very serious. Most fluid 

flows through high-permeability pathways, so we 

must know the maximum permeabilities in a 
system in order to judge the system permeability. 
Measurements made on hand samples will seldom 

give us this information (Waples 1991). Secondly, 

system permeabilities are very dependent on the 

geometrical relationships among the various 
lithologies. Data from hand samples normally do 

not give us this information. Finally, permeability 
anisotropies in the subsurface may be huge, with 

differences between lateral and vertical perme- 

abilities up to at least five orders of magnitude, 

largely due to lithological anisotropies (e.g. Burrus 
et al. 1994; Massonat & Manisse 1994; Norris et al. 
1994). 

If we are to be successful in predicting pressures 
and directions and magnitudes of fluid flow, we 

must be able to predict system permeabilities much 

more accurately. We will have to learn more about 
scaling effects in matrix permeability in going from 
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hand-size specimens to formation scale. We will 

have to find ways to consider non-matrix perme- 

ability and better ways to characterize the internal 

character of rock units in order to determine the 

magnitude of permeability anisotropies. 

If we have enough pressure data, we can 

determine system permeabilities for our models 

empirically, and some of the weaknesses discussed 

here can be overcome. However, pressure data may 

be lacking or inadequate in many areas where we 

may wish to execute modelling studies. In such 

cases we will have to estimate system perme- 

abilities based on an analysis of geological factors 

such as depositional facies, and on scaling theory. 

Pressure 

A major selling point of fluid-flow models is their 

ability to model known overpressure and predict 

pressures in undrilled areas. Obviously, the ability 

to consistently and correctly predict pressures is 

critically dependent upon including all processes 

relevant to pressure in the model, and providing 

accurate values of the critical parameters. The 

previous sections have made it clear that I am 

sceptical as to whether existing fluid-flow models 

meet these criteria. While it is true that where 

pressure data are available, a fluid-flow model can 

always be optimized to give the observed pressures, 

this success does not prove that the optimized 

model is correct. For example, if the main source of 

permeability is fractures, but the model does not 

consider fracture permeability, the correct pressures 
can only be achieved by assigning an inordinately 

high matrix permeability. While this answer may 

satisfy our present-day data, it may give very 

erroneous answers in two related situations: 

(1) in calculating pressures and fluid flow at other 

times, especially prior to the fracturing, when 

the erroneous model will probably under- 

estimate pressure and over-estimate fluid flow; 

and 
(2) in other areas today where the lithology may be 

similar but the tectonic history (and fracture 

permeability) may be different. 

Data entry and manipulation 

A major barrier to the execution of multi- 

dimensional modelling studies is the time, 

knowledge, and money required to obtain, enter, 

and edit all the geologic data necessary to run 2-D 

or especially 3-D simulations. If fluid-flow 

modelling is to have a significant impact on 

exploration, it is obvious that data entry and 

manipulation must be made easier. 

Data entry can be made easier principally by 

linking fluid-flow models to databases that already 

exist. Since geological data come in a variety of 

formats, fluid-flow models will have to be able to 

read data in tabular form, from maps of various 

kinds, from cross-sections, and from various well- 

profile formats. An alternative approach would be 

for some company to develop a universal data 

manipulator that is able to reduce data from a wide 

variety of sources to a standard format which could 

be read by any modelling software program. 

Data manipulation within the program is also 

important. If a model is acquiring data from a 

variety of sources in a variety of formats, the 

specific data will have to be properly stored in a 2- 

D or 3-D network. In addition, data from different 

sources will inevitably have internal inconsist- 

encies. Deterministic models require one and only 

one value for each parameter at each node at each 

time. If a point is over-constrained or if the value is 

impossible, incorrect answers will be obtained. A 

software program must therefore be able to 

recognize illegal data and alert the modeller to the 

problem. The program should ideally prompt the 

modeller toward the correct value by displaying 

such information as nearby values of the same or 

relevant parameters (in tabular form or as maps or 

cross-sections, as requested by the modeller). 

Automatic correction of errors is probably not 

feasible, since it could lead to serious mistakes. In 

the distant future we may even see intelligent 

programs that recognize not only impossible 

values, but also unlikely ones that should be 

scrutinized by the modeller. 

Optimization 

The problems with optimization noted for 1-D 

modelling are also relevant to 2-D modelling. 

However, optimization in 2-D or 3-D is usually 

considerably more difficult and time consuming 

than for 1-D modelling, not only because one is 

working with many more data points and additional 

types of data (e.g. permeabilities and pressures), 

but also because achieving a fully optimized and 

geologically reasonable 2-D or 3-D model is 

conceptually and logistically more difficult. 

I personally believe that optimization of 2-D or 

3-D models should be based heavily on the 

philosophy and technology of 1-D optimization. In 

such a scheme the dataset would first be optimized 

in a coarse fashion using a series of 1-D simulations 

where optimizing data exist. Once a satisfactory 

regional model has been developed, the final 

optimization would be performed in 2-D or 3-D. 

This point, however, is controversial. If one is 

going to perform much of the 2-D optimization in 
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1-D. several requirements must be fulfilled. First, 

the 2-D-modelling software must include the 
capability of functioning in l-D, or else must be 

fully compatible with a 1-D program. Fully 

compatible means not only in terms of importing 
and exporting data, but also in the mathematical 

algorithms for physical processes (e.g. porosity 
reduction, thermal calculations) and in the structure 

of the calculations (modular or fully coupled). If the 

1-D and 2-D models are not fully compatible, the 

discrepancies between results for the two systems 

may be large enough to negate the benefits of 
performing 1-D optimization. 

Moreover, the greatest benefits of using 1-D 

optimization will accrue if the 1-D model is 

modular, since optimization is faster. Here we 

encounter a major problem, however. Although 
modular models appear to me to be superior for 1- 

D modelling, they are clearly inferior for 2-D or 3- 
D modelling, where the feedback interactions (e.g. 

fluid flow linked with pressure and temperature) 

are much more important. Linking a modular 1-D 
system with a fully coupled multidimensional 
model is probably not a satisfactory solution. 

Therefore, one option is to link a fully coupled 1-D 

model with a fully coupled multidimensional 
model. 

Another option, which I personally prefer but 
which is not currently under consideration by 

model developers, is to build models based on 

explicit calculation methods. Although such 

calculation methods have been largely rejected by 

model developers, I believe that there is a way to 
overcome the stability problems that have been 

associated with them (see Waples & Couples, 

1998). Such models would combine the best 
aspects of fully coupled models (rapid and 

comprehensive feedback among the various pro- 

cesses) with those of modular models (calculation 
speed). The calculation structure would probably 

be slightly different for the 1-D and multi- 
dimensional versions, but they would be com- 

patible. 

Regardless of which model structure one 
chooses, 1-D modelling will never give precisely 

the same results as 2-D modelling, because 2-D 
models permit lateral flow of fluids and heat. 

Therefore, 1-D optimization does not give a final 

answer about input values for 2-D modelling, but 

rather suggests values that, in most cases, will be 
close to the correct ones. Using these values 

obtained from 1-D modelling, one can then fine- 
tune the 2-D model until a fully optimized 2-D 

model is obtained. Thus in my opinion proper 2-D 

optimization should use 1-D modelling as the main 
tool for coarse tuning, with final optimization 

performed in 2-D. 

Simulation speed 

Simulation speed is an issue that raises its head in 

two distinct areas. Speed is particularly important 

during optimization, where numerous runs must be 
made. We have already discussed two possible 

ways of solving this problem: by relying heavily on 
the much-faster 1-D optimization for the coarse 

tuning, and by building models that utilize an 

explicit calculation method and that may be much 

faster. 
Speed is considerably less important during final 

simulations once optimization is complete. If we 
know we must perform only one more simulation, 

we can be more tolerant of slow simulation speeds. 

However, I think the maximum simulation times 

should still be no more than a few hours, and 
preferably considerably less. 

A major hurdle to performing rapid simulations 

in fluid-flow models is dealing with multiphase 

flow. Maintaining mathematical stability in such 

systems using conventional implicit calculation 
methods requires short time steps, and hence 
requires long simulation times. Limiting the 

number of fluid phases may mean sacrificing 
important scientific information for the sake of 

speed, and thus is not a very acceptable solution. 

The explicit calculation scheme mentioned above 
may be able to solve these problems. 

While it is true that computer speeds are 

increasing at a fantastic rate, and that some issues 

of calculation speed that were important only a few 
years ago have now disappeared, speed remains an 

issue. As computer speeds increase our appetites 

increase, so that we will always remain somewhat 

dissatisfied. We will want to include new types of 
calculations, as well as refining our calculation 

intervals (shorter time steps and/or smaller calcu- 
lation cells). Thus computer speed will always 

remain to some degree an issue of concern to fluid- 

flow modellers. 
The issue of simulation speed is not simply one 

of how long a given run takes, or how long it takes 

to perform a study. If simulations are rapid, fluid- 
flow modelling will have much greater appeal for 

explorationists. I therefore consider improving 
simulation speed a crucial step in selling fluid-flow 

modelling in the exploration community. 

Communication with reservoir models 

There has been considerable discussion within the 

software and modelling industries about the 

possibility of linking fluid-flow models with 
reservoir simulators. To me, however, this seems 

like an odd marriage: the objectives of exploration 
and production are quite different, and many of the 
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scientific and technical issues in the two types of 

models are also different. A vendor who provides a 

fully integrated modelling system for exploration 

and production may derive a competitive advan- 

tage, although in my opinion this assumption 

remains unproved. It is likely that such link-ups 

will be established in the future, but their signifi- 

cance, both for applications and for developments 

of new technologies necessary to make the linkup 

successful, is still speculative. 

S u m m a r y  

We have been highly successful in building usable, 

useful, and reliable 1-D maturity models, and in 

convincing explorationists to use them. Develop- 

ment of convenient, universal software played an 

instrumental role in the acceptance of 1-D maturity 

modelling by the exploration community. The 

remaining weaknesses in most 1-D models, while 

serious, can be resolved through a few years of 

intensive work in certain specific areas. Of 

particular importance are improvements in training 

for modellers, linkage with geological theory on 

such phenomena as thermal histories of basins, 

quality of data used in optimization, quality of 

kinetic parameters for non-standard kerogens and 

for hydrocarbon cracking, models for expulsion, 

and ways of performing optimization. 

2-D and 3-D fluid-flow modelling, in contrast, 

finds itself today largely in the position occupied by 

1-D maturity modelling more than a decade ago. 

The concept of fluid-flow modelling has not yet 

been adequately sold to explorationists, largely 

because existing software is inadequate to meet the 

real needs of exploration personnel. As was the 

case with 1-D modelling, development of appro- 

priate software will probably have to precede 

widespread popularization of fluid-flow modelling. 

To improve existing 2-D software, two major areas 

must be addressed: making models more compre- 

hensive by including all relevant geological 

phenomena, and making software easier to use. 

Geological phenomena that need further atten- 

tion in 2-D models include tectonic complexity, 

predicting the occurrence of non-matrix perm- 

eability and fluid flow through it, the relationship 

between values for various parameters measured on 

hand samples and those appropriate for modelling 

systems (scaling effects), and issues of anisotropy 

and heterogeneity. Issues related to the software 

itself are the structure of the computational system 

and its relationship to optimization, data entry and 

manipulation, simulation speed, and selling fluid- 

flow modelling successfully to explorationists. 

I thank J. Burrus and S. Latter for helpful and encouraging 
comments that improved the manuscript. They do not 
necessarily agree with all my comments, however. 
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Abstract: Decompaction routines are used in basin modelling packages to calculate sediment 
thickness and material properties such as thermal conductivity. However, compaction in nature is 
dependent on initial porosity, composition, and effective stress, and a considerable range of 
porosity-depth trends exists. Simple thermal modelling demonstrates that significant 
uncertainties (up to VRE + 0.5) arise in predicted maturities due to this variation. Furthermore, 
the validity of using porosity loss as a measure of compaction is questionable because changes in 
solid volume can occur. Chemical reaction may increase or decrease porosity without changing 
sediment thickness, although an apparently smooth transition occurs from dominantly 
mechanical processes of porosity loss (e.g. grain rearrangement) at shallow levels to dominantly 
chemical processes (e.g. grain dissolution/cementation) at depth. That compaction and porosity 
loss are processes dependent upon effective stress, time and temperature is illustrated by the 
observation of overpressuring in the subsurface, comparison of experimental and natural 
compaction rates and analysis of porosity-depth trends for sediments of different ages. 
Mechanistic models of the processes involved in compaction (e.g. pressure solution) also indicate 
time dependency. Time-dependent models of compaction can be constructed, but these are 
difficult to incorporate into basin models as they cannot be run in a simple backstripping mode. 

Basin modelling technologies are now widely used 

to reconstruct thermal history (Royden & Keen 

1980; Sclater & Christie 1980; Falvey & Middleton 

1981), the evolution of pore fluid pressure 

(Schneider et al. 1993), stratigraphic thickness and 

geometry (e.g. Lawrence et al. 1990), and the 

generation and migrat ion of hydrocarbons 

(Hermanrud 1993; Sylta 1993). Common to all 

these applications is a need to calculate the 

thickness of a sedimentary layer through time and 

to estimate its porosity. The former is necessary so 

that the depth of an individual horizon is known 

through time, whereas the latter is needed because 

porosity is a basic property used to calculate other 

variables such as thermal conductivity, bulk 

sediment heat capacity, permeability etc. Thus 

porosity-loss models impact virtually all areas of 

basin modelling from subsidence analysis through 

to fluid migration models. 

Here we associate the term 'compaction' with 

change in sediment dimensions during burial. 

Commonly, compaction is considered to be the 

largely irreversible reduction in sediment thickness 

as a result of vertical load. However,  in 

compressive regimes it is also necessary to account 

for lateral compaction (i.e. bulk shortening). We 

thus prefer to define compaction as the three- 

dimensional strain, rather than the vertical change 

in sediment thickness. Compaction defined in this 

way is not the same as porosity loss, which may be 

due to increase in solid volume (e.g. by 

introduction of cement) as well as to volume 

strains. 

Theoretical background 

Porosity can be defined as the volume fraction of 

fluids present in a bulk volume of sediment, 

Vf - 1  Vs (1) 
~  v u v u 

where Vf is the volume of fluid, V s is the volume of 

solids, and V b is the bulk volume. Compaction, 

defined above as the change in the bulk volume 

(dVb), is then given by: 

dVb = dVf  + dV  s (2) 

By assuming that solid volume remains constant, 

the change in porosity can be related to the bulk 

d% 
volumetr ic  strain by differentiating and 

Vb 
rearranging equation (1): 

[dVb \ 
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In sedimentary basins, sediment loading initially 

results in a vertical reduction in sediment thickness. 
Vertical strain continues during burial, but in some 

cases the principal stress axis later rotates (for 

example in a compressive regime) and hence 
horizontal shortening can also occur. If the solid 

volume (Vs) remains constant the change in 
porosity is dependent only on the change in 

sediment thickness (vertical strain). The validity of 

this important assumption will be explored later. 

Decompaction (Watts & Ryan 1976; van Hinte 
1978; Gallagher 1 9 8 9 ) - - t h e  reconstruction of 
sediment thickness back through t i m e - - r e l i e s  

totally on the assumptions of constant solid volume 

and vertical compaction. The following 
methodology is applied (Fig. 1): The thickness of 

solids (Hs) can be defined as the thickness of 

sediment layer (Zbase--Ztop) minus the volume of 
porosity in a unit area. Hence, at present day (t = 0): 

Zb-se 

Hs = Zbase - Ztop- j ~(z, t= 0) dz " (4) 

Ztop 

For a given time (t = i) between the deposition of 

the layer and the present day, the thickness of the 

layer (Zbase i-  Ztop i) is calculated by adding the pore 
volume (for a unit area) predicted from the 

poros i ty -  depth law to the (constant) thickness of 

solids (Hs): 

�9 . Zb~ aset 

Zbase' -- Ztop t = Hs +Jr t = i)dz (5) 

Ztop ~ 

This equation can be solved by iteration to find 

the depth to the base of the layer at time i (Zbase i) if 
the depth at the top (Zt.. i) is known. Hence to 
decompact a stratigraphl~ column the top layer 

(Ztop i=  0) must be decompacted first, and then the 
base of this layer can be input as the top of the 
underlying unit, and so on sequentially down 
through the sediment pile. 

To apply the above method to compute the 

decompacted sediment thicknesses for a sequence 

of sediments, we need to be able to specify how the 
porosity changes with depth. Note that the porosity 

need not be dependent on depth p e r  se, but instead 
can be a function of a number of variables each of 

which varies smoothly with depth. Because it is 

incorrect to predict porosity from depth at a given 
time in the past without first decompacting to find 
the true depth at that time, the two have to be solved 

simultaneously. This can be done iteratively, using 

any (necessarily non-unique) porosi ty-depth 
function which is invariant with time and satisfies 

the present day observations. In practice the 

porosity-depth relationship needs to be relatively 

Fig. 1. Standard decompaction methodology. The volume of grains (which can be simply derived from the present 
day layer thickness and porosity) is assumed to remain constant. The porosity at a given time in the past is added on 
to give the total thickness of the layer at that time. Past porosity is most commonly determined using a porosity-depth 
curve. Decompaction is generally performed simultaneously with back-stripping to obtain corrected sediment 
thicknesses, and hence depths, in the past. 
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simple in order for a solution to be obtained. In 

contrast the use of a time variant porosity-depth 
model would require repeated forward runs of the 

whole burial process to find a (non-unique) match 

between the present day predicted and observed 

thicknesses. 
If porosity loss is modelled as a more complex 

process, involving variables such as temperature or 

effective stress which themselves depend on the 

porosity, then the decompaction of sediments 
cannot be treated as a separate exercise. Instead it is 

necessary to solve for the sediment thicknesses 
simultaneously with the other variables which 

control porosity. For example, if porosity loss is 
modelled as a function of temperature, then the 

temperature history of the sediments is also 

required in order to calculate the sediment thick- 
nesses, but the temperature is a function of the 

thermal conductivity, which is in turn dependent on 
the porosity. Thus the heat flow and compaction 

equations would have to be solved simultaneously. 

As such equations are generally solved forward in 
time, there is no guarantee that the calculated 

sediment thicknesses and porosities would match 
those actually measured. Hence multiple iterations 

would be necessary. 

Porosity-depth relationships 

Empirical observations 

The observation that porosity commonly decreases 

smoothly with depth in continuously subsiding 
basins (Fig. 2) permits the construction of simple 

porosity-depth functions. Such functions are 

widely used, both in decompaction algorithms, and 
as a first step in estimating rock properties such as 

permeability and thermal conductivity. These 
functions are purely empirical: they have no 

physical foundation because no compaction 
mechanism links porosity and depth simply, 

directly and universally. Furthermore, a large 

number of these curves are available (Fig. 3). 
Porosity loss with increasing depth is largely 

irreversible (Lang 1978; Serra 1984; Giles 1996), 
with the exception of the creation of enhanced 

porosity by grain dissolution (Giles & de Boer 

1990), and hence is commonly determined by the 
maximum burial depth rather than the present day 

depth: uplifted areas tend to exhibit anomalously 

low porosities at a given depth compared to 
continuously buried areas. 

Construction of a reliable porosity-depth trend 
thus requires a large number of porosity measure- 

ments from sediments which are now at their 

maximum depth of burial, distributed over a wide 
depth range. Furthermore, porosity is also 

dependent on initial composition (Nagtegaal 1978), 

Fig. 2. Example of a well calibrated porosity-depth 
curve from Sarawak. The curve was constructed using 
porosity data from logs from channel sandstones in a 
group of eight neighbouring wells. Each well is 
indicated by a different symbol. 

grain size, shape and sorting (Beard & Weyl 1973; 

Atkins & McBride 1992), and these variables 

should also be taken into account when selecting 

porosity values for inclusion in the analysis. Even 
clean, quartz-rich sands from the same area can 

show differing porosity-depth trends, if their 
depositional environments, and hence sorting, are 

not identical (Curves 7 & 8, Fig. 3a). Furthermore, 
strained quartz, such as that sourced from an 

accretionary prism, is more susceptible to 

dissolution, and hence chemical compaction, than 
an unstrained quartz sourced from a stable craton 

(Kamb, 1961; Paterson, 1973). 
A number of porosity-depth functions have been 

proposed for fitting field data. The simplest of these 

is a linear decrease in porosity with depth. Simple 
linear trends can fit porosity-depth data for 

sandstones over a limited depth interval (see Fig. 
3a, Etive trend). However, a linear trend implies 

negative porosities below a certain depth and does 

not adequately represent the curved trends seen at 

shallow depths (Fig. 2). 
The observation that porosity decreases more 

gradually at greater depth (e.g. Fig. 2) led Rubey & 
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Fig. 3. Porosity versus depth trends for (a) sandstones, (b) shales and (c) carbonates. A broad range of porosity~lepth 

behaviours exist, depending on the initial porosity (sorting, grain size), composition, age, pressure regime and 

temperature gradient. In general, porosities are higher than average in overpressured areas, and lower than average in 

areas where uplift has occurred, or where there is a high geothermal gradient and/or unstable mineralogy, although 

both pressure and temperature may have varied through time. The maximum, minimum, and average curves, used to 

investigate the effect of the choice of porosity model on thermal modelling results are in upper and lower dotted 

curves and heavy solid line, respectively. 
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Hubbert (1959) to propose an exponential 

relationship: 

-)LexpZ r = %e (6) 

where ~exp is a constant, generally known as the 

compaction coefficient, and ~0 o is the initial 
(surface) porosity. Sclater & Christie (1980) used 
this exponential function to fit porosity data from 

the North Sea. This model and the parameters used 

by Sclater & Christie (1980) have subsequently 

become the most commonly used, both in 
textbooks and as defaults in many basin modelling 

programs. 
Falvey & Middleton (1981) noted that an 

exponential porosity-depth relationship does not 
provide a good fit to the data at high porosities. As 

an alternative, they proposed a function based on 
the assumption that a differential change in porosity 

is proportional to the differential change in load: 

q5 = Oo (7) 
(1 = ~o/~fm z) 

where ~fm is again a constant of proportionality. 
This function reproduces the general form of the 

porosity-depth curve, but also predicts that some 
porosity is maintained down to depths of greater 

than 10 km. A similar approach was taken by 

Baldwin & Butler (1985) who chose to represent 
solidity (1 - 4) purely empirically as a power-law 
function of depth. 

The importance of calibrating the porosity-depth 

curve for a given lithology in a given area (i.e. 
finding the parameters for the function which best 

fit the data) can be illustrated by comparing the 
range of porosity-depth trends exhibited by 

sandstones and shales (Fig. 3) from a variety of 

settings around the world. Different data sets may 
exhibit differences in porosity of more than 20% at 

the same depth. A large number of possible causes 
may explain the differences between porosity - 

depth curves for the same lithology, including 
differences in composition (Nagtegaal 1978), age 

(Maxwell 1960), geothermal gradient (Galloway, 

1974), overpressure (Dickinson 1953), and initial 
porosity and packing (Beard & Weyl 1973, Atkins 
& McBride 1992). In general, porosity is preserved 

better at a given depth in areas with mature 

mineralogies, a low thermal gradient, rapid 

sedimentation rates, a young age, and where 
overpressures are developed. Conversely, porosity 
is generally destroyed rapidly in hot basins with an 

immature mineraolgy. Some data sets are also 

derived from areas where the sedimentary column 
has experienced uplift, so that the sediments are not 

presently at their maximum depth of burial. 
However, even within the same basin significant 

differences may exist. For example, comparing the 

exponential relationship which Sclater & Christie 
(1980) derived from North Sea sandstone data 

(Curve 13, Fig. 3a) with another North Sea data set 
(Curve 7) shows that the porosity-depth trends for 

sandstones from the same basin with a similar 

provenance may diverge significantly. The 
potential cause(s) of the difference between any 

two porosity - depth curves are discussed below. 

However, the influence of many of the listed factors 
is currently unquantified, so that it is not possible to 

predict the best porosity-depth curve to be used in 
modelling a given formation in a given location 

without constraint from local data. Furthermore, 
although such functions adequately reproduce the 

general trends in porosity with depth at some 
depths, none of them can reproduce porosity-depth 
data at all depths. 

Estimates for the initial porosity (r of the rock 
prior to burial are well constrained for sandstones 

from the work of Tickell & Hiatt 1938; Krumbein 

& Monk 1942; Pryor 1973; Beard & Weyl 1973; 
Schenk 1983; and, most recently, Atkins & 

McBride 1992. Sufficient data exist to allow for 

differences in the initial porosity and packing of 
sandstones due to facies variations. The same is not 

true of other lithologies: there are few compilations 

available for carbonates (see Enos & Sawatsky 
1981) and only a few general references for 

mudrocks (Burst 1969; Greensmith 1978). 
Porosities from shallow well data are notoriously 

unreliable because of the effect of large borehole 
size and rugosity on porosity estimates from 

wireline logs, and the lack of core material. 

The alternative to using an assumed value for the 
initial porosity of these lithologies is to extrapolate 

the trend from the calibration data set to the surface. 
However, the initial porosity estimate is then 

dependent on the choice of porosity-depth 

function: consider the range of initial porosities 
which would be extrapolated from the curves 
shown in Fig. 3. Similarly, modelling of deep 

kitchen areas requires downward extrapolation of 

the function as there is seldom much data from 
below 4 km with which to calibrate the deeper part 

of the curves. 

Measurement of  porosity 

Porosity data for sandstones and porous carbonates 

are relatively easily obtained either from direct 
measurements on core plugs or from well logs. For 

those lithologies, the large amount of core data 
available means that the relationships between 

porosity-depth, porosity-permeability etc. are 

often quite well calibrated, at least in individual 

wells. 
For mudstones and muddy carbonates this is not 

the case. Core samples are usually fewer in number 
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and the interpretation of petrophysical measure- 
ments may be ambiguous. Mudrocks contain free 

water in the pore space, but also contain bound 

water within the clay lattice and as more loosely 

electrostatically bound water associated with clay 
particles. Different petrophysical tools respond to 

this water in different ways. For instance, the 
neutron tool responds primarily to the hydrogen ion 

content, whereas resistivity tools record electrical 

conduction by the pore-fluid and grain matrix, and 
are thus affected by salinity variations. Porosity 

estimation from a resistivity log requires 
assumptions about the shale mineralogy, the water 

composition, and the amount of clay-bound water, 

as well as knowledge of the temperature. In general 
an empirical calibration between the porosity and 

the resistivity is made. Hence, depending on the 

underlying assumptions and method of calibration, 
the resistivity log will indicate different porosities. 

Similar problems exist with sonic velocity- 
porosity correlations, which are the most widely 

used method for deriving the porosity of mudrocks. 

The Wyllie time average equation (Wyllie et al. 

1956) is the simplest and most commonly used 
method for calculating mudstone porosities from 
sonic velocity. Unfortunately, it is based on 

laboratory measurements for sandstones, and is 

known to be significantly in error for shallow 
sandstones (porosities above 30%, Serra 1984). 
More complex formulas, such as those of Raymer 

et al. (1984) need to be employed. In deriving 

porosity from sonic velocity, estimates of critical 

parameters such as the matrix velocity must be 

found either by directly correlating porosity with 

sonic velocity, where such measurements exist, or 
by estimating parameters from the sonic velocity 

when the rock has a near zero porosity, or by 
assuming default values. This last method does not 

take account of lithological differences. 

Caution is thus necessary in constructing 
porosity trends from petrophysical logs and in 

comparing trends derived from different data 
sources. In particular, porosity values obtained by 

different methods should not be mixed together to 

form a single calibration curve. 

Construction o f  porosi ty-depth curves 

Porosity-depth or porosity-effective stress 

relationships are used in basin modelling to 

calculate subsidence history and properties such as 
heat capacity, thermal conductivity, and 
permeability. Therefore, errors in these derived 

properties can be reduced by providing better 

calibrated porosity models. Suitable data sources 

for the construction of porosity-depth curves are 

provided by porosity data from core plugs or 
porosity/density measurements from wireline logs. 

Because many factors may affect the porosity loss 
behaviour, these sources of variation should be 

isolated as far as possible. An idealized recipe for 
the construction of these curves is outlined below. 

(1) A large number (100s-1000s) of samples is 
ideally required. These should be distributed 

over a wide depth range. 
(2) Only facies with similar initial porosities and 

porosity/depth or effective stress behaviour 

should be included in the construction of the 

curve. Other facies should be excluded. 
Similarly, samples with unusual compositions 
should be excluded (e.g. do not mix arenites 

with wackes). 

(3) Only samples currently at the maximum 
effective stress they have experienced should 

be included (i.e. discard samples which have 

been uplifted). 
(4) Samples from areas with markedly different 

geothermal gradients should be excluded. A 

separate trend could be constructed for these. 

(5) The samples should be derived from a narrow 
stratigraphic range to rule out any possible age 
effects. 

(6) Samples from overpressured areas should 
either be treated separately (as these may have 

retained porosity), or the model should be 
formulated in terms of effective stress rather 

than depth (see below). 

A best fit to the data (calibrated curve) can then be 

obtained. At this stage the outliers should be 

checked to see if they are assigned to the correct 

facies, or exhibit signs of an alternative process 
(e.g. leaching, localized mineralization etc.) which 

explains their anomalous porosity. If there is 

sufficient reason, they can be discarded from the 

analysis. 
Finally, after checking the anomalous data, the 

best fitting porosity-depth curve can be re-derived. 
Unfortunately, such porosity--depth trends rely 

on large amounts of data, and are thus unlikely to 

be available in the early stages of basin evaluation. 

Note also that such statistical representations of the 
data are valid only over the effective stress-depth 

range of the data, and extrapolation beyond these 

limits can be dangerous. 

Effect on basin modelling results 

The ability to reconstruct subsidence through time 

for the basin fill is fundamental to modelling the 
time variant profiles of temperature and pore-fluid 

pressure that are needed to estimate the generation 

and migration of hydrocarbons. Many basin model- 
ling applications require the use of porosity-depth 

models at several stages, but the impact of the 
choice of porosity-depth function on the model 
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output is rarely analysed. In the following section a 
simple one-dimensional steady - state thermal 

model has been used to estimate the uncertainty 
introduced into maturity calculations as a result of 

the porosity-depth functions employed. 

We adopt a pragmatic approach to the wide range 

of data, in that the porosity-depth curves in Fig. 3 
have been used to define both an 'average' 

porosity-depth trend, and an envelope bounding 
the range of values. A sufficiently wide range of 

curves is represented that we may assume that this 
is a fair summary of the likely variability in 

porosity-depth functions. These values and uncer- 

tainties can then be used to evaluate the potential 
error which could propagate into a maturity model 

if the porosity-depth curve used for decompaction 
and determination of thermal parameters is 

assumed rather than derived using local calibration 
data. We model initially the simple case of a 4 km 

thick shale section continuously deposited from 

200 Ma until the present day (Fig. 4). 

When the various porosity loss curves are used 
for the decompaction, there is only a small range in 

the derived decompacted burial history. This is 

because the depth at the present day, and the depth 
at the time of deposition are both constrained. 

However, a depth difference of several hundred 

metres may occur in the intervening time: even for 
the two most common defaults (values from Falvey 

& Middleton 1981; Sclater & Christie 1980) a 
difference in depth of around 190 m is predicted, 

and there is 400 m difference between the depths 

predicted using the maximum, and minimum shale 

porosity-depth curves. This difference has little 

impact in the case where back-stripped tectonic 
subsidence is used to constrain the beta stretching 

factor, and hence heat flow history, for a basin with 

a single phase of extension (Wooller et al. 1992), 
but may be significant in cases where there are 

multiple phases of extension, or where extension 
continued over a long period. 

Thermal conductivity is generally derived from 

the modelled porosity according to an equation of 
the form (Woodside and Messmer, 1961): 

Kbulk  K2a t r ix  ~) K q~ (8 )  "- " fluid " 

It is thus highly dependent on the porosity 
model. Figure 4c shows the dependency of the 

conductivity on the porosity-depth model. The 

range in the calculated conductivity is greatest (-+ 
40%) at burial depths of 0.5-1.5 km, and decreases 
with increasing depth. This error in conductivity is 

enough to give a significant error in the predicted 

temperature at depth (a range of-+20 ~ at 4 km) for 

a given heat flow, if  there is no constraint from 

temperature data available. For accurate forward 
modelling of temperatures at depth (for example for 

use in well planning) where the regional heat flow 
is known, it is thus important that a locally cali- 

brated porosity-depth curve should be applied, 

rather than a default model. 

More commonly, temperature measurements are 
available to calibrate the model, and the modeller is 

trying to create a picture of regional heat-flow 
history before predicting maturity in a hydrocarbon 

kitchen area. Even in this case, where well data can 

be used to calibrate the model results, the present 
day heat flow is not uniquely determined unless the 

conductivity and porosity-depth profiles are also 
calibrated locally. For the case of a 4 km shale 

section and a measured temperature of 150 ~ at 

4 km depth, the present day heat flow derived by 
fitting the measured temperature varies between 

50.6 mWm -a (for the most porous shale curve) to 

67.5 mWm -a (for the least porous shale curve). 
Similarly, for a sand section (steadily deposited 

over 200 Ma) with a measured temperature of 
135 ~ at 5 km depth, the optimized present day 

heat flow varies between 58.7 and 78.4 mWm -2. 

When the regional heat flow model is applied to 
an undrilled kitchen area the uncertainties in the 

heat flow history will propagate through into the 

predicted maturity of the sediments, despite the fact 
that the maturity is known at the wells used to 

calibrate the model. Figure 5 shows that for both 

the sandstone and shale model sections the 
uncertainty in the depth to the top of the oil window 

due to the range of porosity-depth functions 

applied is approximately _+500 m, and the uncer- 

tainty in the depth to the top of the gas window is 
even larger. Similarly, the error in predicted 

maturity (VRE) at a given depth (e.g. a source rock 
horizon) is as much as _+20%. This large uncertainty 

in the maturity calculation occurs because the effect 

of the porosity on the depth history (from 

decompaction) and its effect on the thermal 
properties work in the same direction: not only is a 

more porous shale buried more deeply over much 
of its history, but it is also hotter at the same depth. 

Naturally, the uncertainty in maturity affects the 

timing and magnitude of predicted hydrocarbon 
generation - -  the error in the timing of peak 

generation may be as much as 75 Ma (Fig. 4f). 
Even at a well with reliable temperature data avail- 

able to calibrate the thermal properties, the timing 

of peak generation still exhibits a significant 

uncertainty (_+15 Ma) because the generation 
history depends directly on the decompacted depth 

of burial as well as temperature history. 
In thermal modelling studies, the modeller 

should be aware of the potential error due to the 
choice of porosity-depth curve. Such errors could 

be vital when assessing the hydrocarbon prospec- 

tivity of a basin. This is highlighted in an example 

from Sarawak (Fig. 6) where a real heat flow model 
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Fig. 5. Range of possible uncertainty in the depth to the oil window resulting from the range of porosity-depth 

curves. (a) For a shale section - -  total uncertainty = _+ 450 m. (b) For a sandstone section - -  total 

uncertainty = _+ 500 m. 

Fig. 6. Example of the effect of the choice of porosity-depth model on predicted maturity for a well from Sarawak. 

A regional heat flow derived by matching temperature data at near by wells was applied to this stratigraphy in order 

to assess the hydrocarbon generation potential of an undrilled kitchen area. The coal source rock (SR) at 2.2 km depth 

is just gas mature if default porosity coefficients (values from Sclater & Christie 1980) are used, but it is not gas 

mature if locally calibrated curves for both sandstone and shale porosity loss are applied. If this model were for a real 

well and could be calibrated against temperature, both models would predict the same temperature history and 

maturity, although different heat flow values would be assumed in doing this. However, in areas where much older 

sediments are present and the heat flow may have varied through time, fitting present day temperature does not 

necessarily constrain the present day maturity. 
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calibrated at a number of wells has been applied to 
an undrilled kitchen area. Using the typical defaults 

for most basin modelling packages (i.e. values from 

Sclater & Christie 1980), a coal at 2.2 km depth 
would be predicted to be just gas mature. However, 

using a locally calibrated porosity-depth curve 

suggests that the coal is not gas mature. 
Thermal modelling thus illustrates that a signi- 

ficant error is possible in assessing maturation if the 
porosity model is incorrect. Although the errors in 

deriving the heat flow can, of course, be minimized 

by calibrating the model against measured temper- 
ature and maturity (VR) data at the well locations, 
the errors from extrapolating this derived heat flow 

over the area as a whole cannot be reduced. For the 

case where the lithologies and depths in the kitchen 

area are not significantly different to those at the 
well location this error will be minimal as long as 

the same porosity-depth model is applied in the 
kitchen as at the calibration well(s). However, if the 

kitchen area is significantly deeper (as is often the 

case) and/or the facies present in this area vary 
from those in the calibration wells, errors from 
using defaults can be significant. This error can be 

reduced by using a locally calibrated porosity- 
depth curve. However, even the use of a locally 

calibrated curve cannot guarantee that the error due 

to the porosity model is zero, as the porosity-depth 
model itself may be inadequate for the area: for 
example, in areas with a history of overpressuring 

(see below), changes in pressure through time mean 

that the present day porosity-depth curve is not 

representative of the whole history. In areas where 

there is no constraint from either temperature 
and/or maturity data, and no locally calibrated 
porosity-depth curve is available, it is important to 

quantify the uncertainty in predicted maturity due 

to the porosity model: for example by running low- 

side and high-side sensitivity tests. 
The choice of porosity model gives rise to 

another potential error where thermal modelling 

leads into hydrocarbon-migration modelling or 

pore fluid pressure modelling, because the porosity 

is used to calculate the permeability. The simplest, 
and most commonly applied, relation between 

porosity and permeability is the Kozeny-Carmen 
equation (Scheidegger 1974) in which permeability 

is a function of the cube of porosity and the square 

of the specific surface. Thus if the porosity estimate 
is in error, there will be an even greater error in the 

permeability estimate, which will feed through into 

calculations of migration rate and fluid pressure. 

Porosity-effective stress relationships 

Exper imen ta l  ev idence 

Triaxial compaction experiments (de Boer, 1975; 

Giles, unpublished data) aimed at studying the 

porosity loss behaviour of unconsolidated sands 
show that porosity loss is primarily a function of 

the applied effective stress (defined below) and the 

composition of the grains making up the sand. 
Figure 7 shows that, for a given lithology there is an 

approximately linear trend between the log of 

porosity loss (q)/q~o) and the effective stress, which 
suggests that porosity loss behaviour conforms to 

an exponential function of effective stress. 

Exceptions to this rule occur where the sediment 
contains a high proportion of ductile grains, 

although this deviation may cease at high effective 
stresses. Both the presence of clay (the most 

common ductile grains) and an increase in 
temperature (Fig. 7b), increase the mechanical 

compaction rate. The temperature-dependence of 

the compaction rate (and therefore the compaction 

coefficient) is relatively high, and thus increased 
compaction rates in areas with high geothermal 

gradients may help to explain the scatter observed 
in Fig. 3. Similarly, abnormally high porosities (for 

a given depth) are observed in many overpressured 

zones, where the effective stress is reduced by the 
high pore fluid pressure. 

Experimental and natural data thus clearly 

illustrate that load rather than depth per se is the 
driving force for compaction. At any point in the 

subsurface the vertical stress generally depends on 

the weight of the overlying porous rock, which is 
partially offset by the isotropic stress or pressure 

exerted by the pore fluid. These competing stresses 
lead to the concept of effective stress (Fig. 8), 

which in its simplest form, commonly called 

Terzaghi's law (Terzaghi & Peck 1948), may be 

written as: 

O'ef t = O"- Pf (9) 

where cr is the imposed stress and Pf the fluid 
pressure. The validity of this equation will be 

discussed in detail later. 
Modifications of the exponential function (eqn 

6), where depth is replaced by Terzaghi effective 

stress can be fitted to natural data extremely well. 

Furthermore, by making porosity reduction a 
function of effective stress rather than depth, the 

effects of overpressures on porosity reduction are 
automatically taken into consideration (Fig. 9). 

Sclater & Christie (1980) rewrote the porosity- 

depth equation in terms of Terzaghi's effective 
stress by simply substituting depth (in eqn 6) by the 

stress divided by the average density and the 
acceleration due to gravity (g): 

r = d?o e-~cf?c where c = J,(~0 b - Pw)g . (10) 

One of the major problems with this equation is 

because the average bulk density of the water 

saturated sediment (Pb) is dominantly a function of 
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Fig. 7. Experimental compaction of unconsolidated sands. The approximately linear trends indicate an exponential 
relation between porosity-loss and effective-stress. Data from de Boer (1975) and Giles (unpublished data). (a). Effect 
of the composition of the sand. (b) Effect of temperature. At higher temperatures porosity loss is more severe for a 
given level of effective stress. 

porosity, and the density of water (Pw) is influenced 
by temperature and salinity; both are variable rather 
than constant. Furthermore, experimental (de Waal 

1986) and natural data suggest that porosity loss 

and vertical strain are largely irreversible functions 
of the applied stress, which results in hysteresis 

(Giles 1996) during loading and unloading cycles 
(Fig. 10). Although modifications of eqn 6 can 

model the loading portion of the porosity loss 

curves, they cannot represent the unloading portion. 

Thus the use of simple equations such as eqn 10 in 
decompaction requires that any uplift can be 

accurately quantified and corrected for, and that the 
pressures have been hydrostatic for the entire burial 
history. 

The concept of effective stress stems from a 
consideration of the competing effects of the 

imposed overburden load forcing the grains 
together and the pore fluid pressure forcing them 

apart. Experimental evidence and natural data show 

that porosity loss can be considered a function of 
effective stress. However, Terzaghi's law implies 

that the pore fluid is continuous, and therefore 

exerts a pressure uniformly over the complete 
surface of the grains. In consolidated rocks this 

clearly is not the case. Let us therefore re-examine 
this law. 

Theoretical considerations 

The capacity for bulk volume change can be 
considered to be a function of two variables, the 

confining pressure (Pc) and the fluid pressure (Pf): 
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Fig. 8. Definition of vertical effective stress. 

vb = f(P~, Pr) (11) 

where the confining pressure can be defined in 

terms of the trace of the stress tensor (o-,) A 
l J  ~ 

differential change in the bulk volume can therefore 

be written: 

wi~:  

dVb={ OVb ~ [dPc-tT~]ef] �9 
~, aPc]p~ 

(12) 

~Vu 
o :  {(%/ \ apc]pf } (13) 

The term ct is commonly known as the poro-elastic 

coefficient (Berryman 1992) although elasticity is 

not implied in the above definition. This coefficient 

is the ratio of the rate of change of bulk volume 

with fluid pressure at constant confining pressure 

and the rate of change of bulk volume with 

confining pressure at constant fluid pressure. Note 

that a can also be expressed in terms of 

compressibilities (e.g. Appendix 1). Equation 12 

defines a differential effective stress law for bulk 

volume changes of the form: 

dtTef f = dP c - offlPf (14) 

Integration of this equation with a equal to 1 gives 

Terzaghi's law (eqn 9) which has been found 

experimental ly to describe the compaction 

behaviour of soils and unconsolidated rocks 

(Skempton 1970). However, experimental data on 

consolidated rocks imply a smaller poro-elastic 

coefficient (Berryman 1992). Berryman (1992) was 

able to show that the poro-elastic coefficient for 

Fig. 9. Porosity - effective stress correlation. Porosity derived from sonic log velocity is shown on the left in grey. 
Note that this trend exhibits a high frequency lithology effect. A locally derived porosity-depth trend derived from 
nearby hydrostaticlly pressured wells is shown for comparison (heavy line). Note that, as the top of overpressures is 
encountered the effective stress starts to fall, and hence the porosity deviates from the hydrostatically pressured trend. 
A porosity-depth model cannot take account of this deviation. 
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Fig. 10. Porosity hysteresis. During experimental compaction, a small amount of porosity is recovered on unloading 
(dotted lines). This behaviour is approximated by an equation which has a large term dependent on the maximum 
effective stress (O'eff_ max)' and a small term dependent on the present day effective stress (O'eft-*). 

bulk volume changes lies in the range q~ < a < 1. 

Clearly a = 1 when ~ = q~o (when fluid pressure = 
confining pressure) and c~= 0 when r = 0 (when 

the lack of pore-space means that pore-fluids 
cannot influence the stress). Note that the effective 

stress law for one property (e.g. bulk volume) is 

different from that of another property (e.g. 
porosity) although the coefficients may be related 

(Berryman 1992), as demonstrated in Appendix 1. 

Assume for the moment that: 

(a) The confining and pore pressures are 

independent. 
(b) The poro-elastic coefficient for porosity change 

is a constant. 
(c) The rate of porosity loss with maximum 

confining pressure is a constant. 

(d) The rate of porosity rebound with decreasing 
confining stress (unloading) is also a constant. 

It is then possible to show that porosity loss may 
be described by an equation of the form (see deri- 

vation in Appendix 1): 

1 O'max.ef t - O'eff 
- k  O'max-eff k" 

q~ = q~oe e (15) 

where the effective stress is given by: r t- = Pc - 
o(Pf, k is the compressibility coefficient for the rate 

of porosity loss with increasing confining pressure, 
and k' is the compressibility coefficient describing 

the elastic rebound caused by a reduction in 

confining pressure (see Appendix 1) (ks are used in 

preference to 2s to emphasise that these are 
physical ly meaningful  constants, rather than 

empirically derived values, as in eqs 6 and 7.) The 

validity of the assumptions used to derive this 

equation will be examined later. 
Note that in this equation the maximum effective 

stress (O'max_eff) is a function of time because the 
burial path and fluid pressures followed can them- 

selves be expressed as functions of time. When the 

load is greater than at any time previously (i.e. 

O'max-eft (t) = O'eft) porosity will decrease. During 
unloading (O'max.ef f > ~reff) the effective stress is less 
than the maximum and hence porosity will increase 
marginally as a result of elastic recovery. As shown 

in Fig. 10, this equation adequately describes 

porosity hysteresis during loading and unloading 

cycles, with the constant k" controlling the amount 
of elastic recovery of porosity. 

The time-dependence of compaction behaviour 

is not explicitly indicated in this equation. Despite 

this omission, eqn 15 is a major improvement over 

porosity-depth functions. It is more physically 
realistic and it embodies the maximum effective 
stress history. Furthermore, if any of the parameters 

within the equation are time variant then this 

equation can describe the porosity loss through 
time. For example, because it is a function of 

effective stress, variations due to overpressure are 

eliminated. 
However, because the effective stress depends on 
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the load, which in turn depends on the porosity of 
the overlying sediments, it is impossible to use such 

an equation for simple (non-iterative) decom- 
paction without knowing the stress history. Note 

that, in the case where lithostatic and hydrostatic 

gradients are approximately constant (as they com- 
monly are, very crudely, below =1 km in a con- 

tinuously subsiding basin) eqn 15 can be rewritten 

in terms of depth and is then analogous to eqn 6. 
In deriving eqn 15 the assumption was made that 

both the poro-elastic coefficient and the 

compressibility moduli are spatially and temporally 
constant. Experimental (Fig. 11) and theoretical 

(Laurent et  al. 1990; Zimmerman 1991; Berryman 
1992) show that this is not the case for the poro- 

elastic coefficient. The bulk moduli at constant 

effective stress depend on the consolidation state of 
the sample, notably the porosity, degree of 

cementation, and overall composition. The poro- 

elastic coefficient for bulk volume change varies 

between 1 (when r162 and 0 (when r  
(Berryman 1992). Thus different porosity loss 

curves would be derived for different values of the 
poro-elastic coefficient (Fig. 12a). Rocks with 
moderate porosity commonly exhibit a value of a 

of about 0.7 (Berryman 1992). Thus eqn 15 (and 
also the simplified exponential version, eqn 6) is 

inappropriate for fitting data with very low porosity 
or porosity close to the depositional porosity, where 

a is different from the value at typical subsurface 

porosities. This explains why many low porosity 
data deviate significantly from the values predicted 

by a simple exponential function (Fig. 12b). We 
know of no rigorously calibrated studies of the 

porosity loss behaviour at high effective stress from 

which to derive the correct form of behaviour at 

low porosities. 
The poro-elastic coefficient for bulk volume 

change (a) has been correlated with porosity for 

individual rock units (Laurent et  al. 1990; 1993). 
However, this leads to equations specific to a given 

rock. As the poro-elastic coefficient is 1 when the 
porosity equals the depositional porosity (Fig. 11) 

and 0 when the rock contains no porosity, a more 
general correlation can be obtained by considering 

the poro-elastic coefficient as a function of the 

relative change in porosity: 

(+0) n a = a 0 (16) 

Available data (Fig. 11) suggest that the poro- 

elastic coefficient for a variety of rock types can be 

adequately fitted over the complete range of 
porosities if a 0 = 1 and n = 1/3. The reason for the 
dependence of the poro-elastic coefficient on the 

one third power of the porosity ratio may reflect its 

dependence on the change in pore radius and 
therefore the interconnectivity and packing co- 
ordination of the solid framework with increased 

stress. 

Fig. 11. Variation of the static poro-elastic coefficient with porosity. The theoretical line (which assumes that the 
poro-elastic coefficient is related to the one-third power of porosity) provides a good approximation to the (sparse) 
data. 
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Fig. 12. Dependence of the porosity loss with effective stress (or depth) on the value of the poro-elastic coefficient. 
(a) The various curves were calculated using eqn 15, with standard initial porosities and compaction coefficients, and 
a number of different values for a. (b) For a typical sandstone, the feedback between porosity loss and the change in 
poro-elastic coefficient with porosity results in more rapid porosity loss at large depths than would be predicted by 
extrapolation of a simple exponential function (i.e. constant a). 

Unfortunately, the dependence of the poro- 

elastic coefficient on porosity means that it is 

impossible to integrate eqn 14 simply. Hence no 

simple effective stress law analogous to eqn 15 can 

be derived. The observation that rocks with a wide 

range of porosities commonly have poro-elastic 

coefficients for bulk volume change of around 0.7 

suggests that the effective stress law represented by 

eqn 15 may be a valid approximation, but at the 

range of depths applicable to most hydrocarbon 

exploration, evaluation of the porosity evolution 

would require a model which accounted for the 

spatial and temporal variability in the poro-elastic 

coefficient. 

Practical considerations 

Ideally we wish to be able to derive calibration data 

for porosity-depth or porosity-effective stress 

curves from well data, since these provide a 

continuous point sampling of the subsurface. 

The effective stress can be derived relatively 

easily by integrating the density log to derive 

lithostatic pressure and using fluid pressure 

measurements (such as RFTs). Fluid pressure may 

also be crudely estimated from the mudweight used 
during drilling. 

As discussed above, porosity measurements 

from cores are ideal for use in calibrating porosity- 

effective stress curves, provided that the core 

samples are representative of the lithologies over 

the whole depth range required. This situation is 

rare: cores are often taken only from the reservoir 

section, with little data being available for other 

lithologies. Similarly, a method is required by 

which porosity estimates can be made for undrilled 

regions such as kitchen areas or previously 

unexplored basins. 

Seismic velocities (which are generally 

available) provide a large data set from which it 

should be possible to invert porosity data for all the 

lithologies in a given area. Seismic P-wave velocity 

(Vo) is a function of the bulk density (Pb), the shear 
m6dulus (p), and the compressibility, or the bulk 

modulus (kb). These parameters can be related to 

the porosity as follows: bulk density can clearly be 

expressed in terms of the porosity, the grain density 

(p,) and the fluid density (pf). Standard elastic 

relationships allow the shear modulus to be 

expressed in terms of the bulk modulus and 
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Poisson's ratio (v). If the bulk modulus is related to 

the grain modulus via the poro-elastic coefficient 

for bulk volume change a (which relates the bulk 

compressibility to the grain compressibility), then: 

Vp =f(kb, ]./, Pb) = f(kg, a, V, 0, Pg, Pf) �9 (17) 

Given that the poro-elastic coefficient correlates 

with relative porosity change, the poro-elastic 

coefficient can be expressed as a function of 

porosity and eliminated. Similarly, Poisson's ratio 

could also be expressed as a function of porosity, as 

it falls predictably from 0.5 (i.e. fluid) under 

depositional conditions to values around 0.15 for 

silicate minerals with negligible porosity at large 

burial depths. It is then necessary to make the 

simplifying assumption that within the sedimentary 

column the pore fluid is generally aqueous, so that 

the fluid density does not change significantly with 

depth. Thus the relationship between P-wave 

velocity and porosity is a function of only two other 

variables: 

Vp = (kg, 1~,/gg) or • =ft(Up, kg, pg) (18) 

Thus, knowing kg and pg, it is possible to derive 

estimates of porosity from either seismic or sonic 

log velocities. Furthermore, the low frequency 

content of seismic waves results in an averaging 

effect which subdues the dependence of P-wave 

velocities on small-scale lithology effects. Seismic 

and sonic velocities therefore provide a potential 
avenue by which realistic average porosities may 

be derived for local calibration of porosity loss 

models. 

Compaction and porosity loss  

Is solid volume constant? 

Fundamental to the discussions so far has been the 

assumption that the solid volume remains constant, 

so that vertical strain can be equated to porosity 

loss. This assumption is particularly relevant in the 

case of decompaction (Fig. 13), but is the 

assumption of constant solid volume reasonable? 

Most sedimentary basins can be considered as 

isochemical systems, in that there is little overall 

transport of components into or out of the system. 

However, the distribution of the components will 

vary as a function of temperature and time, with 

different phases being stable under different 

conditions. 

Dehydration reactions are particularly important 

as a means of changing solid volume, because they 

do not require mass transport into the system, but 

do result in a net mass transport out of the system 

in the form of water. This water from dehydration is 

not usually considered as part of the pore fluid. 

Clay mineral dehydration reactions in shales are 

Fig. 13. Errors introduced into decompacted thicknesses by changes in solid volume. (A) Decompaction recovers the 
original porosity if solid volume is conserved. (B) If the solid volume changes, and this is not recognized, the amount 
of porosity predicted from the porosity-depth curve will be incorrect. In this example the solid volume has increased 
between the time of deposition and the present day, hence the calculated initial porosity is an underestimate. This 
error will pass through to the decompacted depths and all the underlying strata will also be placed at incorrect depth. 
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particularly important, because mudrocks are the 

most abundant lithology in the sedimentary record. 

Significant deviation from the assumption of 

conservation of solid volume may give rise to 

serious problems in understanding compaction (and 

hence decompact ion)  in sedimentary basins. 

Consider a fully compacted shale, composed of 

25 % Quartz, 25 % K-feldspar, and 50 % kaolinite 

by volume. If all the K-feldspar and most of the 

kaolinite is converted to illite (see Table 1 ) the solid 

volume lost can be calculated using the molar 

volumes of  these minerals.  This calculation 

indicates that 43 cm 3 of solid volume is lost per 

mole (molar volume = 108.7 cm 3) of K-feldspar 

dissolved, which is equivalent to a 9.6 % reduction 

in volume! Similarly, in some mudrocks the 

conversion of kerogen to hydrocarbons may result 

in a volume decrease. 

However,  the most  spectacular dehydrat ion 

reaction, in terms of volume change, is the gypsum 

to anhydrite reaction which results in a reduction in 

solid volume of more than 37 % (Table 1). This 

reaction has been investigated extensively by 

Jowett et al. (1993) who found that the dehydration 

reaction is controlled by the temperature, activity of 

water and the pore fluid pressure. The largely 

temperature dependent transformation may occur at 

depths as little as 400 m when overlain by a poor 

heat conductor, but could theoretically occur at 

depths in excess of 4 km when overlain by salt. 

These authors concluded that the reaction was of 

considerable potential importance to basin model- 

lers as a result of its impact on subsidence analysis, 

the four-fold increase in thermal conductivity, and 

the fact that the reaction, being endothermic, acts as 

a heat sink, reducing the temperatures below those 

which would be predicted by a simple conductive 

heat flow model.. 

Transformation reactions may also be an 

important mechanism for changing the solid 

volume within a sedimentary sequence. This is 

particularly important for carbonates in the shallow 

subsurface, which undergo transformation of 

aragonite to calcite. This transformation (on 

a mole for mole basis) results in an 8 % increase in 

volume (Table 1) despite the fact that mass is 

conserved. 

Solid volume change can also be important in 

sandstones, in the form of cementation in the pore 

spaces, and dissolution of framework grains. For 

example, many reservoir sandstones below depths 

of 1-2 km contain significant volumes of quartz 

cement (McBride 1989). However, introduction of 

cement does not necessarily have an adverse effect 

on the porosity: consider Fig. 14 which shows the 

porosi ty-depth  and quartz cementa t ion-depth  

curves for Ol igo-Miocene  sandstones from 

offshore Borneo. It seems unreasonable to assume 

that up to 16 % bulk volume of new authigenic 

quartz could have been introduced into these 

sandstones without affecting the shape of the 

porosity-depth curve. If instead, the volume of 

quartz remains constant, this implies that changes 

in solid volume are included as part of the 

compaction process, and should not be treated 

separately. 

Dissolution reactions can also cause significant 

changes in volume. For example, in the Brent 

Group of the North Sea up to 25 %B,V. (by 

volume) of feldspars may have been dissolved from 

deeply buried Brent Group sandstones (Giles et al. 

1992). Even if the ions liberated from this reaction 

Table 1. Change in volume associated with transformation~dehydration reactions 

gypsum to anhydrite CaSO4.2H20 to CaSO 4 

aragonite to calcite CaCO 3 to CaCO 3 

K-feldspar + 2 kaolinite to 
illite + 2 water 

KA1Si308 + 2 A12(Si205)(OH)4 to 
KAI4(Si7A1)O20(OH) 2 + 2 H20 

2K-feldspar + water + 2H + to 
kaolinite + 4 quartz + 2 K § 

2 KA1Si308 + H20 + 2 H + 
A12(Si2Os)(OH) 4 + 4 SiO 2 + 2 K + 

molar volume (cm 3) 

73.7 
46.15 
27.6 

34.15 
36.93 
2.78 

108.7 + (2 x 99.5) 
139.6 + (2x 18.1) 

131.9 

(2 x 108.7) + 18.1 
99.5 + (4 x 22.7) 

change in volume 

-37.5 % 

+8 % 

-42.9 % 

45.2 -19.2 % 
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Fig. 14. Porosity and quartz cement versus depth, Sarawak. Up to 16 % quartz cement by volume (BV) has been 
precipitated, and thus the 'minus cement porosity' (the total volume not taken up by grains) has apparently not 
decreased between 1500 m and 3000 m depth. Therefore, either compaction has been halted completely despite 
continued sediment loading, or compaction and cementation are not independent. 

had been re-precipitated as other minerals, so that 

no mass left the system in solution, over 3 % 

additional porosity would have been created due to 

the different molar volumes of the minerals. Thus 

the use of the constant solid volume assumption is 

fundamentally flawed. 

It is possible to correct for changes of solid 

volume using the following development. The solid 

may be considered to be made up of J minerals so 

that the total solid volume is given by: 

~j = J  

W s = 1Wsm,jnj (19)  

where n. is the number of moles of component j j 
and V �9 is the molar volume of component j  Thus sm,j 
the rate of change of solid volume is: 

dVs-~jJ-lJ(Vsm,j(dnJ ~ (dV~mj 

The rates of change of mineral composition 

0 5 
(--~-) may be modelled using kinetic expressions 

/ ,  

for the reaction rate. Rate expressions are known 

for some reactions, such as the conversion of 

smectite to illite (Eberl & Hower 1976, Vasseur & 

Velde 1992). 

The temporal variation in molar volume can be 

described in terms of the variations in effective 

stress and temperature through time, and the 

relations between molar volume and temperature 

and effective stress: 

(doofi 
= Vi + ~J \---d~] (21) 

where v. and ,6. are the expansivitiy and compres- 
J J 

sibility of mineral j, respectively. Hence the total 

rate of change of solid volume per unit solid is: 

1 dVs l{~Jj=J(Vsm,j(OnJ~ [d(._~ ) 
V s d t -  V s =l \Otl-nj  vj 

(dCreff~]) } - (Rwe (22) 
-- ]~j \ - ~ - i - - ] .  ] , -- Rw, p) 

where R is the rate of water production from w,p 
dehydration reactions and R w e is the rate at which 

water can escape from the sediment. 

Thus, in principle, changes in solid volume can 

be accommodated  within compaction models.  

Dehydration reactions, and other essentially closed 

system reactions which are time or time-temper- 

ature dependent may be incorportated relatively 

easily into this framework, but for cementation 

reactions this is very difficult because of the need to 

know the fluxes of solid material as a function of 

time. 

Time dependency 

Time has been suggested to play a role in 

compaction by many authors including Dallmus 
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(1958), Weyl (1959), Boswell (1961), Maxwell 
(1960; 1964), Griffiths (1964), Dzevanshir et al. 

(1986) and Scherer (1987) but without general 
acceptance. We examine the evidence for time- 
dependent compaction processes below. Its 
importance can be demonstrated using a simple 
porosity-effective stress models such as equation 
15. As an example, we consider the change in 

porosity caused by overpressures (Pex)" 
Taking into consideration the rate of fluid escape 

from a compacting rock will ultimately result in a 
time-dependence to compaction. By combining a 
porosity-effective stress model (such as equation 
AP8, Appendix 1) with mass conservation 
equations and Darcy's law for fluid movement a 
general expression for the rate of overpressure 
generation can be derived (Giles 1996): 

dPex (1 - ~) o(1 - r dT 
- - -  V �9 (Pexk/~t) 

dt Ck k dt 

1 d(~_) (1 - ~b)Rw, p (23) 

k + pf(pk cem 

fl(1 - q~) dPf 
k dt  ~ g(PR - pf)(1 - (Po)S(t) 

This equation (given in terms of the material 
derivatives) relates the rate of overpressure 
generation to the principal driving mechanisms 
provided by the loading rate (i.e. sedimentation rate 

(S(t)) multiplied by density, where where PR is the 
average grain density), aquathermal (temperature- 
dependent) effects, and rate of fluid generation 
(Rwp). Of prime importance is the rate of fluid 

dissipation (V- (Pexk/P)) as a result of the excess 
pressure generated, which in turn largely depends 
on the permeability (k) of the rock and the specific 
storage. Solution of this equation shows that 
dissipation of excess pressure will only be 
geologically instantaneous if the permeability of 
the rock is high enough. In rocks of low perme- 
ability, such as shales, water can only escape at a 
finite rate during burial. Overpressures can there- 
fore be generated simply by a process of rapid 
burial of low permeability sediments - -  a process 
known as undercompaction (Fig. 15a). High pore- 
fluid pressures mean that the effective stress on the 
rock is reduced, and hence the porosity is higher 
than the porosity at the same depth in a normally 
(hydrostatically) pressured system. Modelling of 
the relationship between flow rate, permeability 
and excess fluid potential (driving the flow) shows 
that if there is no further loading by sedimentation 
the overpressures will decay as the pore fluid 
gradually escapes (Fig. 15b). The porosity shows a 
similar decay to progressively lower values as the 
effective stress increases due to decreasing fluid 

pressure. Such compaction is clearly a time- 
dependent process. 

Thus in thick sedimentary successions the 
variance in porosity loss curves can be explained to 
a large degree by the variable effective stress 
conditions which affect the mudrocks, commonly 
linked to time variant drainage. Decompaction is 
therefore intrinsically inexact in all but the simplest 
cases. Plotting porosity loss against depth focuses 
attention on vertical variation of hydraulic 
conductivity but in practice drainage is as much 
determined by lateral communication along 
dipping aquifers or up faults. Both of these routes 
evolve (often discontinuously) through time (Fig. 
16). The lateral path lies essentially in sand only, 
whereas the vertical path lies across a layered 
sequence whose permeability is essentially 
determined by the shales. As sand permeabilities 
exceed those of shale by 4-6 orders of magnitude 
over the range of effective stresses encountered in 
most basins (Hanor 1987, p 155), the relative flux 
transmitted via lateral bleed-off along aquifers is, in 
principle, 3--4 orders of magnitude greater than that 
via vertical bleed-off, despite the path length 
commonly being 1-2 orders of magnitude greater. 
In practice, however, the relative mean perme- 
abilities for lateral and vertical bleed-off are not 
quite as disparate as might be imagined from the 
above two-dimensional reasoning. Erosional relief 
at sandstone bases, particularly valley fills cut at 
sea-level low-stands, commonly ensures a three- 
dimensional vertical connectivity (albeit tortuous) 
not apparent from a single vertical profile. Such 
pathways can often explain the lack of correlation 
between pressure change across many shales and 
their thickness (e.g. Weedman et al. 1992). 

Clearly, the dominant bleed-off flux for many 
sand/shale sections will be directed laterally up-dip 
(Bredehoft et  aI. 1988) unless hindered by faults. 
By corollary, only relatively minor flux will be 
vertically transmitted, unless assisted by faults. It is 
thus worth considering the impact of faulting on 
fluid flow, and hence on compaction. 

Faulting induces a variety of fabrics (Knipe 
1992) which may be grouped as either shaley 
(smear) or sandy (particulate and cataclastic flow) 
gouges (Watts 1987), each of which has locally 
variable continuity within the fault plane. Each type 
of gouge is of markedly lower permeability than 
sand, but sandy gouge (particularly in the direction 
parallel to the fault plane) is of markedly higher 
permeability than shale. The effect of faulting is 
thus to decrease the mean lateral permeability of 
the sand/shale section and to increase its mean 
vertical permeability. The lateral decrease results 
predominantly from the juxtaposition of shale 
against sand across the fault and the generation of 
shaley gouge within the fault plane, the severity of 
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Fig. 15. Time-dependence of porosity: undercompaction case. (a) A well from Nigeria, where rapid sedimentation 
has led to the generation of an over-pressured section with anomalously high porosity in the low permeability shales. 
In contrast, the overlying sandstones are normally pressured because water could easily escape to the surface during 
compaction. Note that subsidence is plotted relative to the sediment surface, with the result that the basement appears 
to be uplifted due to compaction. In reality this compaction would result in surface subsidence and hence increased 
water depths. (b) If rapid sedimentation was now switched off, the slow flow through the shales would result in the 
gradual reduction of the overpressures, until the whole section was normally pressured. As the overpressure 
decreases, so the effective stress increases, and thus porosity is reduced from the undercompacted state observed in 
(a) to an equilibrium state (Cret ~. = cref f m a x  ).  Thus the porosity changes through time, despite the fact that no further 
loading by sedimentation has occurred. 

both processes being statistically an inverse 

function of the sand/shale ratio. The vertical 

increase results from the generation of sandy gouge 

within the fault plane and three-dimensional fluid 

flow across the fault where footwall and hanging- 

wall geometries are not congruent and sand-on- 

sand contacts exist (Allan 1989). 

Faulting may thus re-orient much of the fluid 

flux from lateral flow toward a largely vertical 

bleed-off. Whether this vertical flux is dominantly 

via the fault plane or lies within the fault blocks 

depends largely on the ratio of fault-zone trans- 

missibility to that of the sedimentary section in the 

blocks (where vertical transmissibility is dominated 

by the major shale horizons). Where fault-zone 

transmissibility is relatively high, the fluid flux in 

sandstones will be largely lateral (towards faults) 

and hydrocarbon-water contacts will be strongly 

tilted. The common occurrence of sub-horizontal 

hydrocarbon-water contacts in oil and gas fields 

supports the idea that fluid flux in the sedimentary 

section is often sub-vertical. Thus because porosity 

is dependent on fluid drainage, the waxing and 

waning of pressure cells within the deforming 
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Fig. 16. Time-dependence of porosity - -  inflation case. Faulting causes temporary sealing of sand A. During this 
time the sand becomes overpressured. The reduced vertical effective stress (VES) means that compaction is halted 
(the porosity cannot increase again). When continued faulting juxtaposes sand against sand, pressure is released by 
up-dip flow, effective stress increases, and compaction can continue. 

sediment pile as a complex function of stratigraphy, 

tectonic deformation, and strain rate will result in a 

range of porosity loss trends for an initially 

homogeneous sedimentary unit at different spatial 

locations in the basin. 

Furthermore, the present day porosity-depth 

curve includes many points, each of which may 

have experienced a different effective stress history, 

and thus the porosity loss curve cannot represent 

the effective stress history of any single point (Fig. 

17). Thus it is not possible to completely eliminate 

errors in decompaction, even if a well calibrated 

porosity-depth curve is available. To accurately 

reconstruct the subsidence history and porosity of a 

given unit, it is necessary to know the effective 

stress history (and hence, if overpressuring 

occurred at any stage, the fluid flow characteristics 

of the system). 

Development  of overpressures is a very 

particular example of the t ime-dependence of 

compaction. However,  consideration of the 

physical processes involved in compaction 

suggests that time-dependency may be a more 

general phenomenon.  Compaction/porosity 

reduction involves a number of processes that 

modify the grain framework (Fig. 18), including : 

(a) grain re-arrangement and breakage; 

(b) elastic deformation; 

(c) plastic deformation; 

(d) dissolution of labile grains; 

(e) pressure solution; 

(f) chemical cementation. 

Of these processes, only elastic deformation is 

likely to be truly instantaneous. 

Fig. 17. Non-uniqueness of porosity-depth curves. A 
whole range of possible effective stress histories exists 
for any point on the porosity-depth curve. The point A 
could have first compacted normally, and then not at all 
(for example due to late overpressuring) or it could have 
been undercompacted initially (due to rapid burial) and 
then compacted later, once the overpressures had 
dissipated, Thus it is unlikely that the point A was 
reached simply by following the present day porosity 
loss curve. 
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Fig. 18. Compaction in sandstones. 

At low stress, compaction occurs by the sliding 
and rotation of grains. Time-dependence may be 

introduced via the friction between grain surfaces 

as suggested by de Waal (1986). In attempting to 
explain reservoir compaction as a result of 

hydrocarbon production, de Waal (1986) developed 
a theory of Dieterich (1978), who suggested that the 

frictional coefficient between grains depended on 
the average lifetime of grain contact points, called 

'asperities' (Bowden and Taybor 1954; 1960). De 

Waal (1986) recognized that the lifetime of such 

asperities would depend on the strain rate. When 
the strain rate is low it takes a long time to reach the 

critical strain for breakage of an individual asperity, 

and new asperities have ample time to develop, 
resulting in a relatively high contact area between 

grains. At high strain rates, asperities exist for 

shorter periods resulting in a lower frictional 
coefficient between grains (de Waal 1986). Once 

loading ceases, compaction must continue until the 

frictional force between grains is sufficient to 
withstand the overburden load; i.e. until the grains 

have reached an equilibrium configuration. How- 
ever, it is not known how this effect operates on a 

geological time scale. 

Grain breakage may also exhibit a time effect, in 
that build-up of a critical strain is required before 

failure can occur. This critical strain may vary from 

grain to grain, depending on the stress distribution 
within the individual grains and the load carried by 

the surrounding grains. Breakage or slippage in the 

surrounding grains may cause the critical stress to 

be exceeded. 
Plastic deformation which results in physical 

rearrangement of the crystal lattice by migration of 

dislocations, translational gliding, etc. may also be 

a mechanism of compaction. In the case of quartz 
grains it will only occur at high stresses and 
temperatures, but other components of sandstones, 

particularly mudstone clasts and intergranular clay, 
may behave plastically at lower stresses. These 

components will deform from a load-bearing to 
non-load-bearing state once the yield stress has 

been reached resulting in a period of deformation at 

constant load. 

Progressive framework weakening due to grain 
dissolution may be a very important process in 

compaction of sandstones. Sandstones can contain 
an appreciable quantity of load-bearing labile 

grains such as feldspars, carbonates and volcanic 

fragments. During burial, increasing temperatures 

may trigger decomposition of such unstable grains 
(Giles & de Boer 1990) to form pore-filling clay 

minerals and cements (Fig. 18). For example, in the 
Ness sands of the Brent Group more than 20 % B.V. 

of feldspars are present in the shallowest samples, 

whereas samples buried to more than 4 km depth 
contain only a few percent feldspar (Giles et  al. 

1992). The removal of load-bearing components 
and their replacement with non load-bearing 

components means that the average stress carried 

by the load-bearing grains must increase, thus 

promoting further compaction. 
The increase in stress associated with burial, 

together with the increased solubility of many 
minerals (including quartz) at higher stresses 

results in the process of pressure solution. Grain-to- 

grain contact stresses are generally much higher 
than those in the surrounding pore fluid. The layer 

of water molecules bound to the grain surface 

therefore experiences much higher pressures and 
allows higher solubility at grain-to-grain contacts 
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than elsewhere on the grain. A concentration 

gradient is set up which allows diffusion of material 
from the grain contacts to the bulk pore fluid. 

Preferential dissolution at the grain-to-grain con- 

tacts causes grain interpenetration. For example in 
a quartz sandstone quartz will be dissolved at the 

grain contacts in response to increasing stress 
during burial. As the bulk pore fluid is generally 

already saturated or slightly oversaturated with 

silica, due to equilibrium with the quartz grains 
surrounding the pore, the quartz dissolved at the 

grain contacts will be precipitated in the pores 
surrounding the interpenetrating grains. The 

resulting increase in grain-to-grain contact area 

causes reduction of grain-to-grain stresses until 
equilibrium is attained. Mathematical and 

experimental descriptions of pressure solution and 
the related process of grain necking, have been 

developed, for instance by Weyl (1959), Kingery 

(1959), de Boer (1975; 1977a-c) and more recently 
Schutjens (1991a,b), Hickman & Evans (1992, 

grain necking) and Stephenson et al. (1992). The 

latter developed an ingenious theory of compaction 
by grain interpenetration based around e n e r g y -  

and volume - -  balance considerations. All of these 

theories predict some form of time-dependence for 
pressure solution, and hence time-dependency of 

porosity loss as a function of effective stress. In this 

case porosity loss and compaction are thus linked 
but are not independent. 

Experimental evidence also indicates a time- 

dependency to compaction. Numerous triaxial 

experiments on unconsolidated sands (de Boer 
1975; de Waal 1986) have shown that compaction 

continues following loading of a sample and 
subsequently holding the load constant. This 

phenomenon, commonly referred to as 'creep', 

appears to occur at all laboratory loading rates. 
Furthermore, compaction does not appear to stop 

on a laboratory time scale, although its rate falls 
with time. Thus even after 6 years (de Waal 1986) 

vertical strain continues. Continued, though slow, 

compaction over long time scales at constant stress 
may explain why triaxial compaction experiments 

on loose sand show porosities much higher than 

those found in unconsolidated sands in the 
subsurface at the same effective stress (Figs 7 & 

19). Examination of samples which have undergone 

compaction experiments show a predominance of 
mechanical rearrangement and grain breakage, with 

little evidence of pressure solution except at high 
temperatures. Thus creep in this instance may be 

equated with purely mechanical processes. 

Although it would appear from Fig. 3 that many 

data are available on porosity-depth behaviour, it 
still remains difficult to find data which can be 

unambiguously compared; i.e. sands which have 
the same composition, come from areas of similar 

geothermal gradient etc. Figure 19 shows porosity- 

effective stress trends which have been 

approximately converted from the corresponding 
depth trends for three quartz rich sandstone trends, 

and one representative experimental data set. The 

sandstone trends were selected from areas where 

Fig. 19. Time dependency of compaction. Plotting porosity data from sandstones of similar composition, from areas 
with similar geothermal gradients (30 ~ km-1), and where none of the samples had undergone uplift (so that they are 
presently at their maximum effective stress) against effective stress shows that the oldest samples exhibit the lowest 
porosity (greatest porosity loss). 
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the rocks are presently at or very close to their 

maximum depth of burial and from areas of near 

normal geothermal gradients. These trends show 

that the porosity at a given effective stress 

decreases as the age of the rocks increases, with the 

experimental data (age = 0 Ma) showing the least 

porosity loss. It would appear therefore that time 

plays an important role in porosity loss and 

compaction. 

Conceptual models 

In attempting to put together a compaction model 

which includes time effects, the most obvious 

choice is provided by visco-elastic (Lockett 1972; 

Hunter 1983) or visco-elasto-plastic (Schneider et 
al. 1993) models. These provide mathematical 

descriptions that enable certain classes of behaviour 

to be approximated. The most general form of a 

visco-elastic model requires that the strain (e) 

should be dependent on the imposed stress (or), the 

stress rate (0% and higher order stress rate terms. 

Such models are most easily thought of as being 

composed of a number of elastic and viscous 

elements; an elastic element obeys Hooke's law and 

a viscous element shows a strain rate which is 

proportional to the applied stress. Viscous elements 

are included as a way of introducing time- 

dependence. Visco-elastic models have the 

advantage that physical analogue models can be 

constructed by placing springs and dash-pots 

(viscous elements) in series or parallel. Each 

viscous or plastic element introduced into the 

model brings with it a characteristic time constant. 

The combination of all the viscous/plastic elements 

included in the model controls the overall time- 

dependence of the modelled strain. The constants in 

the modelled solution can be calibrated from exper- 

imental or well log data. Although these models 

have proved immensely useful in metallurgy and 

plastics, they cannot provide any fundamental 

understanding of why a rock is behaving in a 

particular way. Furthermore, as we have no clear 

idea of the long term compaction behaviour of 

rocks, it is difficult to know the complexity of 

model to use. 

A more fundamental, but much more difficult 

task is to build a model based on a physical 

description of the interaction of relevant processes. 

Given that the bulk volume is the sum of the 

solid and fluid volumes (eqn 2), the normalized 

volumetric strain rate (i.e. strain rate per unit 

volume) is: 

Vb'=~bb\at ] =~_~ + Vskat] . (24) 

By assuming that that compaction occurs at 

constant cross-sectional area this equation can be 

combined with eqn 15 to enable porosity loss 

curves to be converted to true compaction curves in 

depth. This requires a knowledge of the rate of 

porosity loss, which could be based on any of the 

aforementioned models. For instance, in a hydro- 

statically pressured basin simple porosity-depth 

curves might be used, together with information on 

the timing of dehydration reactions. 

If the volumetric bulk strain rate can be 

described in terms of solid volume and porosity 

(eqn 24), the bulk strain rate (normalized with 

respect to bulk volume) can then be assumed to 

result from the sum of the strain ra tes  (oli) 

associated with a number of processes (i = 1,I...I), 

which are weighted according to the fraction of 

minerals (mj) taking part. 

1 - r  = ~ + mj~. . (25) 
�9 j=l l=l 

In principle, such a simplistic model will over- 

estimate the strain rate by not allowing for the 

coupling between processes. For instance, porosity 

reduction and cementation would be expected to 

change the elastic constants of the rocks. In 

practice, many of the coefficients of the model will 

depend on porosity, thus introducing a feedback 

loop between processes. In the example shown in 

Fig. 20, the elastic term has been constrained to 

approximate that required to recover about 0.02 

(i.e. 2 % porosity) on unloading, all mechanical 

processes have been assumed to be described by a 

viscoelastic creep function from Cristescu (1983) 

and by a pressure solution expression derived from 

de Boer (1975). Given these functions, eqn 25 was 

integrated numerically along constant loading paths 

(see Giles 1996 for more details). As shown in Fig. 

20 the results are encouraging in that the simple 

model approximates well the natural data. Use of 

this approach would enable simple compaction 

models to be constructed which embody all the 

petrographic data on the processes taking place in 

the sandstone. 

Conclusions 

The use of default compaction curves can introduce 

significant errors into thermal history and pore- 

fluid pressure calculations, particularly where little 

well data are available to calibrate the model. 

The use of locally calibrated porosity-depth 

curves will reduce calculation errors, but not 

eliminate them, because the observed present day 

porosity-depth curve represents a concatenation of 

samples with different effective stress histories, and 

hence it does not describe the precise route by 

which a given sample achieved its present day 
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Fig. 20. Predicted versus observed porosity at different rates of loading. Porosity was predicted using eqn 25 with the 

same set of parameters to give three predicted porosity curves for different ages. Natural data were converted to 

approximate effective stresses dependent on steady burial through time. There is good agreement between the model 

and observations. 

porosity. High-side and low-side scenarios should 

ideally be run to check the scale of the 
uncertainties. 

Porosity-effective stress relationships are to be 

preferred over porosity-depth relationships. Such 

equations are more physically realistic, able to 

handle porosity hysteresis and therefore uplift, and 
inherently take overpressures into account. 

The assumption that porosity loss is equivalent to 

compaction is fundamentally flawed. Such a 

hypothesis requires that solid volume is constant. 
Dehydration reactions within shales and evaporites, 

and cementation/dissolution reactions in sand- 
stones all violate this assumption. Local calibration 

of porosity-depth/effective stress functions are 
needed. 

Porosity loss and, by extension, compaction 

cannot be considered to be time-independent 
processes. Experimental and natural data all point 

to a clear time-dependence where porosity falls and 

compaction increases with time at constant 
effective stress. 

Current compaction models do not provide good 
descriptions of either compaction or porosity loss. 
Thus new constitutive equations to describe 

compaction are required which are firmly based on 

the underlying physical processes contributing to 
compaction. 

We appreciate helpfully critical reviews by Dr D. Waples 
and Dr G. Couples. 

Appendix 

Derivation of  porosity loss - -  effective stress 

law (Giles 1996) 

If porosity is assumed to be a function of the 

confining pressure (Pc) and the pore pressure (Pf), 
it follows that: 

where: 

Note that the laws relating bulk volume to 
effective stress, and porosity to effective stress are 
not the same (compare equation AP2 with equation 

13). Hence: a :~ a". The relationships between 

differential effective stress laws have been 

extensively studied by Berryman (1992) who has 

been able to derive relationships between the 
various poro-elastic coefficients. 

If it is assumed that the confining and pore 

pressures are independent and that the poro-elastic 

coefficient for porosity changes is a constant, the 
differential effective stress may be defined as: 

dO-ef t = dPc - I def (AP3) 
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and a compressibility modulus for the rate of 

change of porosity with maximum confining 

pressure can be defined as: 

1 _ 1 o~ (  "~ 
(AP4) 

k O (P \OP  cgPf 

Experimental and natural evidence shows that both 

mechanical  and chemical  porosity loss are 

irreversible functions of effective stress. 

Consequently,  the above expression may be 

modified so that it holds only if the effective stress 

is a maximum. 

(AP5) 
kr (P \Oec f  PfO'eff = max 

Substituting these relationships into equation AP3 

gives: 
. &  

dO = - ~do-eff = max (AP6) 

5 ~ 

Assuming that both the compressibility modulus 

and the poro-elastic coefficient are constants, 

integration of this expression between the limits of 

4 ) = r at O'er f = 0, and r = r at o-elf' gives: 

%ff 

kr 

q~ = t)oe (AP7) 

where the effective stress is given by 

o-elf = P c -  c(Pf. This equation can be rewritten in 

terms of a hydrostatic fluid pressure (Phy) and an 

excess fluid pressure (overpressure) (Pex): 

O'eft = Pc - O('(Phy + Pex)" 

When o-eff falls below (ref f max, for example after 
unloading by erosion, the recovery in porosity is 

less than predicted by equation AP7. Possibly, the 

small amount of porosity recovered on unloading 

represents that portion of the strain which is truly 

elastic. A compressibility modulus for unloading 

can then be defined as: 

1 _ 1 ~ _ _ )  (AP8) 

k* ~min \dPc]  P f '  O'eft < O'eft max 

Substituting equation AP8 into AP3 gives: 

~min �9 
d~ = - T ( lo -e f fmax  . (AP9) 

Integrating between ~min at o-eff max and ~ at o-eff' 
gives: 

~-'7( O ' e f  t max - O'eft 

= ~min e (AP10) 

Substituting for the min imum porosity in 

equation AP10 using equation AP7 gives: 

1 1 
k O'eft max ~ - ( O ' e f f  max - O'eft) 

= ~0oe e (AP l l )  

Note k :k k'. 

Also note that if o-eff = o-eff max the second 
exponential term in equation AP11 reduces to 1, so 

that A P l l  reduces to AP7. Hence equation A P l l  

may be used to model both the loading and 

unloading phases of (de)compaction. 
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Abstract" In order for oil to accumulate in economic quantities, it first has to be generated and 
expelled from source rocks in sufficient quantities. In spite of long term efforts, the mechanism 
of oil expulsion from the source rocks is not completely understood. For modelling expulsion, the 
adoption of pressure-driven multiple-phase fluid flow governed by Darcy's law is widely 
accepted. However, relative permeabilities for fine-grained source rocks, which is an essential 
parameter for this model, are very difficult to specify. The conventional reservoir-rock curve is 
obliged to be used for the modelling. Simplification of the relative permeability model is 
generally used for one-dimensional basin modelling. The I-D model also requires substantial 
optimization of the key parameter, saturation threshold. 

Laboratory measurement of relative permeabilities for fine-grained rocks is very difficult, 
therefore, we carefully interpreted the analysed laboratory data on various sandstones to establish 
a relationship between relative permeability curves and pore geometry parameters, with a view 
to extrapolate the relationships developed in sandstones to fine-grained source rocks. It was found 
that the relative permeability curves, or irreducible water saturation are controlled by two factors 
; grain size and clay content. Since the total surface area of the pore system becomes greater as 
the grain size decreases, we consider surface water adsorbed on the grain surface as a part of 
irreducible water. Since clay contains micro-porosity which cannot be displaced by oil due to 
high capillary pressure, we regard this to also play a role. Prediction of relative permeability 
curves for fine-grained rocks by both processes results in the curve with high irreducible water 
saturation. 

The new relative permeability curves were tested by both one-dimensional and two- 
dimensional basin modelling. Test results indicate that the new curves can reproduce expulsion 
efficiency, locations of accumulations and leaking through cap rock, which is consistent with 
actual observations. 

Basin modell ing is giving new insights to oil and 

gas exploration, since it can evaluate the history of  

sedimenatry basins quantitatively and integrate 

many processes occurring in basins. Many geo- 

logical and geochemical  processes are too slow 

and complex  for human  beings to integrate  

quantitatively, but  the evolution of  computer  tech- 

niques enables simulation and visualization of 

these processes. Explorationists generally form 

several hypotheses or scenarios by the evaluation 

of  present day situations. Artificial experiments by 

basin mode l l ing  can be compared  with these 

hypotheses.  Since each module  forming the whole 

basin model l ing package is developed by the 

physical and chemical  knowledge,  basin modell ing 

can constrain and realize these hypotheses and so 

reduce exploration risk. 

Simulation techniques have been widely used 

among engineers. Quality, accuracy and reality of  

the simulations depend not only on the model  

itself, but  also on the input  parameters  and 

numerical  scheme. For the construction of  the 

model,  physical and chemical understanding of  the 

process is essential. This is generally achieved by 

oKu[, A., SIEBERT, R. M. & MATSUBAYASHI, H. 1998. Simulation of oil expulsion by 1-D and 2-D basin 
modelling - -  saturation threshold and relative permeabilities of source rocks. In: D~PPENBECKER, S. J. & 
IHFFE, J. E. (eds) Basin Modelling: Practice and Progress. Geological Society, London, 
Special Publications, 141, 45-72. 
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laboratory experiments and the observation of 

actual data. However, most processes are time- 

dependent in geological scale, therefore, the 

compensation of time by another factor such as the 

temperature for pyrolysis experiments is necessary 

in the experiments (Tissot 1987; Burnham & Braun 

1990; Takeda et  al. 1990; Ungerer 1990). The key 

to building an accurate model is the extrapolation 

of the facts observed in human time-scale to 

geological time-scale. 

The determination of the values for input 

parameters is also important. Generally, these para- 

meters are coefficients, boundary conditions and 

initial conditions for the equations. Geologically 

and geochemically, the input parameters are rock 

properties such as porosity, permeability and 

thermal conductivity, fluid properties such as 

density and viscosity, and source rock properties 

such as activation energy and frequency factor. 

Some of the rock and fluid properties are expressed 

as functions of pressure and temperature. Since 

pressure and temperature vary with time and space 

in sedimentary basins, the rock and fluid properties 

change with time and space through simulation. 

Fortunately, some of the rock, fluid and source- 

rock properties are measurable in the laboratory. 

However, a problem is deciding whether the 

sample or measured value is representative of the 

entire basin and its history, since the measurement 

is generally made on a small piece of the sample 

collected at present day. A scale effect always 

exists. Another serious problem with input para- 

meters is that some of them cannot be measured in 

the human time-scale, even if they are essential to 

the modelling. In this case, the value which is 

guessed by the users may be used. The accuracy of 

values can be increased by optimization processes, 

which matches simulated results with related 

observations. Theoretical or empirical models for 

input parameters may also be used. Input para- 

meters are not always seriously considered in basin 

modelling, but are a key to successful simulations. 

Expulsion or primary migration is the phen- 

omena defined as the movement of oil and gas out 

of their source rocks (organic-rich, fine-grained 

rocks) to permeable carrier beds. Pepper & Corvi 

(1995) distinguished expulsion from primary 

migration and redefined expulsion as the 'release 

of oil and gas from kerogen to the inorganic pore 

network in source rocks', and primary migration as 

'the movement through the inorganic pore network 

in source rocks out to carrier beds'. Pepper & 

Corvi's (1995) redefinition corresponds to the term 

called 'adsorption' in the previous work (Pepper 

1991; Okui & Waples 1992; Sandvik et al. 1992). 

But in this paper, expulsion and primary migration 

are considered as almost the same term, as in the 

traditional sense. 

Expulsion is one of the remaining targets in 

basin modelling research, since the mechanism or 

process is not fully understood. Expulsion is still 

the subject for debate among scientists, since the 

process is dynamic and takes a long geological 

time. Even if much oil is generated in the source 

rock, low expulsion efficiency may result in only 

small amounts of oil being accumulated in traps. 

With additional heating, this residual oil in the 

source rock will be cracked to gas and may be 

expelled as the gas phase. 

One of the hurdles to overcome to construct an 

accurate expulsion model is the difficulty of 

laboratory experiments (JNOC 1987; 1992). Since 

the expulsion process is slow, the compensation of 

time by temperature and pressure is necessary to 

complete the process. However, the properties of 

fluids such as density and viscosity are temper- 

ature-dependent, so that the flow condition 

recorded at different temperatures from the 

subsurface cannot represent those occurring in 

nature. Lafargue et  al. (1990; 1994) use a sophisti- 

cated procedure for the expulsion experiment to 

overcome the high-temperature problem. Their 

experiment is conducted in two stages; the 

generation of oil is achieved at around 300 ~ as 

the first stage and after the sample cools down to 

around 100 ~ a pressure gradient is applied to 

conduct expulsion experiments. However, 

Lafargue et al. (1994) have concluded that the 

experiments alone are not sufficient to elucidate 

expulsion completely. 

In this paper, we would like to discuss the 

simulation of oil expulsion in one-dimensional and 

two-dimensional basin modelling, emphasizing the 

key input parameters ; saturation threshold and 

relative permeabilities of source rocks, which are 

very sensitive to the simulated results. Knowing 

the problems with the laboratory experiments as 

mentioned above, the approach we took in this 

paper is more deductive and practical. 

Current knowledge of expulsion 

Oil and gas expulsion has been a matter of debate 

among scientists for a long time. There are several 

aspects about the debate; mechanism, fluid phase, 

driving force, and pathway. These discussions have 

been based mainly on theoretical consideration, 

well data and laboratory experiment. Before 

mentioning proposed models, the observations in 

basins and experiments are summarized as follows. 

The parameter which can be easily and directly 

monitored is the concentration of oil or petroleum 

in source rocks. Measurements can be made by 

considering the amount of solvent extracts or S1 

value from Rock-Eval pyrolysis. Even in an 
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immature state, small amounts of oil or petroleum 

are recognized in source rock as initial bitumen, 

which is thought to be the inheritance from original 

living matter or early transformer in sediments 

(Tissot et al. 1971). The amount of oil (mg 

Extract g-1 TOC) in source rocks remains low 

value during a certain depth or temperature, but 

then appears to increase rapidly beyond a certain 

threshold in conjunction with the degradation of 

kerogen (Tissot et  al. 1971; 1974). This obser- 

vation was considered as evidence for kerogen as 

the source material for oil and gas. The amount of 

extract peaks at 100 mg Extract g-1 TOC for 

hydrocarbons, and 180 mg Extract g-1 TOC for 

hydrocarbons+resins +asphaltenes at 2500 m in the 

Paris basin (Tissot et al. 1971). Meissner (1978) 

reported a progressive increase of electrical 

resistivity with depth for the Bakken source rock in 

the Williston basin. This is interpreted as an 

increase of pore saturation with oil by generation 

with temperature. 

Moreover, it was observed that the amount of oil 

in the source rock from the Mahakam Delta in 

Indonesia increased with maturity, but then 

depleted above a certain value of threshold (Tissot 

1987). The increase in oil amount followed by 

depletion with depth in source rocks was also 

reported from the Niigata basin, Japan (Sekiguchi 

et al. 1984). The depletion is interpreted as the 

expulsion of oil out of the source rock. A time lag 

therefore exists between the onset of oil generation 

and expulsion, and the increase of oil concentration 

in source rock required to expel oil. This 

observation is also reported from laboratory 

experiment (Takeda et al. 1990; Suzuki et al. 1991 ; 

Lafargue et al. 1994). Compaction pyrolysis 

experiments (Takeda et al. 1990) revealed that the 

active expulsion was initiated when the 

concentration of oil reached a certain value and 

that this value varies with kerogen type. However, 

it should be also noticed that once the oil expulsion 

is started, the process does not stop even if the 

concentration of oil decreases below the threshold 

value (Sekiguchi et al. 1984; Tissot 1987; Suzuki 

et al. 1991). 
It was believed that generated oil exists in the 

pore system of source rocks (Durand 1983; 

Ungerer 1990). Recently, the role of adsorption of 

kerogen has been emphasized for retaining oil in 

the source rock (Pepper 1991; Okui & Waples 

1992; Sandvik et  al. 1992; Pepper & Corvi 1995). 

It is known that organic matter or kerogen is oil- 

wettable and indicates fluorescence under U.V. 

light in some cases. Oil may be trapped in micro- 

pores in kerogen or adsorbed on the surface by the 

polarity of heavy compounds. 
Mass balance calculations enabled scientists to 

access to the calculation of expulsion efficiency 

(Cooles et  al. 1986; Mackenzie et al. 1987; 

Rullkotter et al. 1988; Pepper 1991; Pepper & 

Corvi 1995). The calculation is simply a ratio of 

expelled oil to generated oil, but the initial state of 

kerogen is difficult to evaluate directly from 

geochemical analysis on matured and expelled 

source rock. Therefore, it was assumed that the 

absolute amount of inert kerogen (Cooles et al. 

1986) or mineral matrix (Rullkotter et al. 1988) 

remained constant as an unchanged reference. 

These calculation indicated that expulsion 

efficiency for various source rocks from the world 

increases as the potential increases. It was shown 

that the expulsion efficiency from the rich source 

rock of which initial $2 value is greater than 

5 mg HC g-1 Rock is very efficient above 60 %. 

Pepper (1991) proposed the modification of the 

Cooles' diagram from initial $2 value to initial 

kerogen composition (Hydrogen Index) as the 

horizontal axis. The expulsion efficiency from 

organic-rich coals are relatively low and gave a 

scatter to the original diagram. Pepper (1991) 

concluded that kerogen composition controls the 

expulsion efficiency rather than the richness. 

Mackenzie et al. (1987) investigated cores of 

Kimmeridge Clay from the North Sea using 

Cooles' approach, focusing more on the micro- 

scopic scale. It was shown that the expulsion 

efficiency rises within mudstone-sandstone con- 

tact in two cores (30 % to 80 % and 80 % to 92 % 

in 10 m, respectively), which is interpreted to be a 

local effect caused by capillary pressure. 

The mobility of oil and gas through a source 

rock has been also investigated. Absolute 

permeability is the rock parameter used to express 

the mobility of fluid assuming Darcy's type fluid 

flow. Magara (1978) reported the measurements of 

porosity and permeability on the cores from Japan 

and Canada. Dutta (1987) reported the measure- 

ments from the US Gulf Coast. Sandvik & Mercer 

(1990) measured oil permeability after brine 

saturation through source rocks. The problem 

remains whether these measurements represent the 

values as they occur in nature, since some were 

measured without overburden, and some were 

measured by air. Satisfactory measurements indi- 

cate that the permeability ranges between 10 4 and 

10 -5 Md at a porosity of about 10 %, where source 

rocks are matured. Okui et al. (1994a) discussed 

how mineralogy may alter the behaviour of 

permeability of the source rock. They found that 

the permeability of siliceous source rock decreases 

more rapidly than clayey source rock due to 

different diagenetic reactions. 

Gross compositional fractionation during the 

expulsion from a source rock was observed both in 

cores from wells (Leythaeuser et al. 1988) and in 

laboratory experiments (Lafargue et al. 1990). In 
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both cases, it was shown that saturated hydro- 

carbons were preferentially expelled over aromatic 

hydrocarbons and heavy compounds, which is in 

accordance with observations on the compositional 

differences between reservoired oil and shale 

bitumen. This effect may be attributed to the 

retention of polar compounds on mineral and/or 

kerogen surfaces. However, Leythaeuser et al. 

(1988) found that molecular compositional 

fractionation did not exist, which has been 

interpreted as the expulsion in bulk oil flow. 

In order to account for these facts, several 

models have been proposed since the 1960s. At 

first, a model in which oil is expelled in water 

solution was proposed (Powers 1967; Burst 1969). 

In this model, the total amount of expelled oil 

depends on the amount of water expelled from 

sediments and the solubility of oil in water. With 

the establishment of oil generation from kerogen at 

a certain depth or temperature, it was realized that 

the most of water had already been expelled and 

little remained when oil was generated. Further- 

more, McAuliffe (1980) showed that the solubility 

of oil is not large enough to make commercial 

accumulations and dramatically decreases as 

carbon number increases. This decrease of 

solubility with increase of carbon number is not 

consistent with the composition of accumulated 

oil, which is also inconsistent with this model. 

The model of molecular diffusion was proposed 

by Leythaeuser et al. (1982), Kross (1988) and 

Kross et  al. (1993). However, it was shown that the 

molecular diffusion is also an inefficient expulsion 

method except for gas (Kross 1988). Molecular 

diffusion favors dispersion rather than concen- 

tration, so that it is a leakage process through cap 

rocks, especially for gas. 

A widely accepted model in the petroleum 

industry now is a pressure-driven bulk flow as a 

separate oil phase (Durand 1983, 1988; Ungerer 

1990), which is in accordance with the previously 

mentioned observations (Mackenzie et al. 1987; 

Leythaeuser et al. 1988). Driving forces can be any 

excess pressure to hydrostatic pressure created by 

sediment loading, thermal expansion of fluids and 

hydrocarbon generation. In addition, capillary 

pressure and buoyancy play a minor role. Capillary 

pressure works only at the interface of separated 

fluids. The direction of capillary pressure depends 

on the geometry of the rock pore system. 

Therefore, capillary pressure works both as a 

driving force and resistance (seal) for the flow. For 

the expulsion, capillary pressure contributes 

locally at the boundary of the source rock and 

carrier rock (Mackenzie et al. 1987; Leythaeuser et  

al. 1988). 

Rock pore systems and fractures can be the 

pathway for expulsion. It is interesting to note that 

the mechanism of microfracturing (du Rouchet 

1981; Hunt 1990) is an expansion of the bulk flow 

model. It was proposed that if pore pressure in the 

source rock exceeds the strength of the source 

rock, hydraulic fractures are created, which can 

release the fluids (oil, gas and water) out of the 

source rock. This phenomena may be expressed as 

an enhancement of permeability for source rock in 

Darcy's equation. Bitumen or oil-filled fractures 

have been reported (du Rouchet 1981; Talukdar et  

al. 1987), which would be direct evidence for the 

expulsion through microfractures. But this process 

is still a matter of debate. 

Expulsion model in basin modelling 

Only when the process of expulsion is fully 

understood, can an efficient model be produced. As 

discussed in the previous section, a pressure-driven 

bulk flow as a separate oil phase is widely accepted 

as an expulsion mechanism to explain the 

observations in basins and experiments, even 

though the expulsion process has not been fully 

understood. In two-dimensional basin modelling, 

Darcy's law with the relative permeability concept 

was tested and is generally used to model 

expulsion as a pressure-driven bulk flow of a 

separate oil phase. (WeRe & Yalcin 1988; Ungerer 

et  al. 1990; Hermanrud 1993; Okui et al. 1996). 

Darcy's law is an empirical relationship between 

specific discharge, hydraulic head and hydraulic 

conductivity, proposed in 19th century, which can 

be theoretically derived from the Navier-Stokes 

equation under some assumptions. Hubbert (1940) 

introduced the term, hydraulic potential, which 

accounts for the energy by fluid pressure and 

elevation, and re-wrote the Darcy's equation. 

Darcy's law has been widely used and well 

established in reservoir engineering (Muskat 1949; 

Amyx et al. 1960; Cosse 1993; Fig. 1). This law 

can be applicable to secondary migration of oil and 

gas, since carrier rocks are equivalent to reservoir 

rocks in a basin scale. However, the application of 

Darcy's law to fine-grained rocks has not been 

confirmed. Different physical and chemical 

characteristics of fine-grained rocks may result in 

different flow behaviour from reservoir rocks. 

Relative permeability is a parameter measured in 

the laboratory which expresses the behavior of 

multi-phase fluid flow through rocks (Caudle et al. 

1951; Amyx et al. 1960). A rock plug saturated 

with one fluid is placed in the equipment and then 

another fluid is injected under a ceratin pressure. 

Pressure drop, production rate of both fluids, and 

saturations in the sample are monitored. An 

accurate but time-consuming method is to inject 

two fluids into the rock in a certain ratio and then 

measure the production rates when the ratio of 
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Fig. 1. Darcy's law adapted for multi-phase fluid flow with relative permeability concept. 

produced fluids become equal to injected fluids, by 

which time the saturations of fluids are expected to 

be steady-state. Hence, relative permeability is 

considered to be an empirical relationship or record 

of these displacement experiments under a certain 

condit ion.  The results are expressed as a diagram 

which reflects the mobility of each fluid phase as a 

function of saturation (Fig. 2). Generally, the 

mobility of one fluid increases as the saturation 

increases, but the relationship is not simple enough 

to be linear. Furthermore, the end points of each 

relat ive-permeabil i ty curve normally do not 

intersect with the axes at 100 % saturation. The 

point where the relative permeability to oil is equal 

to zero is defined as 'residual oil saturation (Sot)', 

and the point where the relative pe~xneability to 

water is equal to zero is ' i rreducible water 

saturation (Swirr)'. A hysteresis is also observed, 

indicating that the behaviour of the curves is 

different in cases where saturation of one fluid is 

increased from that where the saturation is 

decreased (Fig. 2). For an oi l-water  system, the 

case of increasing oil (non-wett ing phase) 

saturation is defined as 'drainage',  and decreasing 

oil (non-wetting phase) saturation is 'Imbibition'. 

The wettability of the rock also effects the curves. 

Laboratory-derived relative permeability curves 

are sometimes anomalous, which raises questions 

regarding sampling procedures, core preservation 

and the methods of analysis. However, they also 
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suggest that other factors such as the pore 
geometry or the lithologic character of rocks may 

play an important role. The geological link 

between the behaviour of relative permeability 
curves and pore geometry of the rock has not been 

well established. Since laboratory measurements 
are very difficult, the relative permeability for fine- 

grained rocks is another pitfall in modelling oil and 

gas expulsion. Most basin modelling software is 

limited to using the analogous curves measured 
from reservoir rocks (Ungerer et al. 1990; 

Hermanrud 1993; Rudkiewicz & Behar 1994). 
However, since it is expected that the behaviour of 
fluid flow in organic-rich fine-grained source rocks 

is quite different from reservoir rocks, the relative 

permeability for fine-grained rocks is not likely to 

be analogous to reservoir sections. 
Fluid flow in a basin occurs in three special 

dimensions. In one-dimensional basin modelling, 
only burial and thermal history are simulated and a 

simplified expulsion model is required. One of the 

widely-used expulsion models in one-dimensional 
basin modelling is an overflow or saturation 
threshold model (Ungerer 1993). Porosity is 

derived from the burial history and compaction 
behaviour, and the amount of oil generated is 

calculated from the thermal history and source rock 

potential to give the saturation in the source rock. 
The mass of oil generated should be converted to 

volume by the density of oil. If the calculated 
saturation exceeds a given threshold value, 

expulsion starts. All the excess saturation above 

this threshold value is assumed to be expelled in 

each time step. 
One of the problems of this model is the value 

for saturation threshold, which cannot be directly 

derived from any geochemical parameter. A 20 % 
to 30 % saturation threshold has been recom- 

mended (Durand 1988), which might appear to be 

based on the residual oil saturation in the 
imbibition relative permeability curve. The 
threshold value may vary with geological and 

geochemical setting, such as kerogen type. 

Therefore, it is recommended that the threshold 

value should be optimized by measurable 
geochemical parameter such as S 1 from Rock-Eval 

pyrolysis (Ungerer 1993). 

Relative permeabilities for fine-grained 

source rocks 

The adaptation of Darcy's law to multi-phase fluid 

flow with a relative permeability concept may 
improve the modelling of oil and gas expulsion. 

Pressure-driven bulk flow appears to be the 

principal expulsion mechanism (Mackenzie et al. 

1987; Leythaeuser et al. 1988), but the application 

of a reservoir-type relative permeability curve is 

suspected to be incorrect. 

W e t t a b  i l i ty  

Wettability is another factor controlling multi- 
phase fluid flow and relative permeability curves 

besides pore geometry (Amyx et al. 1960; 

Anderson 1987). Wettability is a rock parameter 

which effects the behaviour of capillary pressure as 
well as interfacial tension. Capillary pressure 

works at the interface between two immiscible 
fluid phases. When a non-wetting phase enters a 

pore, capillary pressure works as a resistance 
which makes difficult to be injected into finer 

pores. On the other hand, capillary pressure works 

as a driving force to inject the wetting phase into 
pores. Therefore, this behaviour affects multi- 

phase fluid flow and hence the relative perme- 

ability curve. 

Mechanisms of wettability are not fully 
understood, but it is believed that inorganic rock 

minerals exhibit water-wet characteristic and 
organic matters exhibit oil-wet character (Fig. 3; 
Amyx et al. 1960; Baker 1980; Pepper 1991). Rock 

minerals have maintained a film or layer of 

structured water at its surface by hydrogen 
bonding. Organic matter adsorbs oil at its surface 

by polar bonding. These molecular-scale physical 
and chemical characteristics appear to control the 

wettability of materials. Wettability of the whole 

rock may depend on the wettability of constituting 

materials and their contents. Generally, good 
source rocks contain several weight percent of 
organic matter, which corresponds to only about 

10 % by volume due to the low density effect of 

organic matter. Therefore, most source rocks 

except rich coal seams are predominatly water-wet 
systems. However, the key factor is the distribution 

and connectivity of the organic matter. If the 
organic matter creates a pore network, the gener- 

ated oils can be easily expelled through this oil-wet 

network. McAuliffe (1979) proposed that 5 % by 
weight organic matter content is the threshold 

above which the kerogens forms a network. Kuo et 

al. (1995) also found that 4 or 6 % by weight is 

necessary, which suggests that this mechanism 

only works for very rich source rock. Therefore, 
we assume that the system in the most of source 

rocks are water-wet as a whole and eliminate the 

data of oil-wetted reservoirs for this study. 

D r a i n a g e  o r  i m b i b i t i o n  

The saturating direction also affects multi-phase 
fluid flow and relative permeability (Fig. 3; Amyx 

et al. 1960; Raimondi & Torcaso 1964). In a water- 
wet system, the process of increasing the non- 
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Fig. 3. Relative permeability curves for fine-grained rocks with absolute permeability = 10 -4 mD produced by Okui 
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wetting phase (oil) saturation is defined as 

'drainage', and the process of decreasing non- 
wetting (oil) saturation is 'imbibition'. Generally, 

the imbibition process causes the non-wetting 
phase (oil) to lose its mobility at a higher value of 

saturation (corresponding to residual oil saturation) 

than the drainage process. In other words, the 
movement of oil by the drainage process can occur 

at lower saturations than imbibition. This may be 
because small oil globules can flow with water 

through larger pores, but the connectivity of the 

continuous oil phase is easily lost when depleting 

oil. 

The process of oil and gas expulsion may be 
dynamic and unstable. If the rate of oil generation 
exceeds the rate of expulsion, the saturation in the 

source rock increases which corresponds to the 

drainage process. In the opposite case, the 
saturation decreases which corresponds to the 

imbibition process. Actual expulsion may start 
with the increase of oil and gas saturation by rapid 

generation (drainage process), and after peak 

generation, the saturation may be decreased by 

rapid expulsion triggered by high saturation 
(imbibition process). Since we have more interest 

in the onset of expulsion, we assume that the 
drainage process represents the saturation history 

for oil and gas expulsion in this study. 

Prev ious  w o r k  

The understanding of relative permeability or 
multi-phase fluid flow has been mainly studied in 

permeable reservoir rocks (Amyx et al. 1960; 

Morgan & Gordon 1970; Morrow 1970, 1971; 
Wardlaw & Cassan 1979; Wardlaw 1980; Moraes 

1991; Melas & Friedman 1992; Coskun et al. 

1993; Okui & Waples 1993), since laboratory 

measurements on low-permeable fine-grained 

rocks present challenges. The measurement of 
liquid relative permeability is limited to silt size, 

whose absolute permeability is about 1 to 10 Md. 

Reservoir engineers have always been interested in 
the end points of the relative permeability curves, 

since recovery of oil is related to residual oil 

saturation and reserve is related to irreducible 

water saturation. 
Wardlaw & Cassan (1979) investigated 27 

sandstone cores from various depths, ages and 
geographical locations. The results of relative 

permeability tests were related to petrophysical 
data such as porosity and permeability, as well as 

to petrographic observations and direct obser- 

vations of pore structure made from resin casts. 27 
variables for 27 sandstone were statistically 

analysed and correlation coefficients were obtained 
for each pair of variables. It was shown that high 

recovery efficiency is significantly related to high 

porosity, small pore-to-throat size ratio, small 
mean particle size and low percentage of 

carbonate, but, significantly, not to absolute 

permeability. Wardlaw (1980) conducted two 
laboratory experiments on artificial samples made 

of glass, and emphasized that the pore-to-throat 

size ratio is of first-order importance in affecting 
residual oil (non-wetting phase) saturation. It was 
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demonstrated that large pore-to-throat size ratio 

resulted in high residual saturation. Moraes (1991) 

also calculated the pore-to-throat size ratio of 

lacustrine deltaic and turbiditic sandstones in 

Brazil. The pore size was measured on thin section 

and the throat size was derived from a mercury 

injection test. Moraes (1991) concluded that the 

pore-to-throat size ratio is probably a major control 

on residual oil saturation. Primary porosity in these 

sandstones mostly occur as 'islands' of small, 

isolated, commonly triangular pores apparently 

connected by small pore throats. The superposition 

of different diagenetic processes and products 

significantly modified the original pore structures. 

Studies on irreducible water saturation have also 

been conducted (Morrow 1970, 1971). Morrow 

(1970) used a drainage column with random 

packing of equal spheres such as glass beads. An 

air-water system was introduced and the irre- 

ducible wetting-phase saturation was measured as 

it varied with variable fluid properties (density, 

surface tension, viscosity, viscoelasticity), wett- 

ability, solid properties (grain size and its 

distribution, grain shape, heterogeneity), and 

consolidation. The results indicated that high 

irreducible water saturation is obtained in the case 

of heterogeneous packing, which is formed by 

distributing clusters of fine beads in a matrix of 

coarser beads. Morrow (1970) reasoned that coarse 

beads can drain water, but hydraulic conductivity 

to fine bead clusters was lost before the drainage 

pressure became sufficient for draining water from 

fine beads clusters. Morrow (1971) conducted 

another series of experiments using unconsolidated 

reservoir cores. The cores were crushed, mixed and 

packed in a cell. These packed samples were 

resaturated and irreducible water saturation 

measured. The irreducible water saturation after 

mixing indicated much lower values than the 

original one, which was interpreted to show that 

the original heterogeneity of packing was 

eliminated by the mixing process. Moraes (1991 ) 

revealed that high irreducible water saturation is 

related to high residual oil saturation due to high 

pore-to-throat size ratio. Melas & Friedman (1992) 

investigated the Jurassic Smackover carbonates in 

Alabama and Florida, and found a relationship 

between throat size distribution and irreducible 

water saturation. The rock exhibited a high 

irreducible water saturation indicating a wider and 

broader throat-size distribution. 

Morgan & Gordon (1970) investigated rock 

samples by microscopic examination on thin 

section, and emphasized the effect of surface area 

on the relative permeability curves. Morgan & 

Gordon (1970) concluded that rocks with small 

pores have a larger surface area and so a larger 

irreducible water saturation that leaves little room 

for the flow of fluids. Okui & Waples (1993) tried 

to establish the link between pore geometry and 

relative permeabilities using the dataset in Morgan 

& Gordon (1970). Okui & Waples (1993) found 

that the grain size is one of the parameters which 

effects relative permeabilities. The extrapolation of 

a quantitative relationship found in this range of 

reservoir rocks to fine-grained source rocks 

enabled us to successfully produce a relative 

permeability for fine-grained rocks, which 

suggests much higher irreducible water saturations 

than reservoir rocks (Fig. 3). Maximum relative 

permeability to oil at irreducible water saturation 

was also decreased in fine-grained recks. The 

simulation of expulsion by applying this new set of 

curves successfully reproduced the expulsion 

behaviour observed in basins (Waples & Okui 

1992; Okui & Waples 1993). 

Theore t i ca l  c o n s i d e r a t i o n  

Theoretical consideration of relative permeability 

is rarely found (Colonna et al. 1972). Only 

mathematical treatment such as fractal has been 

tried (Helba et al. 1992). Interpretation of actual 

data must be improved by theoretical consider- 

ation. Therefore, the behaviour of relative per- 

meability curves were briefly discussed before 

working with actual data. 

First, consider a simple pipe model (Fig. 4). We 

assume that there are only two straight pipes in a 

rock with different diameters which are saturated 

with water as a wetting phase and are suffered to 

displacement of water by oil (Fig. 4). If flowing 

pressure is below capillary pressure of both pores, 

oil cannot enter any pore, which has a water 

saturation of 100 %, relative permeability to water 

of 1 and relative permeability to oil of 0. At the 

moment when the flowing pressure exceeds the 

capillary pressure of the larger pore, oil is suddenly 

injected into the larger pore, at which time water 

saturation is decreased by the volume of larger 

pore. The relative permeabilities are proportional 

to the area of the base of each pipe. A flowing 

pressure larger than capillary pressure of the finer 

pipe can inject oil into all pores, which gives 0% 

water saturation. The relative permeability to water 

is 0 and the relative permeability to oil is 1. 

In the next case, we look at three pipes with 

different diameters (Fig. 4). The procedure of 

displacement by oil is almost the same as in the 

previous case. When increasing flowing pressure, 

non-wetting oil is injected from larger pores to 

finer pores according to the flowing pressure. 

Water saturation steps down when flowing 

pressure reaches the capillary pressures corres- 

ponding to each pore size. The relative perme- 



SIMULATION OF OIL EXPULSION BY 1-D AND 2-D BASIN MODELLING 53 

Fig. 4. Multiple-phase fluid flow in various pore structures. The process of displacement of water by oil is expressed 
as a relative permeability diagram. Surface water is not considered. The combination of pores and throats produces 
curvature and the shift of endpoints in natural pores. 

abilities also change proportionally to the base area 

of each pipe as oil is injected. 

If there are straight pipes with various sizes 

(Fig. 4), the displacement process with increasing 

flowing pressure proceeds almost continuously 

from finer pores to larger pores and will give a 

linear relationship. Since straight pipes are 

assumed, the volume of each pipe is proportional 

to the area of each pipe, which results in the 

liner relationship between saturation and relative 

permeability. The assumption of straight pipes 

and the ignorance of bond water at the surface 

of the pipes are the reasons why irreducible 

water saturation and residual oil saturation are 

nil. 

Actual pore networks in rocks are not as simple 

as the pipe model (Fig. 4). Pores are not straight, 

do not have smooth surfaces, adsorb wetting fluid, 

are connected by narrow throats, are distributed in 

three-dimensions and so on. If oil enters pores 

connected by narrow throats and flowing pressure 

cannot overcome the capillary pressure of the 

narrow throat, that pore is capped by oil and cannot 

contribute permeability to any fluid. Therefore, 

relative permeability is decreased by the base area 

of that pore, even though some oil is trapped and 

contributes to the increase in the saturation. This 

process causes curvatures of the relative perme- 

ability curves. The water which cannot be dis- 

placed due to this capping remains as irreducible 

water saturation. It is suggested that the degree of 

complexity in natural pore networks provides the 

variation in relative permeability curves. 

Methodology 

Relative permeability curves appear to have a 

relationship to pore geometry. But pore geometry 

is a fuzzy term. It appears to be difficult to express 

pore geometry by only one measurable parameter. 

Pore geometry and the relative permeability curves 

could be expressed by multiple parameters. Since 

actual measurement of relative permeability for 

f ine-grained rocks is almost impossible, the 

objective is to establish a relationship in reservoir 

rocks that can be extrapolated to fine-grained 

source rocks using the method of Okui & Waples 

(1993). 

Database 

We have compiled about 150 relative permeability 

datasets from over the world. There are many 

parameters to express relative the permeability 

curve and pore geometry. In order to obtain an 

approximate relationship, it is preferable to select 

appropriate parameters representing each category. 

Absolute air permeability was selected for pore 

geometry, since it is routinely measured and 

depends on pore or throat size distribution (Okui & 

Waples 1993). Irreducible water saturation is the 

favorable parameter for relative permeability, since 

the drainage process is assumed and maximum 

relative permeability to oil appears to be related to 

irreducible water saturation (Okui & Waples 

1993). 
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The data for irreducible water saturation was 

plotted against air permeability for 150 collections 

(Fig. 5). JAPAN data came from actual measure- 

ments on Japanese Pliocene aged reservoir rocks. 

MORGAN, MORROW, and WARDLAW refers to 

Morgan & Gordon (1970), Morrow (1970), and 

Wardlaw & Cassan (1979), respectively. 

CONOCO data was obtained for this study. These 

samples were collected in CONOCO core storage 

and analysed by CONOCO laboratory. JNOC 

MODEL represents the relationship derived from 

the study by Okui & Waples (1993) for clay-free 

clean reservoir rocks and this relationship is 

interpreted as being caused by the change in grain 

size. The data indicate a scatter from 1 mD to I 0 D 

permeability and from 5 % to 70 % irreducible 

water saturation, but the distribution appears to be 

triangular. Note that the plotted area almost 

overlaps with the initial MORGAN dataset and the 

JNOC MODEL traces the bottom of the distri- 

bution. This triangular shape suggests that another 

factor controls the distribution. 

Interpretation of data 

For additional interpretation, we will focus on 21 

CONOCO samples (Table 1), since these samples 

were selected for this study and the complete 

dataset is available. Unsteady-state relative perme- 

ability measurements, absolute permeability 

measurement (air, brine, and brine with over- 

burden), high-pressure mercury injection test (up 

to 10 000 psi (700 ksc)), and helium porosity 

measurements were conducted in CONOCO 

laboratory. Microscopic examination including 

grain size measurements and 400 point counting 

was also conducted. 

Cores were systematically selected according to 

grain size and clay content. These variations are 

very important, to allow an efficient investigation 

of the character of the pore network. First, the 

irreducible water saturation of these 21 samples 

was plotted against air permeability grouped by 

grain size (Fig. 6a) and clay content (Fig. 6b), 

which were qualitatively defined by the micro- 

scopic examination. In Fig. 6a, each group (fine, 

medium and coarse grain size) is clearly separated, 

which is consistent with the Okui & Waples' 

(1993) study on the data of Morgan & Gordon 

(1970). However, the distribution of each group is 

elongated and its direction is intersected with the 

JNOC MODEL trend, which suggests that another 

factor also controls the distribution in each group. 

Also in Fig. 6b, each group (clean, moderate and 

clayey) is separated. The elongation of each group 

appears to be parallel to the JNOC MODEL trends, 

which infers that grain size controls the distri- 

bution in each group. As a first approximation, the 

irreducible water saturation appears to be 

controlled by both grain size and clay content 

based on this qualitative evaluation. 

In order to verify this idea, quantitative para- 

meters were derived and the relationships to the 

irreducible water saturation were evaluated. First, 

the irreducible water saturations were plotted 

against grain size, grain sorting and clay content 

(Fig. 7). However, these plots indicate that there is 

no clear relationship with only one parameter and 
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Table 1. List of reservoir samples used for the interpretation of relative permeability curves in this stud~'. All samples 

are supplied by CONOCO Inc. 

Sample name Microscopic examination He porosity kair Swirr 

grain size clay content % mD % 

KVQ 3117 Fine Clayey 17.95 3.13 57.3 
MNG 11790.4 Fine Clean 10.6 11.02 35.6 
MNG 11789.1 Fine Clean 11 13.62 47.5 
MNG 11804.7 Fine Clean 11.4 18.76 29.1 
LEX 3474 Fine Clean 12.7 40.68 27.5 
KKZ 3272 Fine Clayey 19.8 61.42 47.1 
JZA 3220C Fine Clean 14.3 145.97 29.4 
EWE 7417 Fine Moderate 23.1 145.95 33.4 
LAZ 9968 Fine Moderate 21.6 155.49 38.2 
LGW 3116A Medium Moderate 17.2 183.51 40.3 
KEB 1840 Medium Clayey 19.2 235.07 41.3 
LWF 8104 Fine Clean 24.9 273.18 28.3 
KFQ 7584 Fine Clayey 22 300.01 44.9 
JVY 9210 Medium Moderate 19.62 402.53 34.3 
LAZ 10147 Medium Moderate 22.3 415.58 45.5 
LAZ 10112 Medium Moderate 25.3 492.07 34.6 
JUO 9 Fine Moderate 21.7 602.75 38.2 
LVY 10206 Coarse Clayey 20.6 1244.45 49.6 
MMD 2011 Medium Clean 22 2887.2 23.2 
LAZ 10118 Coarse Clayey 25.1 29 t 3.11 32.8 
LVY Coarse Clean 22.8 7674.42 32.4 

several parameters contribute to the irreducible 

water saturation. Therefore, we divided the irre- 

ducible water saturation into two portions; SwirrG 

which corresponds to the irreducible water 

saturation calculated by JNOC MODEL (minimum 

value of the distribution from all data at a certain 

permeability), and SwirrC which corresponds to 

actual measurement minus SwirrG (the excess of 

irreducible water saturation over SwirrG, Fig.6b). 

We expected that SwirrG would be controlled by 

grain size, and SwirrC by clay content, based on 

the qualitative evaluation discussed before. 

The plot of SwirrG against average grain size 

derived from microscopic examination (Fig. 8a) 

indicated a correlat ion as expected. SwirrG 

increases as grain size decreases. However, the 

data indicated a scatter which may be due to grain 

sorting. In order to consider the sorting effect, we 

introduced a parameter  'effective pore area 

(m 2 g-l),.  Effective pore area was derived from a 

mercury injection test, in which the variation in 

injected volume with injected pressure was 

monitored. Injected pressure can supply the 

information about pore and throat size. From pore 

size and injected volume under a certain pressure, 

total surface area of mercury-injected pores can be 

estimated. The pressure drop during relative 

permeability measurements can be converted to 

equivalent mercury injected pressure by interfacial 

tensions at a i r -mercury  and water-oi l  phase 

boundaries.  This converted mercury injected 

pressure can supply the information about dis- 

placed pores by oil during relative permeability 

measurements .  This procedure enables us to 

calculate total surface area displaced by oil during 

relative permeabil i ty measurement .  The total 

surface area is better than the grain size since it 

includes the information on the distribution. So the 

effective pore areas increase as grain size 

decreases, and its good correlation with SwirrG 

confirms that SwirrG is strongly related to the 

surface area of pore system (Fig. 8b). 

SwirrC was plotted against clay content, derived 

from point counting under a microscope (Fig. 9a). 

There is a scatter, but SwirrC roughly increases as 

clay content increases. Morrow's  (1971) experi- 

ment allowed us to consider the SwirrC originating 

from microporosity in clay minerals. Now consider 

the porosity in each clay. Assuming the clay 

minerals were compacted as well as the whole 

rocks, we define the clay content multiplied by the 

porosity of whole rock as microporosity in the 

whole rocks. Minor contributions from dissolved 

porosity with narrow throats connected to main 

pores are also involved. The SwilTC appears to 

correlate with the ratio of microporosity to total 

porosity (volume occupied by microporosity in 

total porosity) with some scatter (Fig. 9b). The 

scatter may due to the error in the estimation of 

porosity in each clay. It is suggested that the water 
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Fig. 6. Plot of Swirr versus log absolute permeability (air) for CONOCO samples. (a) grouped by grain size, (b) 
grouped by clay content. Each group is clearly separated, which may indicate that grain size and clay content control 
Swirr. Swirr is divided into SwirrG and SwirrC. SwirrG corresponds to a minimum value of Swirr distribution (Fig. 
5) and SwirrC is Swirr minus SwirrG. 

in microporosity cannot be replaced by oil due to 

the high capillary pressure of the narrow throat and 

remains as irreducible water saturation. 

Model for  fine-grained rocks 

These interpretations conclude that irreducible 

water saturation in reservoir sandstones can be 

controlled by two factors: surface water adsorbed 

on a mineral's surface and microporosity in clay 

minerals. Surface water is also called bonded or 

structured water and exists as a molecular film 

surrounding minerals by a hydrogen bond due to a 

local electronic imbalance of the crystal, or local 

capillary pressure due to the roughness of mineral 

surface. This mechanism also causes the water-wet 

character of sandstones. Overlap of both effects 

(surface water and microporosity) causes the 

complexity of the behaviour of irreducible water 

saturation and hence relative permeability curves 

(Fig. 10). The clue to constructing relative perme- 

ability curves for fine-grained rocks is the 

understanding of the curve in reservoir sandstones 

as discussed above. The curve for fine-grained 

rocks can be derived by the extrapolation from 

sandstones using an adequate scale parameter. 

However, we have to keep in mind the differences 

between sandstones and source rocks (shales), 

which are, for example, organic matter, mineral- 

ogy, grain shape, and grain size. 

Source rocks generally contain more organic 

matter than reservoir rocks, which affects wett- 

ability. As mentioned before, the behaviour of 

multi-phase fluid flow is suddenly altered, if this 

organic matter forms a network. The threshold of 

organic richness to form the network is supposed to 

be above 5 % (McAuliffe 1979; Kuo et al. 1995). 

Therefore, in most source rocks, organic matter 
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cannot form the network and oil (non-wetting 

phase) has to flow through a water-wet pore 

system, which may be similar to reservoir 

sandstones. Source rocks or shales are regarded as 

containing more clay_ minerals than sandstones. 

Clays are generally phyllo silicate minerals 

charged at surface by a local electronic imbalance. 

Quartz and feldspar minerals which are the main 

components of sandstones have more rhombo- 

hedral and tetragonal shapes. This difference in 

grain shape may bring about the different pore 

system in source rocks. Additionally, different 

crystal structures and hence different strength of 

hydrogen bonds may bring about the different 

thickness of surface water. Sandstones, especially 

shaley sandstones may have a bimodal distribution 

of grain size; one mode corresponds to the quartz 

grain size and the other corresponds to clay sizes, 

which also results in bimodal pore and throat size 

distribution. When displacing water in the pores 

created by quartz and feldspar by oil, the clay pores 

cannot be injected and it remains as irreducible 

water. The range of grain sizes in source rocks 

(shales) may be narrower than in bimodal shaley 

sandstone. 

Recognizing these problems,.we simply used the 

extrapolation by grain size and clay content as the 

scale parameters, since the interpretation of actual 
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data indicated that these factors appear to control 

irreducible water saturation. Either decreasing 

grain size or replacing quartz and feldspar by clay 

mineral is the process by which fine-grained source 

rocks (shales) are approached. As discussed above, 

both processes increase irreducible water 

saturation, which suggest that source rocks should 

have high irreducible water saturation. Therefore, 

we used grain-size trends for the extrapolation and 

absolute permeability for the scaling parameter, as 

Okui & Waples (1993) did. As grain size 

decreases, pore size decreases, but assuming 

constant thickness of surface water, the ratio of the 

volume occupied by surface water in pores 

increases. The empirical relationship for this 

process is as follows : 

Swirr = 42.5 - 8.62 x logt0k (1) 

kro@Swirr = 0.567 x exp (0.218 x lOgl0k ) (2) 

where Swirr is the irreducible water saturation in 

%, kro@Swirr is the maximum relative perme- 

ability of oil at Swirr, and k is the absolute 

permeability in mD. Eqs 1 and 2 cause the relative 

permeability change shown in Fig. 11. In the case 

of very low absolute permeability, irreducible 

water saturation exceeds 100 % by this equation, 
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Fig. 10. Schematic diagram indicating nature of 
irreducible water in reservoir rocks. Bond water is 
adsorbed on the mineral surface and the micro-porosity 
in clay contributes to the irreducible water. Dissolved 
porosity with a narrow throat also plays a minor role. 

Fig. 11. Evolution of relative permeability curves as a 
function of absolute permeability derived from this 
study. Decreases in absolute permeability is the result of 
throat or pore size decreases. 

which  may suggest that all pore volume is 

occupied by irreducible or surface water, or that the 

equation should be modified in this range. 

Basically, eqns 1 and 2 express the change of 

relative permeability curves by the decrease of 

pore and throat size (absolute permeability) caused 

by grain size decrease. The decrease of pore and 

throat size is also achieved by compaction,  

therefore, this model can also be applied to the 

compaction of source rocks (Fig. 12). Compaction 

causes fluid expulsion from pores, and assuming 

constant thickness of surface water, expelled water 

is composed of free water, and hence the ratio of 

surface water (irreducible water) in pore space 

increases. 

Test of new curve by 1-D basin modelling 

New relative permeability curves for fine-grained 

rocks were tested to evaluate their validity. One- 

dimensional  basin modell ing to calculate oil 

expulsion efficiency was conducted and the 

efficiency was compared with the estimates 

derived from actual geochemical analyses. Oil 

expulsion efficiency from actual data is based on 

the mass balance method of BP's scientists (Cooles 

et  al. 1986; Pepper 1991; Pepper & Corvi 1995). 

The model used for the calculation is the simple 

one-dimensional  or zero-dimensional  model  

referred to in Okui & Waples (1993). This model 

simulates the generation and expulsion of oil and 

gas for a certain source rock, assuming a constant 

subsidence rate and geothermal gradient through 

time. Porosity reduction is assumed to be expo- 

nential (Athy 1930) and absolute permeability is 

given as a function of porosity by the Kozeny-  

Carman equation (Ungerer et  al. 1990). Hydro- 

carbon generation is calculated by the first-order 

parallel reaction kinetics model (Tissot et  al. 1987; 

Waples et al. 1992). The total volume of fluid 

expelled is assumed to be equal to the porosity 

reduction in each time step. The volume of each 

Fig. 12. Relative permeability model given as a function of compaction. Compaction of source rock also results in 
pore size decrease and hence our model can be applied. 



SIMULATION OF OIL EXPULSION BY 1-D AND 2-D BASIN MODELLING 61 

fluid (water, oil and gas) is proportional to the 

relative permeability and pressure gradient of each 

fluid, but inversely proportional to the viscosity of 

each fluid. Relative permeability is given as a 

function of absolute permeability as discussed 

above. The pressure gradient of the non-wetting 

phase (oil and gas) is assumed to be 1.5 times 

greater that of water due to capillary pressure and 

buoyancy. Viscosity is given as a function of 

temperature. 

For modelling oil expulsion efficiency, sub- 

sidence rate and geothermal gradient are assumed 

constant as 8 0 m  Ma -1 and 3.5 ~ per 100m,  

respectively. Compaction is assumed to be normal 

(porosity exponential decreases with depth). Kin- 

etic parameters are from Lawrence Livermore's 

National Laboratory measurements on type II 

kerogen (Waples et al. 1992). Initial bitumen 

content is assumed as 50 mg HC g-I TOC. This 

framework gave the following history; oil gener- 

ation started at depth of 2700 m, temperature of 

105~ and porosity of 15%, peaked at 3500 m, 

135~ and l0 %, and ended at 4300 m, 160~ and 

7 % .  

Oil expulsion efficiency is defined as BP's PEE L 

(Cooles et al. 1986; Pepper 1991; Pepper & Corvi 

1995), which is the ratio of the mass of oil expelled 

to the mass of oil generated. Assuming type II 

kerogen, oil expulsion efficiency is calculated by 

varying source rock potentials. The results are 

drawn on the diagram in Pepper (1991; Fig. 13). 

PEE L is plotted against Hydrogen Index as a 

source rock potential in this diagram. For the 

calculation, the empirical relationship of organic 

matter richness (TOC) with kerogen composition 

(Hydrogen Index) derived from our database was 

applied, which is: 

TOC = 0.000114 • HI 17 (3) 

where TOC is total organic carbon content in % 

and HI is Hydrogen Index in mg HC g-1 TOC. 

This relationship may depend on several factors 

such as the origin of the organic matter and 

sedimentary environment. Again we assumed type 

II marine planktonic kerogen for the calculations. 

Oil expulsion efficiencies were calculated from the 

relative permeability curves for reservoir rocks and 

fine-grained source rocks. Conventional reservoir- 

type curves have a constant irreducible water 

saturation of 20 % and residual oil saturation of 

5 %, which corresponds to a drainage curve. New 

source rock curves as described were used and the 

residual oil saturation decreases from 5 % to 

almost 0 % as compaction proceeds. The adsorp- 

tion capacity of kerogen was also varied from 0, 

100 to 200 mg OIL g-1 TOC. 

Figure 13 indicates that oil expulsion efficiency 

increases as source rock potential increases. The 

expulsion efficiency of the reservoir rock curves is 

lower than the new source-rock curves, especially 

for moderate to poor source rocks. Most of the 

measured data on actual source rocks (Pepper 

1991) indicate a good match with the predictions 

using the new source rock curves, especially for 

moderate to poor source rocks. This suggests that 

the new source rock curves can better reproduce 

the behaviour of oil expulsion efficiency observed 

in actual source rocks than the reservoir rock 

curves. Lower efficiency for four of the rich source 

rocks cannot be addressed without access to any 

Fig. 13. Oil expulsion efficiency calculated by one-dimensional basin modelling (Okui & Waples 1993), applying a 
new source rock curve and reservoir rock curve as relative permeability. The results are drawn on Pepper's (1991) 
diagram. Good matching with the measurements on actual source rocks is obtained for the new curve. 
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detailed geological information about BP's data 
(Fig. 13). The geology for the simulations was 

simplified. For example, if overpressuring was to 
develop and porosity reduction ceases, the high 

porosity prevents an oil saturation increase and 

expulsion is hindered. 
A series of simulations using the new source 

rock curves suggests that the expulsion efficiency 

reaches almost 80 %, if Hydrogen Index exceeds 

600 mg HC g-1 TOC, even though the adsorption 
capacity varies. The expulsion efficiency rapidly 

increases from 0 to 60 % in the range of 200 to 
400 mg HC g-1 TOC (Fig. 13). In this range, the 

expulsion efficiency is also sensitive to the 

adsorption capacity. For the source rock of 
300 mg HC g-1 TOC, the expulsion efficiency 

changes from 30%,  4 0 %  and 60%, as the 
adsorption capacity decreases from 200, 100 to 
0 mg HC g-l TOC, respectively (Fig. 13). 

Tests of new curve by 2-D basin modelling 

In order to test the validity of new relative 
permeability curves for fine-grained source rocks, 

two-dimensional basin modelling coupled with 
fluid flow (pressure reconstruction) was also 

conducted. The simulations assumed a con- 
ventional reservoir rock curve and a new source 

rock curve as the relative permeability for fine- 
grained source rock were conducted and compared. 

The computer model we used is SIGMA-2D, 
which is developed by the Technology Research 

Center of the Japan National Oil Corporation 

(Okui etal. 1994a,b, 1995, 1996). The comparison 
was done in the Niigata basin, Japan and the North 

Sea, Norway. 

SIGMA-2D 

SIGMA-2D (2-Dimensional Simulator for Inte- 
gration of Generation, Migration and Accumu- 

lation) is a finite difference code developed by the 
Technology Research Center of Japan National Oil 

Corporation. SIGMA-2D can simulate the gener- 
ation, migration and accumulation of oil and gas 

(three-phase fluid flow) in a two-dimensional 
cross-section. The modelling is divided into three 

categories; Geological, Generation and Migration. 
The Geological modelling is responsible for the 

reconstruction of burial and compaction of sedi- 
ments, tectonic and hydraulic fracturing, fluid flow 

and heat flow. The compaction is calculated based 
on effective stress laws and fluid flow conditions, 

which is governed by Darcy's law. Pressure 

increase is achieved either by sediments loading, 
fluid expansion or hydrocarbon generation. Tec- 

tonic fracturing is calculated by simplified strain 
analysis and hydraulic fracturing is predicted based 

on pore pressure distribution. Conductive and 
convective heat flow creates the temperature 

distribution in the section. 
The generation modelling is responsible for the 

calculation of maturation of organic matter 
(vitrinite reflectance and sterane epimerization) 

and generation of oil and gas. A l st-order kinetic 
reaction model is applied for these calculation and 

multiple parallel reactions are especially used for 

the generation. 
The migration modelling is responsible for the 

calculation of expulsion, secondary migration, 
PVT (Pressure, Volume, Temperature) conditions 
(dissolution of fluid) and sealing (accumulation). 

The expulsion and secondary migration is 
calculated based on Darcy's law using the relative 

permeability concept. Maximum dissolved 
capacity of gas into oil is calculated based on 

pressure and temperature for certain oil and gas 
types. Free gas which corresponds to the excess of 

this capacity can migrate as a separate phase. The 

migrating oil and gas can be trapped, based on the 
capillary pressure concept. 

Four governing equations with the terms related 
to the above phenomena are solved simultaneously 

in each time step at each grid point in the section. 
These equations are the mass conservation 

equation for water, oil and gas, respectively, and 

the energy (heat) conservation equation. Rock and 
fluid properties have to be given as input 
parameters. The rock properties related to fluid 

flow such as permeability, relative permeability 

and capillary pressure are primarily given as a 
function of porosity for each lithology. The 
properties related to heat flow such as thermal 

conductivity and heat capacity are given as a 

function of porosity, temperature and pressure. 

SIGMA-2D has been applied to over 30 basins 
throughout the world. They are mainly the basins 

in Japan and Southeast Asia, but the applications to 
the North Sea and Middle East are also successful. 

Niigata basin, Japan 

The Niigata basin is a back-arc rift basin which 
formed in Miocene times (Fig. 14; Nakayama 

1987). After the rifting in Early Miocene times, 
this basin was stable, and siliceous source rock 

beds were deposited under a deep marine 
environment during the Miocene. In Early Pliocene 

times, terrestrial sediments transported as 
turbidites filled up the basin and deposited the 

primary reservoir sediments. In Middle Pliocene 

times, the tectonic setting was changed to become 
compressive, which created structures. During the 

same period, kitchen areas subsided deeply and the 
source rock was matured. Biomarker data indicates 

that most of the oils accumulating in traps have a 



SIMULATION OF OIL EXPULSION BY 1-D AND 2-D BASIN MODELLING 63 

Fig. 14. Petroleum system in the Niigata basin. Niigata 
is a Tertiary back-arc basin in Japan. The primary source 
rock is in the Miocene and the primary reservoir is in 
the Pliocene. Structuring and maturity of source rock 
occurred after the middle Pliocene. 

good correlation with the source rock in the Middle 

Miocene section (Nt and lower Td). One- 

dimensional maturity modelling indicates that the 

source rock beneath accumulations are immature 

which suggest that oil generated from the Middle 

Miocene source rock must have occurred in the 

deeply subsided trough area, and then migrated 

vertically and horizontally to the Pliocene reservoir 

rock in the last 3 to 4 million years. Overpressuring 

is observed below the Miocene caused by rapid 

sedimentation after Middle Pliocene times. 

A section across an offshore area in the Niigata 

basin was modelled (Fig. 15; Okui et al. 1994a, 

1995). The thermal history was optimized by 

measured temperature and vitrinite reflectance data 

from the wells. Rift-type heat flow history with 

present heat flow of about 1.1 HFU was derived. 

Rock properties, mainly porosity and absolute 

permeability of shales were calibrated to measured 

pressure and porosity data. Geochemical data 

demonstrate that the best source rock interval has 

about 2 % TOC and contains type II kerogen of 

400 mg HC g-1 TOC Hydrogen Index. The source 

rocks in Niigata basin are not as rich as typical 

type II source rocks. We assumed that the Nt, lower 

Td and upper Td have source rock potential (Nt, 

TOC = 1.5 %, HI = 250 mg HC g-1 TOC; LTd, 

TOC = 2 %, HI = 400 mg HC g-1 TOC; UTd, TOC 

= 1.2 %, HI = 250mgHC g-1 TOC). Kinetic 

parameters were acquired by pyrolysis data on 

actual source rock samples. Activation energy has 

a peak at 50 kcal mo1-1 with a frequency factor of 
6.28 x 1013 sec -1. Conventional reservoir-type 

curves have a constant irreducible water saturation 

of 20 % and residual oil saturation of 5 %, which 

corresponds to a drainage curve. The new source 

rock curve is as described before. 

Simulated results by a new source rock curve 

(Fig. 15a) indicates that oils have been generated 

and expelled since Middle Pliocene times and have 

migrated vertically through a tectonic fracture 

zone. These oils have then migrated horizontally 

after reaching one of the turbidite fans distributing 

widely in the basin. The trap marked AGN was 

charged by oils very recently. The tectonic 

fracturing was predicted by the procedure 

developed by Larson et al. (1993). The simplified 

strain analysis was based on the change of the 

distance between nodal blocks and predicted that 

tectonic fracturing had occurred in the slope area 

after Middle Pliocene times when the tectonic 

setting changed from extensional to compressive. 

The behaviour of deformation for each rock is 

defined as ductility in this model. Since the 

ductility of a rock increases as effective stress 

increases (Handin et al. 1963), overpressuring 

which decreases effective stress, enhanced the 

creation of fracture zones. Without the fracturing, 

oils cannot be expelled out to carrier beds since 

source rock potentials is not high and generation is 

very late (the time available for expulsion and 

migration is very short). 

In contrast, the simulation by the conventional 

reservoir rock curve cannot reproduce oil 

expulsion, migration and accumulation in the 

Niigata basin, even when tectonic fracture zones 

are simulated (Fig. 15b). Instead, source rocks 

were matured and reached the oil saturation of 

about 30 %. The maximum oil saturation of source 

rocks in the case of the new source-rock curve is 

about 7 %. The oil saturation required for active 

expulsion has not been reached in the case of 

reservoir type curve due to the leanness of source 

rock and higher porosity caused by overpressuring. 

This comparison also implies that active expulsion 

does not occur around residual oil saturation (the 

saturation where oil starts movement in the 

drainage process). 

Nor th  Sea, N o r w a y  

The North Sea is one of the most famous oil 

producing provinces in the world. The North Sea is 

a rift basin evolved in conjunction with opening of 

the Atlantic Ocean. The geology and geochemistry 

of the North Sea is well described (Cornford 1984; 
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Fig. 6. Plot of Swirr versus log absolute permeability (air) for CONOCO samples. (a) grouped by grain size, (b) 
grouped by clay content. Each group is clearly separated, which may indicate that grain size and clay content control 
Swirr. Swirr is divided into SwirrG and SwirrC. SwirrG corresponds to a minimum value of Swirr distribution (Fig. 
5) and SwirrC is Swirr minus SwirrG. 
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Thomas et al. 1985; Pegrum & Spencer 1990). 

There were several rift events discussed in the 

North Sea, but the most important one was during 

the Jurassic (Fig. 16). This rift event resulted in the 

change of sedimentary environment from fluvial in 

Triassic to Early Jurassic, deltaic in Middle  

Jurassic, restricted marine in Late Jurassic and 

open marine in Cretaceous and later. One of the 

most important reservoir  rocks is the Brent 

sandstone in the Middle Jurassic, in which many 

giant oil fields have been discovered. The primary 

source rock is the Kimmeridgian Clay, which is 

called the Draupne source rock in the Norwegian 

sector. However, recent biomarker works (Chung 

et al. 1992; Gormly 1994) have indicated that 

several oil families exist even in the Northern 

North Sea and the contribution from Heather 

source rock and Brent coal is discussed. 

A section crossing the Northern North Sea 

merged from several seismic lines was simulated 

(Fig. 17). All four structures in the section were 

drilled. Oil and gas were discovered in the Brent 

sandstone of two structures in the centre of the 

section. The structure located in the left is also 

producing oil from the Brent sandstone. However, 

the Brent sandstone in the structure of the right was 

dry, but a thin oil column was discovered in the 

Palaeocene sandstones. A thermal history was 

optimized from measured temperature and vitrinite 

reflectance data from the wells. A rift-type heat 

flow history with present heat flow from 1.0 to 1.3 

HFU (varying with location in the section) was 

derived. Rock properties, mainly porosity and 

absolute permeability of shales were calibrated to 

measured pressure and porosity data. The observed 

overpressuring was reproduced. The Draupne and 

Heather Formation were assumed to be the source 

rocks and applied IFP's kinetics (Tissot et al. 1987; 

Waples et al. 1992). The Brent coal was not 

involved as a source rock in this study. The 

Draupne source rock was assumed to have 4 % 

TOC and 100 % type II kerogen (HI -- 

500 mg HC g-1 TOC), and the Heather source rock 

was assumed to have 3 % TOC and mixing of 50 % 

type II and 50 % type III kerogen (HI = 

350 mg HC g-1 TOC). The conventional reservoir- 

type relative permeability curves have a constant 

irreducible water saturation of 20 % and residual 

oil saturation of 5 %, which corresponds to the 

drainage curve. Once again the new source-rock 

curve is as described earlier. 

Fig. 16. Geological framework in the Northern North 
Sea. The North Sea was formed as a Jurassic rift system. 
The primary source rocks is in the Upper Jurassic (the 
Draupne and Heather formation) and the primary 
reservoir is in the Middle Jurassic (the Brent sandstone). 

The results of simulations (Fig. 17a) indicate that 

oils were generated from Late Cretaceous times 

(80 Ma) in the Draupne and Heather source rock. 

These oils were first expelled and down-migrated 

into the Brent carrier beds in the centre of the 

Viking Graben, and then has migrated horizontally 

along the Brent sandstone network from the 

Graben to the traps. The Brent sandstone network 

transferred the fluid and pressure from the deeply 

subsided Graben to the traps, which  caused 

bleeding off of the overpressure from the Brent 

Sandstone in the centre of the Graben. This process 

created the pressure gradient from the Draupne 

source rock to the Brent carrier bed, which has 

been maintained due to rapid sedimentation from 

Cretaceous times and maintained down-migration 

from the Draupne to the Brent. The first oil had 

already arrived at the nearest structure at the end of 

the Cretaceous (63 Ma). 

Fig. 15. Comparison of two-dimensional basin modelling (JNOC's SIGMA-2D) in the Niigata basin, applying a new 
source rock curve (a) and reservoir rock curve (b) as relative permeability. The new source rock curve can reproduce 
expulsion, migration and accumulation better than the reservoir curve. Colour code indicates oil saturation, counter 
line indicates fracture permeability in vertical direction and arrow indicates oil flow velocity. 
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Fig. 6. Plot of Swirr versus log absolute permeability (air) for CONOCO samples. (a) grouped by grain size, (b) 
grouped by clay content. Each group is clearly separated, which may indicate that grain size and clay content control 
Swirr. Swirr is divided into SwirrG and SwirrC. SwirrG corresponds to a minimum value of Swirr distribution (Fig. 
5) and SwirrC is Swirr minus SwirrG. 
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The structure located on the right is small, close 

to the deeply-subsided Viking Graben, and its 

Brent reservoir is located at a relatively shallow 

depth. This geological setting allowed oil to leak 

out to Cretaceous and Cenozoic formations. This 

structure received oils earlier and in a shallower 

position than others. The oil column grew rapidly 

due to its geometry. Seal capacity (capillary 

pressure) is given as a function of porosity and 

permeability in SIGMA-2D. If a seal exists in a 

shallow position in the sedimentary column, the 

seal capacity is small. A thicker oil column may be 

held in deeper positions. In the structure on the 

right, the critical oil column was easily reached and 

leaking started. In this case, the seal is also the 

source rock and the generation of oil may help the 

increase of oil saturation in the seal. It was 

simulated that leaked oils reach the Palaeocene 

strata at present, which is consistent with actual 

exploration results. The maximum oil saturation in 

the Draupne and Heather source rocks is 28 % and 

15 %, respectively. Calculated velocity for oil 

expulsion is 5 x 10 -5 m a -1 in a vertical direction 

and 7 • 10 -6 m a -1 in a horizontal direction, which 

is consistent with England et  al. (1987). 

Simulations using a reservoir-type curve (Fig. 

17b) cannot reproduce the active oil expulsion and 

the leaking through the seal. The reason for this is 

the same as the s~,mulation in the Niigata basin in 

that the oil saturation required for active oil 

expulsion is higher in this case and hence expul- 

sion was delayed. The amount of expelled oil is 

small, and these oils did not arrive at the 

structure to produce a column that would leak. The 

maximum oil saturation in the Draupne and 

Heather source rock is 48 % and 35 %, respec- 

tively. 

Discussions: relative permeability and 

saturation threshold 

Applications to one-dimensional  and two- 

dimensional basin modelling supported the idea 

that the relative permeability model for fine- 

grained source rocks developed in this study can 

simulate the behaviour of oil expulsion better than 

the convent ional  reservoir  rock curve. The 

modellings also indicated that oil saturation in 

source rocks during expulsion is controlled by a 

dynamic system. If the rate of oil generation is 

greater than the rate of expulsion, the oil saturation 

increases. On the other hand, if the rate of  

expulsion is greater than generation, the saturation 

decreases. The rate of generation depends on 

thermal history (heating rate), source rock kinetics 

and richness, and the rate of expulsion depends on 

the permeability relative to oil which is a function 

of oil saturation. 

It was found that active oil expulsion does not 

occur around the residual oil saturation of realtive 

permeability curves, which is the saturation point 

where oil starts its movement. This saturation has 

been considered to be the saturation threshold for 

oil expulsion. When oil saturation exceeds residual 

oil saturation, oil starts flowing, but the amount of 

oil in total flowing fluid is little. Therefore, oil 

expulsion is not active and the oil saturation 

increases, since the rate of oil generation is greater 

than the rate of oil expulsion. The permeability 

relative to oil becomes greater than the perme- 

ability relative to water, when almost half of the 

free water space is occupied by oil, which 

corresponds to (100-Swirr)/2 (Fig. 18). Above this 

value, the permeability relative to oil is greater 

than to water, and hence active expulsion can be 

expected. However, even when the oil saturation 

exceeds this value, the saturation may increase if 

the rate of generation is high. In the case of rich 

source rocks, the rate of generation is high, so that 

the saturation will further increase close to the 

irreducible water saturation. Around the irre- 

ducible water saturation, ahnost all free pore space 

is occupied by oil, and therefore, very active 

expulsion must occur. When the oil expulsion 

becomes active, the oil saturation is kept almost 

constant as a maximum value since the rate of 

expulsion is almost equal to the rate of generation. 

This implies that the minimum oil saturation 

required for active expulsion is around (100- 

Swirr)/2, but maximum oil saturation during 

expulsion depends on the rate of generation. Richer 

source rock can reach higher maximum oil 

saturation. The maximum oil saturation can be 

regarded as the equil ibrium point where  the 

rate of generation is equal to the rate of expulsion 

and corresponds to the saturation threshold in one- 

dimensional basin modelling. 

The maximum oil saturation during expulsion 

appears to be related to irreducible water saturation 

which may be a function of compaction (perme- 

ability or porosity) as suggested by the new relative 

Fig. 17. Comparison of two-dimensional basin modelling (JNOC's SIGMA-2D) in the Northern North Sea, applying 
a new source rock curve (a) and reservoir rock curve (b) as relative permeability. The new source rock curve appears 
to reproduce expulsion, migration, accumulation and leaking better than the reservoir curve. Colour code indicates oil 
saturation, counter line indicates temperature and arrow indicates oil flow velocity. 



68 A. OKUI ET AL. 

Fig. 18. Definition of saturation threshold by relative permeability curve. Active expulsion occurs when the oil 
saturation exceeds (100-Swirr)/2, where kro becomes greater than krw. Maximum oil saturation during expulsion is 
the point where generation rate and expulsion rate are equalized. 

permeability model. Therefore, there is a pos- 

sibility that the maximum oil saturations are given 

as a function of compaction. Figure 19 demon- 

strates this relationship. Free water saturation ( 100- 

Swirr) and (100-Swirr)/2 are drawn as a function of 

porosity. Since the irreducible water saturation is 

given as a function of absolute permeability in the 

new realtive permeability model, the Kozeny-  

Carman equation is assumed for the conversion 

from permeability to porosity. The (100-Swirr) and 

(100-Swirr)/2 decrease with porosity reduction, 

which implies that compacted source rock can 

expel oil with lower saturation. Expected maxi- 

mum oil saturation at 10 % porosity is between 10 

and 20 %. 

In order to test this idea, about 300 Rock-Eval 

data were collected with porosity values from the 

Niigata basin, Japan (Fig. 20). The porosity is 

mainly derived from electrical logging (density 

log, sonic log and neutron-porosity log). The oil 

saturation of each rock was calculated from the S 1 

of rock-eval and porosity data using following 

equation: 

So = C • (S1/1000) x (Prock/Po)X (~/(1-~))X 100 (4) 

where So is oil saturation in %, S I is from Rock- 

Eval in mg HC g-J TOC, Prock is density of source 

rock in g c m  -1 (2.55 is used in this study), Po is 

density of oil in g cm -1 (0.85 is used in this study), 

and q~ is porosity in fraction. C is a factor to convert 

measured S 1 value to in-situ oil mass. The S 1 does 

not cover all oils due to the vapourization of light 

oil. We gave 2 for the C in this study (Cooles et al. 

1986). The (100-Swirr)/2 value is calculated as a 

Fig. 19. Evolution of Swirr and (100-Swirr)/2 as a function of compaction (porosity) suggested by our model. 
Maximum oil saturation (saturation threshold) should be between (100-Swift)/2 and (100-Swirr). 
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Fig. 20. Oil saturation in samples from the Niigata basin. 
Oil saturation is calculated by porosity from E-log and 
S 1 from Rock-Eval pyrolysis. The (100-Swirr)/2 value is 
calculated as a function of porosity. Measured data do 
not exceed (100-Swirr)/2, which suggests (100-Swirr)/2 
as the maximum oil saturation. 

function of  porosity and drawn on Fig. 20 as a 

thick line. The (100-Swirr)/2 decreases as porosity 

decreases and appears to trace the lower limit of  

the distribution of  oil saturation, which suggests 

that the m a x i m u m  oil saturation at various degrees 

of  compact ion in the Niigata basin is almost equal 

to (100-Swirr)/2. 

Conclusions  

Long-term research efforts by many scientists have 

revealed that oil expulsion is best expressed as 

pressure-dr iven  bulk  flow. The expuls ion  is 

general ly mode l l ed  by Darcy 's  law wi th  the 

relative permeabil i ty concept.  Relative perme-  

ability and saturat ion threshold are the key 

parameters for modell ing.  

The relative permeabili ty curves for reservoir 

rocks appears to be controlled by surface water and 

micro-porosity. Knowing the system in reservoir 

rocks, we constructed the relative permeabili ty 

curves for fine-grained source rocks extrapolated 

by permeability as a scaling factor. These new 

curves have much  h igher  i r reducible  water  

saturations up to 80 % at a porosity of  10 %. This 

model  can be also applied to the compact ion of  

source rocks. 

One-dimensional  and two-dimensional  basin 

model l ing using the new source-rock curves can 

reproduce expulsion and its efficiency, location of  

accumulat ions  and leaking through cap rocks 

better than conventional reservoir-rock curves. Oil 

expuls ion efficiency increases as source rock 

potential increases and reaches 80 % for rich 

source rock. 

Active oil expulsion does not occur around 

residual oil saturation. Oil expulsion is activated 

when half  of  the free water is replaced by oil (at So 

= (100-Swirr)/2), where relative permeabili ty to oil 

becomes  greater than relative permeabi l i ty  to 

water. Max imum oil saturation during expulsion, 

which is regarded as saturation threshold, should 

be be tween  (100-Swirr) /2 and (100-Swirr)  

according to source rock richness. For rich source 

rocks, the max imum saturation reaches higher 

levels due to rapid generation. Since irreducible 

water  saturat ion depends  on the degree of  

compaction,  max imum oil saturation should be 

given as a function of  porosity as well as source 

rock richness. 
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Abstract: A currently popular paradigm, that porosity reduction occurs as a direct consequence 
of the effective stress acting on the rock framework grains, is mechanistically incorrect. The 
commonly observed covariance between porosity and effective stress does not reflect a cause- 
and-effect relationship. Instead, it arises because both low effective stress and slow porosity 
reduction are consequences of the inability of compacting rocks to expel their pore fluids quickly 
enough to maintain normal fluid pressures. The process of porosity loss is here divided into 
sequential steps, and we argue that the expulsion of pore fluids is the rate-determining step 
leading to overpressuring. Thus, Darcy's law assumes equal importance with the relationships 
describing the mechanical compaction of sediments. In this paper we describe how compaction 
can be treated as a Coulomb-plastic response that is functionally dependent on effective mean 
stress, deviatoric stress, and the state of compaction. In the next generation of basin models, a 
mechanistically correct approach is needed, combining both rock mechanics and hydrogeology. 

Our purpose here is to investigate the process(es) of 

porosity reduction (i.e. mechanical compaction) in 

an effort to identify the step which is most  

important in controlling the rate of porosity loss in 

typical basin settings. This topic is of current 

interest because of the increasing importance of 

overpressured conditions in exploration and devel- 

opment, and because overpressure and under- 

compaction seem intimately related in many cases. 

Indeed, the present popular paradigm is that 

porosity can predict  overpressure. This paper 

assesses the compaction phenomenon, providing a 

basis for evaluating whether this paradigm is well- 

founded, or is merely a coincidence that cannot be 

relied upon. 

In order to permit us to identify the most 

important process(es) of compaction, we must 

divide the complex real physical system into major 

component steps. We begin by separating the 

evolution of subsiding and compacting rocks into 

conceptual steps. This approach allows us to show 

that, for cases representing normal basin subsid- 

ence, the primary control on compaction (porosity 

reduction) is the permeability. This result contrasts 

markedly with suggestions that porosity loss is 

directly related to the rate of sedimentation. We 

also consider the mechanical aspects of com- 

paction, viewing this as a specific style of deform- 

ation, and relating it to a 'typical' basin setting. We 

suggest that compaction can be treated as a form of 

plastic yielding such that the stress state of 

compacting (yielding) rocks can be estimated from 

multi-parameter yield surfaces. Finally, we assess 

the practice of predicting overpressure from 

porosity measurements, and we conclude that this 

approach to overpressure prediction may be quite 

inappropriate, and hence may lead to dangerous 

over-confidence during drilling. 

Steps in porosity reduction 

We suggest that the compaction of rocks can be 

separated into four sequential steps: 

(1) A load is applied to the system of 

sediment+pore fluid. In many cases, this load 

will be the addition of new sediment at the top 

of the stratigraphic column. 

(2) The framework of grains deforms (yields), 

leading to a (slight) reduction in pore volume. 

This step includes simple grain re-arrangement 

and 'true' distortional strain. 

(3) The contained pore fluid(s) experience a 

pressure increase due to the reduction in pore 

space. This step results in a net transfer of some 

of the applied load from the framework grains 

to the pore fluid. 

(4) The now (slightly) overpressured pore fluid 

flows to sites with lower potential energy (for 

example, the surface), if this is possible. 

WAPLES, D. W. & COUPLES, G. D. 1998. Some thoughts on porosity reduction - -  rock mechanics, 
overpressure and fluid flow. In: D~)PPENBECKER, S. J. & ILIFFE, J. E. (eds) Basin Modelling: Practice and 
Progress. Geological Society, London, Special Publications, 141, 73-81. 
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In processes which occur as a series of steps, any 

one of the steps can, in principle, control the overall 

rate of the process. In chemical reactions, the slow 

step in a reaction sequence is called the 'rate- 

controlling step', the 'rate-limiting step', or the 

'rate-determining step'. In the discussion which 

follows, we will borrow this terminology, and the 

slow step in the porosity-reduction sequence will be 

called the rate-determining step (RDS). 

As appreciated by Magara (1978, p. 49), all four 

of the steps listed above should be considered a 

priori as possible rate-determining steps for the 

process of porosity reduction. However, identifi- 

cation of the rate-determining step is of little 

practical importance in cases where fluid pressures 

remain normal during compaction. In such cases, 

all four steps proceed approximately together, and 

any transient overpressure (as must be created to 

expel pore fluids) does not persist. Compaction in 

normally pressured settings is driven only as fast as 

the loading occurs, and so we may safely conclude 

that sedimentation is the rate-determining step 

(RDS) for such situations. 

In circumstances where the pore fluid becomes 

overpressured (even by a small amount) for more 

than a brief time, the system becomes more inter- 

esting, both from a practical point of view, and a 

theoretical one. The existence of overpressure (or 

underpressure, but we do not consider this case 

here) means that the system has entered a non- 

linear mode, and that there is an energy gradient 

which can drive transient phenomena. In such 

situations, one of the four steps must be acting as 

the RDS for the system. 

Below, we assess each of the steps in turn, asking 

whether or not it could be the primary RDS in 

overpressured systems. For this analysis, we choose 

a simple setting in which sedimentation is the only 

potential loading phenomenon. Such circumstances 

are probably widely applicable in the majority of 

overpressure environments (but see below). We 

evaluate four cases in which each of the four steps 

is, in turn, considered to be the 'slow' RDS. 

Sedimentation as the RDS  ? 

Let us assume that the first step in the process, the 

application of load (by sedimentation), is the RDS 

in the sequence leading to overpressuring (Fig. 1). 

If  this were the primary cause of the dis- 

equilibrium, then overpressuring would show a 

strong correlation with low sedimentation rates. 

Such an empirical correlation is not what is 

observed; in fact, the opposite correlation exists - -  

high sedimentation rates and overpressure are 

commonly associated. Even if sedimentation were 

still somehow thought to be the RDS, any abnormal 

pressures created would dissipate rapidly (a 

consequence of the fourth step being fast). Thus, 

sedimentation cannot be the RDS in overpressured 

systems. As noted above, however, it may be the 

RDS in the compaction of normally pressured 

systems. 

Grain response as the RDS ? 

Can the grain response be the RDS in over- 

pressured systems (Fig. 2)? This question requires 

us to consider the 'flow' of deforming rocks. When 

rocks yield, they change shape. (This is true except 

for pure 'hydrostatic' compression associated with 

the volumetric compaction that occurs under high 

isotropic stress.) The rate of this shape change, or 

the strain rate, can be related to the causative stress 

state by a rheologic model. As an example, a 

viscous model (e.g. ~; = 11 c~) reflects a simple, linear 

relationship between stress and strain rate. More 

complicated models can address non-linearities, but 

all such generally accepted models have the 

common characteristic that they predict  a 

monotonic increase in strain rate as the deviatoric 

stress increases. 

For a given rock material, such as a fine-grained 

sediment subsiding in a basin, let us imagine a 

loading that causes compaction, but no over- 

pressure. Now let us imagine that the sedimentation 

rate is increased (a situation that is empirically 

associated with overpressure development). The 

extra load associated with the increased sediment 

column is expected to cause an increase in the 

stress. According to the simple viscous model, the 

strain rate of the rock will also increase, which we 

take to mean that the rate of grain response 

increases. 

Since we are attempting to assess whether a slow 

grain response rate is the RDS, it seems that, for 

this to be true, we would be forced to infer that a 

slower-than-usual grain response is associated with 

SLOW fast fast fast 

> �9 ........ �9 �9 - -  > �9 ..... _~ 

sedimentation grain response fluid pressure fluid expulsion 

increase 

Fig. 1. Sequence of steps in overpressuring. 

Sedimentation shown as slow step. 

fast SLOW fast fast 

-.- > 0  > 0  . . . . . . . .  0 0  > 

sedimentation grain response fluid pressure fluid expulsion 
increase 

Fig. 2. Sequence of steps in overpressuring. Grain 
response shown as slow step. 
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a faster-than-usual sedimentation rate. This is the 

opposite to what is observed, and so we must 

conclude that the rate of grain response is not the 

RDS in typical overpressure settings. 

Transfer o f  load to the f lu id  as the RDS ? 

Figure 3 shows the transfer of load to the pore fluid 

as the RDS in overpressure development. However, 

it is physically impossible for this step in the 

compaction process to be the RDS because pressure 

in fluid is transmitted at the speed of sound (within 

pore spaces). Thus, fluid pressure within deformed 

pores will increase instantaneously (geologically 

speaking) when the grain framework experiences 

deformation (step 2). Therefore, step 3 is always 

fast and cannot be the RDS. 

fast fast SLOW fast 

> o  > 0  > 0  - ->  

sedimentation grain response fluid pressure fluid expulsion 
increase 

Fig. 3. Sequence of steps in overpressuring. Transfer of 
load to fluid shown as slow step. 

Fluid expulsion as the RDS ? 

At this point, we could conclude that step 4 must be 

the RDS since the preceding steps have been 

rejected as being incompatible with the evidence. 

However, that form of argument pre-supposes that 

our separation into steps is without any error. 

Because of the importance of determining the over- 

all rate-limiting step in overpressure development, 

we here continue the analysis to see if step 4 is 

plausible as the RDS. 

If fluid expulsion is rate-determining (Fig. 4), 

then only the hindered flow of pore fluids can result 

in overpressure, regardless of the rate of sediment- 

ation, the rate of grain response, or the rate of 

transfer of load to the pore fluid. If we assume that 

fluid flow is governed by Darcy's law, then the 

factors which hinder that flow must be represented 

by the terms in Darcy's equation, as expressed for 

multiple fluid phases (written for the 1-D case to 

simplify the notation): 

fast fast fast SLOW 

> 0  ~ ' 0  > 0 - -  > 

sedimentation grain response fluid pressure fluid expulsion 
increase 

Fig. 4. Sequence of steps in overpressufing. Fluid 
expulsion shown as slow step. 

• kri • A XOi 

q = 12ix L 

(summed for all n fluid phases) 

Here, q is the total flow rate of all n fluid phases per 

unit time across an area A, k is the absolute 

permeability, kri is the relative permeability to the 

ith fluid phase, q~i is the drop in fluid potential along 

the path length L, and/.t i is the viscosity of the i th 

phase. 

For a given block of rock+fluid, the factors that 

can hinder the flow of pore fluids are: 

(a) low fluid-potential gradient; 

(b) low absolute permeability; 

(c) high fluid viscosity; 

(d) or low relative permeability. 

If the system is significantly overpressured, then 

there is by definition a significant fluid-potential 

gradient somewhere within the system. The only 

way that this gradient can fail to directly affect a 

given volume is when that volume is wholly within 

a hydraulically-connected 'cell' of overpressure. In 

this case, there is no local gradient, but there 

remains a gradient at the boundaries of the cell, and 

potential energy is not the limiting factor in 

motivating pore fluids to move to lower-pressure 

parts of the system. 

The obvious candidate for causing slow fluid 

flow is low absolute permeability. Most of the 

attention given to the subject thus far has been 

directed towards this aspect of the rock+fluid 

system (Bredehoeft & Hanshaw 1968; Luo & 

Vasseur I992; Deming 1994; He & Corrigan 1995; 

Neuzil 1995), but Benzring (1994) has shown, 

through experiments, that overpressuring can occur 

when relative permeabilities to all fluids are greatly 

reduced. Such a mechanism may be of particular 

importance in actively generating source rocks 

(Waples & Okui 1992). High-viscosity fluid should 

also contribute to overpressuring, as may be the 

case for the Monterey Formation of Southern 

California (with its high-sulfur, low-gravity oil; 

Waples & Okui 1992), but this model has not been 

explored in detail. 

It should be noted that these independent 

variables in Darcy's equation need not necessarily 

have very low absolute values. They need only be 

small (or large, for viscosity) in comparison with 

the energy imparted to the system (for example, as 

a consequence of compaction of the framework 

grains). Some of the variables have natural 

variations covering one or two orders of magnitude, 

but permeability may vary by a factor of more than 

10 l~ Because of this extreme range, permeability 

can be fairly high (relatively speaking), and yet 

overpressure can develop if sedimentation rates are 

very high. Conversely, when sedimentation is slow, 
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even a low-permeability rock may remain normally 

pressured. 

Finally, it is worth noting that Terzaghi & Peck 

(1948, pp. 75-76) provide evidence that the 

expulsion of fluids is the RDS in compaction. They 

note a time effect on clay consolidation: the length 

of time required to achive a certain amount of 

compaction (under constant load) depends strongly 

on the layer thickness. The logical explanation for 

this time effect is that the rate of compaction is 

controlled by the rate of fluid flow, and that rate is 

strongly dependent on the length of the flow path 

(refer to Darcy's equation, above). These obser- 

vations are inconsistent with any of steps 1-3 being 

the RDS of compactional deformations. 

Thus we see that restricted fluid flow is a very 

plausible candidate for the RDS in overpressure 

development. Nevertheless, it must again be 

emphasized that flow restrictions are not a suf- 

ficient cause of overpressure: the system needs to 

have energy sources which exceed the rate of 

dissipation (cf. Neuzil 1995). In the discussion thus 

far, we have focused on sedimentation as the drive 

mechanism for compaction, but we broaden our 

considerations in the discussion. First, however, we 

need to elaborate on the mechanics underlying 

step 2. 

Mechanics of compaction 

Consider an 'element' of sediment+pore fluid that 

is subsiding within a basin (Fig. 5). In a typical 

basin, this element is surrounded by other elements 

which were deposited at the same time, and it is 

overlain by elements deposited subsequently. The 

weight of these overlying elements constitutes the 

Fig. 5. Typical element of rock+fluid in a basin. Note 
surrounding elements, and column of overlying elements. 
In usual circumstances, vertical dimension of elements 
decreases with depth (compaction) as fluids are expelled. 

primary cause of the compaction of 'our' element 

(ignoring tectonic distortions). In this simple 

setting, the rate of loading is directly associated 

with the rate of sedimentation (this is the same 

situation as assumed in the preceding section). 

As the element subsides in the basin and 

becomes buried, it compacts - -  that is, its vertical 

dimension becomes smaller. In most situations, it 

seems that such elements do not experience 

changes in their horizontal dimensions, and so the 

compaction is uniaxial. If we ignore chemical/ 

mineralogical changes, and especially if we ignore 

chemical mass-transport, then this vertical 

compaction is directly identified with porosity loss. 

The empirical reduction in porosity with depth of 

burial (Baldwin & Butler 1985; Sclater & Christie 

1980) reflects the near-universality of this 

compactional evolution of sediments. 

In mechanical parlance, the porosity loss 

experienced by our element during its burial is a 

compactant deformation. This deformation is 

permanent (non-reversible), and it can therefore be 

cast into terms derived from plasticity theory. 

Plasticity attempts to define a yield function (in 

stress space) which bounds the stable (non- 

yielding) states of stress which can be attained by a 

material. The yield function explicitly specifies 

those stress states where yielding occurs. The 

yielding of rocks, of course, shows a strong 

dependence on the mean stress (Handin & Hager 

1957; Byerlee 1978; Steams et al. 1981), and such 

behaviour (Fig. 6) is representative of a Coulomb- 

plastic material (Drucker & Prager 1959). Note that 

this representation of the plastic yield envelope is 

similar to that used for depicting the Mohr- 

Coulomb criterion (which is often displayed in z -  

ry space; see Jones & Addis 1985, 1986; Jamison 

1992), but that the plastic approach differs by 

having a 'cap' on the yield envelope. 

Our element will be characterized by this form of 

yield function. In a subsiding basin, rocks are 

experiencing compaction, and we may therefore 

assume that their stress state is at yield. Because of 

the compactant, distortional (quasi-uniaxial strain) 

deformation, we may also assume that the stress 

state position (note that the stress state is 

represented by a point in this approach, as opposed 

to a circle in the usual Mohr-Coulomb depiction; 

Jamison 1992) is somewhere on the 'cap' of the 

yield envelope. An increment of deformation 

caused by this yielding produces both a volumetric 

strain component, and a distortional strain 

component. We can also assume that the mean 

stress axis is actually the effective mean stress 

(based on experimental work which shows that the 

concept of effective stress is valid; see, for 

example, Handin et al. 1963). 

We also expect that typical basin rocks which 
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constant volume 
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% 

Fig. 6. Coulomb-plastic yield function with parameters a m and J2'" Tangent lines and normal vectors indicate types 
of strain at yield, if stress axes are associated with auxiliary coordinates giving volume strain and distortional strain 
(see Hill 1950; Drucker & Prager 1952; Shield 1954; de Jong 1959; Jenike & Shield, 1959) 

experience burial compaction generally become 

stronger. That is, burial and the resulting 

deformation alter the material's behaviour such that 

a state of stress which was previously capable of 

causing deformation becomes stable for the 'new',  

more compacted material. In short, the yield 

function must change as a result of the 

compactional deformation. In schematic fashion, 

this change may be viewed as a series of yield 

functions arrayed along a 'deformation' axis (Fig. 

7). If these functions are continuously linked 

together (not shown), the deformation of the 

material can now be described via a yield surface. 

(Note: this treatment owes much to unpublished 

work by M. Fahy; see D'Onfro e t  al. 1994 for an 

illustration of its application; and compare Jones & 

Addis 1986.) For our purposes, let us associate the 

'deformation' axis of this array of yield functions 

with 'compaction' (porosity loss). 

Let us turn again to our element which is 

compacting (that is, undergoing compactant 

deformation) as it is buried in the hypothetical 

basin. Based on the approach outlined above, this 

element has a stress state that lies on the cap portion 

of the yield surface representing the mechanical 

behaviour of the material. Now let us assume that 

additional loading occurs as a result of further 

sedimentation. This loading is partitioned onto both 

the matrix and the pore fluid. Assuming that the 

rock matrix is still at yield (that is, the effective 

stress state lies on the yield surface), the resultant 

compactant deformation reduces the remaining 

pore space. The small increase in pore pressure 

caused by the distortion of the matrix (i.e. a pore 

volume reduction) provides energy to the fluid 

system, and the pore pressure is expected to be 

(slightly) elevated as a result. The slightly 

increased pore pressure causes the effective mean 

pressure to decrease, and the stress point moves 

slightly inside the yield surface (Fig. 8), slowing or 

stopping the deformation of the matrix. 

Resumption of compaction (porosity loss) is 

therefore dependent on relief of the overpresssure. 

If overpressure cannot be relieved, then the rocks 

fail to undergo further compaction, leading to 

'under-compaction' or what is called compaction 

disequilibrium. 

Discuss ion 

Our view of overpressure development, in 'typical' 

basin subsidence situations, is that the rates of 

sequential processes are crucial considerations. We 

argue that it is the retarded expulsion of pore fluids 

that is the critical, limiting step in the overall 

process of creating overpressure, and, by analogy 

~ .  ""'"" 

~ ....~176 
m 

Fig. 7. Illustration of yield envelopes changing as compaction increases (see D'Onfro et al. 1994). 
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change due to 
Increased fluid 

pressure I 

% 

Fig. 8. Stress state at yield (compaction) altered by 
increase in pore pressure (decrease of effective stress). 
Poro-elastic considerations (see Engelder & Fischer 
1994; Ktimple 1991; Miller 1995) will simultaneously 
alter the porosity (not shown). 

with reaction kinetics, we call this the rate- 

determining step. Low absolute permeability is 

probably the most common means by which fluid 

flow is retarded, but there may well be auxiliary 

factors such as poor relative permeabilities, or high 

fluid viscosities. In overpressured settings, fluid- 

potential gradients are usually not a factor which 

limits flow. 

A number of experimental and theoretical works 

have shown that 'effective stress' should have a 

primary control on the deformation behaviour of 

porous materials. Our analysis supports this view of 

effective stress in overpressured settings, showing 

that effective stress is a valid mechanical concept 

when included into a complete analysis of the 

behaviour of the rock+fluid system. Thus, we are 

able to propose that the compactional behaviour of 

sediments undergoing burial can be suitably 

described using a Coulomb-plastic approach where 

one parameter of the yield function is the effective 

mean stress, and where another parameter is an 

invariant of the deviatoric stress tensor. A third 

parameter allows for explicit consideration of the 

evolution of the porosity. An elevated pore pressure 

allows sediments to retain a higher porosity than 

would otherwise be predicted for their state of 

burial (Wilkinson et al. 1997). 

The results of our contribution, as summarized in 

the preceding two paragraphs, may not surprise 

many readers, and there may be some who will 

question why we troubled to 'discover '  the 

obvious. The reason we have undertaken this 

analysis is so that we can attempt to sort out a 

problem in basin modelling which we perceive to 

be developing. This problem appears to be an 

example of a situation where cause and effect have 

become confused. 

Some geologists performing basin analysis do 

not delve deeply into the mechanistic causes of 

overpressuring. General empirical observations like 

'overpressuring occurs most commonly where 

sedimentation rates are high' and 'overpressuring 

occurs more frequently in fine-grained rocks than 

in sandstones' meet the needs of many geologists. 

However, basin modelling requires that compaction 

be calculated, and some developers of basin models 

have adopted a paradigm in which mechanical 

porosity reduction is controlled by the effective 

stress on the rock grains. In this simple, effective 

stress paradigm, when effective stresses are high, 

porosity is rapidly reduced. Conversely, when 

effective stresses are low, porosity is reduced more 

slowly. This model correctly predicts that when 

overpressuring occurs (causing decreased effective 

stress), porosity reduction is retarded. 

Unfortunately, this relationship seems to have 

become extended into the form of a paradigm on 

whose origin one can only speculate. Terzaghi & 

Peck (1948, pp. 74-78) suggested that the nearly 

instantaneous transfer of loading-induced stress to 

the pore fluids increases the pore pressure and 

creates a fluid potential gradient that causes 

expulsion of the pore fluids. The loss of those fluids 

in turn permits grain responses that represent 

compaction. (Our view - -  as expressed above - -  is 

essentially the same.) These concepts were later 

slightly altered to indicate that '... for a given clay 

there exists for each value of porosity q~ some 

maximum value of effective compressive stress 

which the clay can support without further 

compaction. '  (Hubbert & Rubey 1959). This 

statement is functionally equivalent to saying that 

there is a minimum porosity associated with any 

given maximum effective stress. Extending this 

line of reasoning, Hottman & Johnson (1965) stated 

that '.., the porosity ~0 at a given burial depth D is 

dependent on the fluid pressure p. If the fluid 

pressure is abnormally high (greater than 

hydrostatic), the porosity will be abnormally high 

for a given burial depth.' 
The crux of the problem which we see 

developing lies in mistakenly equating a series of 

equivalencies with a mechanistic relationship. It is 

no error to believe that porosity covaries with 

effective stress (but see below), but it is an error to 

believe that this covariance necessarily implies 

cause and effect. 

In fact, the increasingly popular paradigm, in 

which effective stress is a cause of porosity 

reduction, directly contradicts the predictions from 

Darcy's law. If the fluid potential gradient is high 

(overpressure), Darcy's law predicts greater fluid 

flow, and hence greater porosity reduction, than if 

the fluid potential gradient is low (e.g. normal 

pressure). The effective-stress paradigm, in 

contrast, predicts less fluid flow when effective 

stress is lower (overpressure), because the grain 

framework in such a case does not collapse. Thus, 
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the effective stress paradigm, as it has come to be 

employed by many in basin analysis, is incom- 

patible with the ideas reviewed in this paper. 

Instead, we argue that when overpressuring occurs, 

fluid flow is controlled by Darcy's law. Thus, the 

present effective stress paradigm is mechanistically 

incorrect for overpressured systems. 

Why, then, does the effective stress paradigm 

make reasonable predictions of the amount of 

porosity reduction? Simply because both effective 

stress and porosity reduction have a common cause. 

Effective stress does not cause fluid to flow (only a 

fluid potential gradient can do that), but low 

effective stress is caused by overpressuring, and 

overpressuring is caused by a lack of good flow 

characteristics (step 4: low permeabilities, or high 

viscosities). Thus low effective stress is caused by 

a chain of relationships leading back to the 

principal cause: poor flow characteristics of the 

fluid-rock system. As permeabilities increase, or as 

viscosity decreases, fluid flow is enabled, and more 

porosity reduction can occur. (Or, if loading ceases 

or slows, excess fluid pressure will, with time, 

dissipate, and then compaction will proceed.) Thus, 

covariance between effective stress and porosity 

reduction is natural and expected for common 

circumstances. 

However, the simple scenario which we have so 

far considered is not the only one in which 

overpressure occurs. The amount of porosity 

reduction in an abnormally pressured system is 

dependent on the behaviour of the overall fluid 

system. For example, there may be other events 

which impose high fluid pressures, and, if the 

response of the fluid is slow (due to any of the 

possibilities discussed under step 4), then any of 

these events may be considered as the root cause of 

overpressure. Presently, various workers are 

highlighting the role of hydrocarbon generation or 

conversion as sources of elevated fluid pressures 

(e.g. Bredehoeft et  al. 1994; Luo et al. 1994; Yassir 

& Bell 1994; Darby et al. 1998). Aquathermal 

pressuring is another process which could 

contribute increments of overpressure to the fluid 

system irrespective of the compactional state of the 

rock framework (Barker 1972; Luo & Vasseur 

1992, but compare the arguments of Miller & Luk 

1993). In fact, there may be numerous simultaneous 

sources creating excess fluid pressure (Neuzil 

1995; Swarbrick 1995; Swarbrick & Osborne 

1996). The important common thread is that 

overpressure is significant only if the rate of 

dissipation is slow - -  that is, step 4 is the RDS for 

overpressured systems. 

Another situation is recently gaining attention in 

overpressure analysis. Here we refer to those 

circumstances where high fluid pressures are 

generated off-site, but where that pressure is 

communicated to other parts of the system. Darby 

et al. (1997, 1998) describe such an example from 

the Central Graben of the North Sea. They argue 

that both compaction disequilibrium and hydro- 

carbon generation/cracking are occurring in deep 

kitchen areas of the graben, and that the high pres- 

sures created by these processes have been trans- 

mitted onto nearby structural highs. In these latter 

sites, pressure-depth and porosity-depth relation- 

ships are 'out of sync', and therefore cannot be used 

to make predictions of fluid pressures. Such situa- 

tions alert us to the need to develop better methods 

of predicting conditions ahead of the drill bit. 

Our purpose here has been to emphasize the 

intimate relationship between overpressure and 

fluid flow, and the concurrent relationship with 

rock mechanics. Further advances in basin 

modelling will necessitate that both mechanical and 

fluid systems be addressed, and we will also need to 

appreciate that one-dimensional simplifications can 

prove to be seriously erroneous. We anticipate that 

exciting new advances will be made in these areas 

leading to a new and better generation of basin 

models. 

Conclusions 

The concept of effective stress not only survives 

our analysis, it is even more strongly supported by 

evidence arising from overpressured situations. 

Compact ien is critically dependent  on fluid 

expulsion. Therefore, the calculation of porosity 

reduction necessarily requires a proper con- 

sideration of the fluid system coupled to the rock 

mechanics. 

However, the popular effective stress paradigm 

is misleading because its presumed cause  is 

actually an effect. Covariance of porosity and 

effective stress may occur in simple settings, but 

there are serious limitations to the use of this 

relationship. 

In situations where processes other than 

compaction affect the fluid pressure, porosity- 

depth relationships, and porosi ty-overpressure 

relationships, are un_reliable. 

A new generation of basin models needs to be 

developed to incorporate the concepts outlined in 

this paper. 

J. Vizgirda critically read an earlier draft and contributed 
many stimulating ideas to D. Waples that significantly 
improved the manuscript. G. Couples wishes to 
acknowledge a long-term debt to M. Fahy for fruitful 
discussions and tutelage in advanced rock mechanics. Z. 
He provided an extremely helpful review of an earlier 
version of the manuscript, but he should not be held 
accountable for any remaining errors. H. Lewis and an 
anonymous reviewer made several suggestions for 
improving the present version. 
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Abstract: The effect of intrinsic permeability of argillaceous rocks on long-term petroleum 
migration is discussed from results of both laboratory experiments and numerical sensitivity 
studies. Results of our experimental studies on one-dimensional mechanical compaction of both 
muddy slurries and mudstones show that porosity(O)-permeability(K) relationships are linear on 
double logarithmic scales, i.e. ~ and K satisfy the relationship: K=Ko(O/Oo )a, where K 0 is initial 
permeability, q~0 is initial porosity, and 'a' is a parameter depending on the samples used. 
Comparison with published ~b--K relationships of mudstones indicates that the above mentioned 
relationship could be extrapolated to natural condition when ~b>0.3. On the other hand, the 
relationship becomes deviated from measured data in the low porosity range. 

Considering the importance of ~--K relationships in q~<0.3 on the timing of expulsion of 
petroleum from source rocks, this paper discusses the way to find out an appropriate q~-K 
relationship through trial and error matching of results of basin simulation using different 4~-K 
relationships with observed pore pressure and porosity data. We also present one case study using 
an imaginary siliciclastic sedimentary basin and discuss the potential of a numerical study to 
establish one of the appropriate relationships, showing how calculated results become varied by 
choosing different relationships. 

Integrated basin simulators have been developed by 

many organizations since the publications of 

physical and chemical models to express petroleum 

generation, migration, and accumulation in the 

basins (e.g. Welte & Yukler 1981; Ungerer et al. 
1990). Applications of these models to real basins 

are also reported (e.g. Dor6 et al. 1993). We have 

also recently developed a three-dimensional two- 

phase basin simulator BASIN3D2P (Tokunaga et 
al. 1994b, 1996). Most of the models treat the 

compaction process using an effective stress 

concept, a two-phase Darcian fluid migration 

model for both primary and secondary petroleum 

migration, a conductive/convective heat flow 

model for heat distribution in the basin, and first 

order chemical kinetics for petroleum generation 

(e.g. Hermanrud 1993). 

Numerical results of basin simulators depend 

strongly on the petrophysical parameters used, and 

hence, we should evaluate the behaviour and values 

of important and sensitive parameters through 

experimental, numerical, and theoretical investi- 

gations. 

In this paper, we discuss the trend for reduction 

of intrinsic permeability of argillaceous rocks 

during compaction, which affects development of 

overpressured regions and thus affects timing of 

petroleum expulsion (Tokunaga et al. 1993), from 

results of both laboratory experimental studies on 

mechanical compaction (hereafter called consolida- 

tion) and numerical sensitivity studies using our 

simulator, BASIN3D2R 

Details of numerical treatments of geological 

processes, physical properties of fluids, solids, and 

solid-fluid systems, and methods to solve coupled 

and highly non-linear equations for BASIN3D2P 

are presented in Tokunaga et al.(1994b, 1996). 

Permeability measurements during 

consolidation of muddy slurries 

The one-dimensional  consolidation apparatus, 

shown in Fig. 1, was used to carry out both con- 

solidation and permeability measurements using 

muddy slurries as starting materials. Maximum 

compressive stress which can be applied by the 
apparatus is about 500 kg f cm -2. 

Artificially deposited or remoulded samples 

were inserted into the cylinder and sequentially 

TOKUNAGA, T., HOSOYA, S., TOSAKA, H. & KOJIMA, K. 1998. An estimation of the intrinsic permeability of 
argillaceous rocks and the effects on long-term fluid migration. In: DUPPENBECKER, S. J. & ILIFFE, J. E. (eds) 
Basin Modelling: Practice and Progress. Geological Society, London, Special Publications, 141, 83-94. 
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Fig. 1. Schematic diagram of the one-dimensional 
consolidation apparatus. DT is the displacement 
transducer. 

loaded. Pore water was drained through both the 
upper and lower drainage discs. Hydraulic heads of 

both the upper and lower outlets were set at the 

same value during consolidation to avoid gener- 

ation of vertical gradient of porosity in the sample. 
Falling head permeability measurements were 

conducted at the end of respective loading stages by 

injecting water from the lower side (Fig. 1). 
Porosities for respective loading stages were 

determined by back calculation from the sample 
weight and axial displacements recorded by 

displacement transducers attached in parallel with 

the loading piston (Fig. 1). The vertical stresses 
measured during the tests included the effects of 

sliding friction of both the sample and the seal 

along the cell wall. This side wall friction was 
minimized by thinly coating the cell walls with 

MoS 2 grease. In this paper, we do not discuss the 
stress-strain relationships during the experiments 
because it was difficult to estimate the effect of 

friction. Time effects on displacements after 

diffusion of excess pore pressure in the sample 

were not detected by displacement transducers 
(resolution of 0.01 ram) used in this study. 

Samples used in the experiments were crushed 
siltstone from the Plio-Pleistocene Kiwada 

Formation of the Kazusa Group in Boso Peninsula, 

Japan; crushed Rochester shale in New York; and 

commercially available kaolinite powder. Fractions 
of clay size and silt size particles in the crushed 

samples and kaolinite powder are shown in Table 1 

with the initial conditions of each experiment. 
Samples were set by either the following 
procedures: 

(1) Large amounts of pure water and powder 

samples were mixed and poured into the 

cylinder. They were kept until the particles of 
minimum size settled down. Settling time of 
the smallest particles was estimated by the 

Stokes' law. This initial condition was used to 

obtain similar fabric to the naturally deposited 

sediments. This condition is referred to as 
'depositional setting' here (Table 1). 

(2) Samples were prepared as slurries, with 
relatively smaller amounts of pure water than 

method 1. These slurries had porosities of 

approximately 0.8 and were viscous enough to 
prevent segregation during filling of the cell. 
This condition is here named as 'slurry setting' 

(Table 1). 

Measured vertical permeability data of one run 

(exp. 6) are plotted against porosity on double 
logarithmic axes in Fig. 2 as an example. The result 

was all obtained from the experiment on the 
normally consolidated sample for which the 

vertical effective stress was being steadily 

increased and porosity was steadily falling. Error 

bars shown in Fig. 2 were estimated from both 
errors derived from the measurements during 

experiments and errors derived from least square 

fitting to obtain permeability. Results of each run 

Fig. 2. An example of the ~-K relationships obtained 
from one-dimensional consolidation experiments. 



EFFECT OF PERMEABILITY ON LONG-TERM MIGRATION 85  

i 

o 

o 

+1 § +1 +1 +1 § +1 +1 

o ~  
~ o  



86 T. TOKUNGA ET AL. 

show that the porosity(~)-permeability(K) relation- 
ships (hereafter called q~-K relationships) are linear 

on double logarithmic scales. Thus, an empirical 
relationship 

K = X  0 (1) 

is obtained from our experiments, where K 0 is 

initial permeability, ~0 is initial porosity, and 'a '  is 
a parameter depending on the samples used. The 
relationship was also confirmed by thorough 

review of published data (Tokunaga et  al. 1994a) 

over the range 0.3<q~<0.7. 

Fig. 3. Schematic diagram of triaxial compression apparatus with transient pulse permeability measurement system 
used in this study. 
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Permeability measurements during 

consolidation of mudstones 

The microstructure or fabric of muddy slurries is 

possibly different from that compacted in nature, so 

consolidation experiments were carried out using 

naturally compacted mudstones to confirm whether 

the relationship obtained for muddy slurries was 

applicable to them. Triaxial compression apparatus, 

shown in Fig. 3, was used to carry out K0-con- 

solidation test, in which confining pressure was 

controlled to keep sample diameter constant during 

the consolidation/swelling processes. Maximum 

axial stress and maximum confining pressure of the 

apparatus are about 1000 kg f cm -2 and about 

500 kg f cm -2, respectively. A detailed description 

of the experimental procedure is presented in 

Hosoya et  al. (1995). Permeability was measured 

using the transient pulse method (Brace et  al. 1968) 

at the end of each loading/unloading stage. The 

system of the transient pulse method used in this 

study is similar to that presented in Takahashi et  al. 

(1991). Permeability was calculated from pressure 

decay data according to the procedure described in 

Brace et  al. (1968). Although the procedure ignores 

the effect of pore storage, the obtained permeability 

is good enough because the specific storage of the 

sample is prepared to be sufficiently small com- 

pared with the compressive storages of both the up- 

stream and down-stream reservoirs as suggested by 

Ishijima et  al. (1991). Porosity of each loading 

stage was determined by the method described in 

the previous section. Time effects on consolidation 

were not observed during the experiments although 

we used the displacement transducer of which 

resolution was 0.001 mm. 

Samples used in the experiments were siltstones 

from the Pleistocene Umegase Formation of the 

Kazusa Group in Boso Peninsula, Japan. These 

samples were cored perpendicular to the bedding 

surface from a massive block obtained from a liver 

cliff. They were 30 mm in diameter and 60 mm in 

height. Physical properties and grain size distri- 

bution of the sample are shown in Table 2. 

Three experiments were conducted using cored 

samples obtained from the same block by changing 

Fig. 4. An example of the summarized experimental 
results (RUN3). (a) Loading history of the test in terms 
of the applied effective vertical stress. (b) Relationship 
between the effective vertical stress and void ratio. The 
definition of the void ratio (e) is e = ~b/(l@). (c) 
Relationship between the effective vertical stress and 
permeability. (d) q~--K relationship. Linear line is a least 
square fit for data of the normal consolidation process. 
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Table 3. Summary of the consolidation experiment with permeability measurements of mudstone (RUN3) 

Test effective overburden pore pressure step change of pressure sample porosity permeability 

no. pressure (kg f cm -2) (kg f cm -2) in reservoir (kg f cm -2) length (cm) (mD) 

1 37.50 41.00 0.9045 6.349 0.4227 1.035 x 10 -2 

2 124.74 40.79 0.9320 6.255 0.4141 6.324 x 10 -3 

3 155.33 39.76 0.9420 6.139 0.4030 4.233 x 10 -3 

4 195.45 41.03 0.9324 5.974 0.3865 2.588 x 10 -3 

5 270.17 40.21 0.9203 5.696 0.3566 1.232 x 10 -3 

6 369.97 40.91 0.9536 5.449 0.3274 3.912 x 10-4 

7 227.78 41.21 0.9479 5.468 0.3298 5.661 • 10 -4 

8 139.11 41.20 0.9304 5.495 0.3330 5.030 x 10 -4 

9 225.98 40.06 0.9287 5.480 0.3313 6.976 x 10-4 

10 356.22 39.88 0.9278 5.442 0.3265 3.571 x 10-4 

loading/unloading patterns. An example of the 

experimental results (RUN3) is summarized in Fig. 

4 and Table 3. Fig. 4(d) shows a linear relationship 

between log K and log q~ during normal con- 

solidation, indicating that equation (1) is satisfied. 

Lapierre et al. (1990) reported that the remoulding 

of the sample did not modify the q~--K relationship 

for the Louisevil le clay, Quebec, in their 

experiments on both intact and remoulded samples. 

They confirmed that the microstructures of both 

intact and remoulded samples were similar 

according to both the observation by scanning 

electron microscope and the measurements of pore 

size distribution by mercury-intrusion porosimetry. 

Both our results and results by Lapierre et al. 

(1990) indicate that the relationship obtained by us 

might be applicable for assessing the q~--K relation- 

ship of natural samples. 

The t~--K data during unloading and reloading 

processes are also plotted adjacent to the line of 

least square fit of 4~--K plots for the normal 

consolidation process (Figs 4(d) & 5). Although the 

deformation process is basically elastic for the 

unloading/reloading processes, which is different 

from that for the normal consolidation process, it is 

Fig. 5. ~0-K relationships obtained from all the 
consolidation experiments. Linear line is a least square 
fit for data from a normal consolidation process. 

Fig. 6. tI~-K plots of published data and results of our 
experiments. Data of Bryant et al. (1975), Dutta (1988), 
Katsube et al. (1991), and Lin (1978) after Neuzil (1994) 
are direct measurements of well core samples. Data 
sources of experimentally consolidated samples (except 
our data) are given in Tokunaga et al. (1994a). ~/~-K 
relationships used for this sensitivity study are also 
shown. 
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small enough that the small deviation from the line 
of normal consolidation is considered to be not so 
significant for basin simulation studies. Applic- 
ability of eqn (1) for both normal consolidation and 
during the unloading/reloading processes was also 
confirmed by using the data of A1- Tabbaa & Wood 
(1987) (Hosoya et  al. 1994). 

Published data for permeabilities of well core 
samples in a high porosity range (Bryant et  al. 

1975) are plotted with those obtained by laboratory 
consolidation experiments (Fig. 6). Their overall 
permeability reduction pattern is concordant with 
the previous discussions. Neuzil (1994) compared 
the 0--K relationships obtained from laboratory 
measurements of core samples and those obtained 
from inverse analyses of large-scale flow systems, 
and found that permeability of argillaceous rock is 
scale-independent. These observations indicate that 
eqn (1) is possibly extrapolated to the naturally 
compacted samples where the porosities of the 
samples are grater than about 0.3. Pore water 
salinity would affect the ~-K relationship; however, 
experimental results by Mesri & Olson (1971) and 
Lapierre et  al. (1990) showed that it did not modify 
the relationship. 

Relationship between parameter 'a' and 

clay content of the sample 

The parameter 'a ' ,  which corresponds to the slope 
of the linear relationship between log r and log K, 
varies depending on the samples used. Here, we try 
to correlate the value 'a' in the q~--K relationship 
with clay content of the samples, from the results of 
experiments using muddy slurries. Figure 7 shows 

the results from experiments using muddy slurries 
of different clay content (see Table 1), in which a 
qualitative trend can be observed showing that 
decreasing the clay content causes 'a'  to increase, 
and vice versa. 

Assessing the 0-K relationships in a low 

porosity region 

Published data for permeability of well core 
samples in the low porosity range (Dutta 1988; 
Katsube et  al. 1991; Neuzil 1994) show con- 
siderable deviation from the equation (Fig. 6). This 
may be due to chemical effects including cemen- 
tation, pressure-solution precipitation and clay 
transformation. 

The transient pulse method (Brace et  al. 1968) is 
the most appropriate for measuring very low 
permeability values. Trimmer et al. (1980) suc- 
ceeded in measuring the permeability of granites 
and gabbros in the order of 10 -t2 Darcy. However, 

it took at least one week to obtain such data 
(Trimmer et  al. 1980), and it is generally very 
difficult to maintain the same conditions during 
experiments of such a long duration. Furthermore, 
core samples obtained from deep boreholes suffer 
conditional changes such as the generation of 
microcracks caused by very fast pressure reduction 
during the coring processes. The experimental 
approach to quantify the 0--K relationships seems to 
be difficult in the highly compacted range. On the 
other hand, we know of no theoretical examination 
of permeability changes of low porosity mudstones. 
Thus, numerical studies would be useful in 
examining an appropriate ~-K relationship in a low 
porosity region as discussed in the next section. 

Fig. 7. Plots of the relationship between parameter 'a' 
of equation (1) and clay content of the samples used in 
the one-dimensional consolidation experiments. 

Numerical sensitivity studies on the 0--K 

relationship 

We conducted numerical sensitivity studies 
assuming that the change of permeability in the low 
porosity range followed the same form as eqn (1) 
but differed in the value of parameter 'a' as shown 
in Fig. 6. This is because 0--K plots become 
deviated from eqn (1) when 0<0.3 (Fig. 6), and 
because the trend of reduction of compressibility of 
argillaceous rocks as a function of porosity changes 
at around ~ = 0.3 (Fig. 8), indicating that the 
mechanical behaviour of rocks changes from that of 
viscous fluids to that of plastic solids (Inami & 
Hoshino 1974). Aoyagi & Kazmna (1980) sum- 
marized their results on consolidation experiments, 
porosity measurements, and mineralogical studies 
of cores and cuttings from deep wells in Japan, and 
concluded that compaction behaviour could be 
divided into two stages bounded at around ~ = 0.3. 
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Fig. 8. Compressibility of argillaceous rocks at 
hydrostatic pressures of up to 2040 kg f cm -2. The 

abscissa is porosity in logarithmic scale (after Inami & 
Hoshino 1974). 

In this study, we initially chose the value a = 0, 

3, 6, 9 and compared calculated results with one- 

another. Numerical  studies were  carried out using a 

cross-sectional model  of  an imaginary siliciclastic 

sedimentary  basin. The input data are shown in 

Table 4. Initial and boundary  conditions were set as 

follows: 

(1) hydrostat ic pressure, sea water temperature,  

and full water saturation were set as initial 

condit ions for the deposi ted sediments at each  

t ime step; 

(2) a no fluid flow boundary  condition was set at 

the bot tom of  the basin; 

(3) constant temperature was set at the sea bottom, 

and constant heat f low was given at the bot tom 

of  the basin; 

(4) no water  and no heat  f low conditions were set 

at lateral boundaries. 

Figure 9 shows input lithologies at 14.3 Ma after 

the initial deposition, and Fig. l0 presents the 

calculated results of  porosity, pore pressure and 

temperature with respect to depth at the structural 

top. F igure  l0  shows that porosi ty and pore  

pressure are highly sensitive to the given 4r-K 

relationship. Thus, if  we calculate using several ' a '  

values in the low porosity range and compare the 

Table 4. Input data for the imaginary sedimentary basin 

Number of time steps 

Length of time steps 

Number of grids for X direction 

Number of grids for Y direction 

Width of grids for X direction 

Width of grids for X direction 

Initial porosity tor mudstone 

Initial porosity for sandstone 

Constant of Athy's equation 

Heat flow between basement and sediments 

Grain size of sandstone 
Total organic carbon in mudstone 

Composition of organic matters in mudstone 

Amount of heat generation in sediments 

for mudstone 

for sandstone 

f o r Z =  1 & Z = 3  
for other grids 

type I kerogen 

type II kerogen 
type III kerogen 

22 

0.65 (Ma)* 

8 

1 

2000 (m) I 

1000 (m) t 

0.6 

0.4 

6.0E-4 (m -1) 

3.0E-4 (m -1 ) 

1.9 (hfu) r 

medium w 

5.0 (wt%) 
1.0 (wt%) 

30.0 (%)** 

50.0 (%)** 
20.0 (%)** 

0t+ 

* Length of time step is to be constant for all time steps. 
t Width of grids for X & Y directions is set to be constant for all grids. 
~; Heat flow is assumed to be constant for all time steps. 

w Grain size of sandstone is set to be constant for all sandstone grids 
** Composition of organic matters in mudstone is assumed to be constant for all grids containing mudstone. 
!f Heat generation in sediments is not considered for all time steps. 
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Fig. 9. Input lithology distribution (sand ratio map) of an imaginary sedimentary basin 14.3 Ma after the initial 
deposition. 

results with measured porosity and pore pressure, 

we can get an appropriate value of 'a '  for the basin 

model,  which includes initial and boundary 

conditions, input values, and also constitutive equa- 

tions. Note that the relationship obtained by this 

method does not always trace the real process that 

occurred in nature, however, for basin simulators 

like BASIN3D2P, it is one practical way to obtain 

the ~--K relationship in the low porosity region. 

Calculated results of water saturation (Fig. 11) 

clearly indicate that the q~--K relationship for 4~<0.3 

strongly affects petroleum migration. If perme- 

ability does not change during the late compaction 

stage; an extreme case where a = 0, a certain 

amount of oil accumulation is found at the top of 

the anticline at 14.3 Ma after the initial deposition. 

However, if we choose a = 3, 6, 9, there is no 

accumulation at the equivalent time. This is caused 

by the delay of expulsion of oil from source rocks 

(Fig. 12). This is because development of over- 

pressure in the source rock prevents reduction of 

porosity and permeability, and because the 

threshold oil saturation for petroleum expulsion 

from source rock is modelled as a decreasing 

function with increasing permeability in our 

simulator as suggested by Okui & Waples (1993) 

and Tokunaga e t  al. (1994b). However, if  

permeability reduction of mudstone with respect to 

porosity is fast enough (a = 9 in this case), 

overpressuring may cause hydraulic fracturing and 

expulsion of petroleum could be enhanced as we 

can see in Fig. 12 (compare a = 6 with a = 9). 

The results obtained from the numerical case 

studies indicate that, at least for the simulators 
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which adopt the concept of relative permeability for 

expulsion, an appropriate 4u-K relationship of 

mudstone should be carefully chosen, especially for 

the low porosity region. A trial and error approach 

to match calculated performance with observed 

data is indispensable to make the basin simulation 

reliable and enhance its reproductivity. If pore 

pressure and porosity data are available, we could 

get proper trend for the ~-K relationship, and then, 

a reproduced migration pattern of petroleum might 

be more acceptable. 

Fig. 10. Columnar displays of calculated results of 
porosity, pore pressure and temperature at the structural 
top 14.3 Ma after the initial deposition. 

Conclusions 

The following conclusions can be summarized 

f rom both laboratory studies on permeabil i ty 

measurements of muddy slurries and mudstones 

during consolidation, and from the results of 

numerical case studies: 

(1) The ~--K relationship of muddy slurries and 

mudstones during loading, unloading, and 

reloading processes can be expressed by the 

equation: 

K = go (~-o) a 

over the range 0.3<q~<0.7. The parameter 'a '  of 

the equation could be correlated with the clay 

content of the sample. However, ~/~-K relation- 

ships deviate from the equation when porosi- 

ties of the sample are less than about 0.3. 

(2) Results of basin simulation, such as porosity, 

pore pressure, timing of expulsion/accumu- 

lation of oil, are sensitive to the q~-K relation- 

ship of mudstones. An appropriate form of the 

relationship can be obtained by trial and error 

matching of the numerical simulator's perfor- 

mance with observed data. 
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Fig. 11. Calculated results of water saturation distribution of the basin 14.3 Ma after the initial deposition. 

Fig. 12. Examples of the history of water saturation in the grids. (a) Water saturation history of grid (5,1) (source 
horizon). (b) Water saturation history of grid (5,2) (carrier horizon). 
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Abstract: Jurassic and Triassic reservoirs in the Central North Sea are highly overpressured 
(>40 MPa above hydrostatic pressure). Simulation of the interplay between rapid Tertiary 
subsidence, seal permeability and fluid flow allows insight into the geological controls on the 
distribution and magnitude of the overpressure. One-dimensional models demonstrate that, unlike 
other basins, the overpressure developed in the Graben is not determined by the thickness and 
permeability of the shale pressure seal. A two-dimensional model simulating lateral flow beneath 
the pressure seal provides an accurate simulation of the overpressure distribution. Disequilibrium 
compaction of shale-dominated off-structure regions forms the principal overpressuring 
mechanism. Lateral flow in the permeable Fuhnar sandstones leads to high overpressure and 
focused vertical escape on an axial high, where the seal is thinner above a subcropping Fulmar 
Fm. A layered hydrogeological regime is suggested, with shallow Tertiary pressure cells 
separated from deep Cretaceous-Triassic pressure cells by normally pressured, permeable 
Palaeocene sandstones. The pre-Cretaceous rift-associated configuration of the Graben, in 
combination with 3 km of Tertiary subsidence, controls the distribution of overpressure. 

Jurassic and Triassic reservoirs in the Central 

Graben of the North Sea are characterized by great 

depths (>4000 m) and extreme overpressures (in 

excess of 40 MPa above hydrostatic pressure). 

Overpressure in the Graben provides an intellectual 

challenge to geologists: as a problem for safe 

drilling of deep prospects; a clue to fluid flow; and 

a control of porosity distribution. An increased 

understanding of the processes controlling the 

magnitude and distribution of overpressure may 

lead to wider insights into the processes of fluid 

flow in sedimentary basins. This paper presents a 

model of the origin and distribution of overpressure 

in the Central North Sea based on the results of 

one- and two-dimensional simulations of fluid 

flow. 

The Central Graben is the area of greatest fault- 

related subsidence in the North Sea sedimentary 

basin. The Central Graben is divided into two 

depocentres (Fig. 1): a western graben, forming the 

'true' Central Graben; and the East Forties Basin, a 

half-graben whose crest forms the axial Forties- 

Montrose High (Roberts et al. 1990). Thick, 

massive Upper Jurassic sandstones in the Central 

Graben are referred to as the Fulmar Formation 

(Stewart 1986) and they are the target for the 

present high-pressure/high-temperature exploration 

play. These sandstones are overlain and sealed by a 

sequence of low-permeabili ty,  Jurass ic -Lower  

Cretaceous shales and Upper Cretaceous chalks, 

including the Kimmeridge Clay Formation, the 

source rock for most of the Graben's hydrocarbons. 

Overlying the chalk is a basin-wide sheet of 

permeable Palaeocene sandstones, which form the 

reservoir to giant oil accumulations such as the 

Forties field. Accelerat ing subsidence of the 

Graben has led to the deposition of over 3000 m of 

Tertiary shales, of which 1000 m may have been 

deposited in the past 5 Ma. A representative sub- 

sidence curve is presented in Fig. 2. 

The rapid rate of Tertiary deposition, coupled 

with the presence of low-permeability chalks and 

shales, has led to restricted fluid flow and 

consequent overpressuring in the sediments of the 
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Fig. 1. Location Map of the modelled wells and section. 

Graben. Repeat Formation Tests (RFTs) in 

Fulmar sandstones have revealed that the Fulmar 
Formation is highly compartmentalized, and 

divided into a series of pressure cells. The magni- 
tude of pressure within these pressure cells can 

approach the minimum horizontal stress (Engelder 

& Fischer 1994) and shows a general increase with 
the depth of the cell, increasing towards the centre 

of the Graben (Gaarenstroom e t  al. 1993). 

However, the highest degree of overpressure is 
encountered in relatively shallow wells (e.g. wells 

22/30a-1 and 30/lc-2) located on the axial 
Forties-Montrose High. 

The upper boundaries of pressure cells (pressure 

seals) are marked by rapid rises in pore pressure, 
termed transition zones. These transition zones are 

encountered within the regional chalk-shale 

interval. Lateral boundaries to pressure cells are 

implied to be faults (Darby et  al. 1996). Numerous 
theories have recently been advanced to explain the 

position of vertical pressure seals and the 

magnitude of pressure. These aspects have been 

suggested to be controlled by temperature (Hunt 
1990); organic-inorganic interactions (Hunt et al. 

1994; Whelan et  al. 1994); or the porosity and 

permeability of the sediment forming the seal 
(Mello et  al. 1994). 

The complex interplay between the dynamical 

physical processes of subsidence, compaction of 

sediments and fluid flow lends itself to 

investigation by computer simulation (Dewers & 
Ortoleva 1994). Basin models have been employed 

in deciphering the hydrogeology of many over- 
pressured basins throughout the world, including 

the Northern North Sea (England et  al. 1987) and 
the Central North Sea (Mudford et  al. 1991). 

This paper presents the results of one- and two- 

dimensional modelling of overpressures in the 
Central North Sea. The aim of this work is to 
identify the controls on the origin, distribution, 

magnitude and retention of abnormal fluid pres- 

sures developed in the Central North Sea by using 
quantitative basin models, which provide a method 

of building and testing hypotheses regarding fluid 
flow. 

From one-dimensional modelling of the system 
we conclude that the overpressure developed in the 

Central Graben today is the product of a dynamic 
system. The presence of low-permeability shales 

has restricted vertical compactional fluid flow, and 
the rapid Tertiary subsidence of the Graben has 

produced disequilibrium compaction of the shale- 

rich Graben sediments. Importantly, however, we 

find that the Central Graben, unlike other basins 
world-wide, does not show a relationship between 

the magnitude of overpressure developed and the 

thickness and permeability of the pressure seal. We 
present a two-dimensional model to suggest that 

lateral flow, into structurally-elevated permeable 

sandstones subcropping below the pressure seal, 
controls the distribution and magnitude of over- 

pressure in the region. The model provides an 
accurate description of the present-day hydro- 

geological system of the Central Graben, and may 

provide insight into the palaeo-hydrogeology that 
has controlled hydrocarbon migration and 
diagenesis in the region. 

Modelling methodology 

In this paper we report the modelling of five 

government-released wells from Quadrants 22,23, 

29 and 30 of the UK sector of the Central North 
Sea. The locations of the study wells are shown on 
Fig. 1. 

The simulations in this paper have used the 

BasinMod T M  finite-difference one- and two-dimen- 

sional basin modelling packages. Details of these 
models are proprietary, but they are based on well- 
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Fig. 2. Subsidence curve of well 22/30a-1. The Graben has undergone accelerating subsidence during the Tertiary, 
leading to the deposition of 3000 m of shales. 1000 m of these shales may have been deposited in the Pliocene. 

known primary relationships: the law of con- 

servation of solid mass; Darcy's Law; and 
equations of state (Bethke 1985; Lerche 1990). The 
approach taken by BasinMod TM is to ensure that a 

porosity-depth relationship is obtained, and then to 
solve for other variables. We have used the Sclater 
and Christie (1980) porosity-decline curve, and a 

power-law relationship between porosity and 

permeability (Lerche 1990). Table 1 lists the values 

selected for the necessary lithological constants that 
arise in the equations which define these functions. 

The modelling methodology employed falls into 

two parts (Mudford et al. 1991). The first phase is 

the construction of the model using lithological and 

stratigraphic information derived from well 
composite logs. However, we do not have complete 

knowledge of the system under investigation: many 
parameters that influence fluid flow are rarely 

measured during drilling and coring. The most 

critical of these parameters is the permeability of 
the shales that form the barrier to vertical fluid flow 

(Mudford et al. 1991). 

Accordingly, we are faced by an inverse problem 
common to hydrogeological modelling: the inde- 

pendent variable in the equation of fluid flow, the 
rock permeability, is poorly known, whilst the 

distribution of the dependent variable in the 

equation (the fluid pressure) is the most well known 
aspect of the system under investigation. Thus the 

second phase of the model investigation is a 
confirmatory check by calibration of the assumed 

porosity and permeability against observed pres- 

sures. Sources of pressure data include direct 
measurements such as reservoir RFTs and drill 

stem tests, and indirect measurements such as 

mudweight. 
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Table 1. Lithological parameters used in the models 

Sandstone Chalk Shale Siltstone 

One-dimensional model: high-permeability case 
Initial porosity 0.45 0.10 0.60 0.55 
Initial permeability (mD) 27 000.00 27 000.00 0.01 0.10 
Compaction factor (m -1) 0.45 -0.60 -0.50 -0.80 
Permeability power 5.50 5.50 5.50 5.50 

One-dimensional model: low-permeability case 
Initial porosity 0.45 0.10 0.40 0.55 
Initial permeability (mD) 27 000.00 0.0001 0.01 0.10 
Compaction factor (m -1) 0.45 -0.50 -0.60 -0.80 
Permeability power 5.50 5.50 5.50 5.50 

Two-dimensional model 
Initial porosity 0.45 0.60 0.60 0.55 
Initial permeability (mD) 27 000.00 50 000.00 100.00 5000.00 
Compaction factor (m -1) 0.27 -0.41 -0.51 -0.22 
Permeability power 7.00 6.00 6.00 6.00 
Permeability anisotropy 0.50 0.50 0.20 0.20 

Calibration of a dynamic model of geohistory 

faces problems of comparing the computed results 

against data localized in time (at the present day) 

and in space (most data is focused on structural 

highs, within the reservoir interval). This study 

maximizes the use of spatially-continuous data 

such as sonic logs and mudweight. Mudweight 

provides a continuous indirect record of pressure. 

Direct calibration of model pressure against 

mudweight is not valid for the Central North Sea, as 

mudweight is always greater than formation fluid 

pressure. However, the mudweight recorded from a 

specific drilling depth provides a maximum 

pressure that cannot be exceeded by a valid model. 

We note that calibration of a physical model to 

reservoir porosity and permeability is not valid in 

this region of the Central Graben due to geo- 

chemical influences: important volumes of quartz 

and albite cement; and localized creation of up to 

15% secondary porosity (Wilkinson & Haszeldine 

1996; Wilkinson et al. 1997), have modified the 

primary porosity in sandstone reservoirs. 

Quantitative models of geological processes are 

being employed in many fields of geology, from the 

exploration for oil and gas to the disposal of nuclear 

waste. As the results of such models may be used to 

make decisions regarding the safety and economics 

of a hydrocarbon prospect, we feel that it is neces- 

sary to consider the underpinning (Oreskes et al. 

1994) of the models employed in this paper. The 

models are based on simple mathematical descrip- 

tions of complex geological processes. Where 

possible, the models are checked against observed 

data to allow decisions to be taken as to whether the 

model represents an accurate description of the 

geological reality. However, as the data for 

calibration is necessarily localized in time and 

space, reproduction of observed data is insufficient 

to demonstrate that the model is correct throughout 

geohistory. Quantitative models are a form of 

complex scientific hypothesis. They are subject to 

improvement or refutation as new data are acquired 

by additional wells in the Graben, or as a fuller 

understanding of the geological processes being 

simulated is achieved. 

We have used one-dimensional models to allow 

rapid evaluation of initial hypotheses, to investigate 

the importance of variation in unobserved model 

parameters, to focus on parameters and data 

important for the model calibration, and to guide 

the construction of secondary hypotheses. We have 

then tested these secondary hypotheses using two- 

dimensional models. 

One-dimensional modelling 

One-dimensional models of gravitational 

compaction can adequately reproduce the observed 

pressure-depth profiles from many overpressured 

basins world-wide, including the northern North 

Sea (England et al. 1987), the Sable Basin of 

offshore Nova Scotia (Williamson & Smyth 1992), 

the South Caspian Sea (Audet & McConnell 1992), 

the Louisiana Gulf Coast (Mello et al. 1994), and 

southern regions of the Central North Sea (Mudford 

et al. 1991) adjacent to the area examined in this 

paper. In all these regions, the vertical flow of 

compactional fluid is impeded by the presence of 

low-permeability rocks, whose thickness, porosity 

and permeability govern the magnitude of over- 

pressure developed in the underlying sediments. 

Thus the initial hypothesis to be examined by this 
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investigation is that the magnitude of overpressure 

developed in the Fulmar sandstones in the Central 

Graben is proportionate to the thickness and 

permeability of the overlying pressure seal, and the 

rate of subsidence of the basin. That is, the physical 

properties of the pressure seal will restrict vertical 

fluid flow during rapid sedimentation and lead to 

disequilibrium compaction, causing overpressuring 

in the Fulmar sandstone. This hypothesis can be 

tested by examining the interplay of sedimentation 

rate and seal permeabil i ty evolution and the 

resultant pore pressures using a one-dimensional 

model. 

The model  results are constrained by fluid 

pressures measured by RFT in the reservoir (Fig. 

3a). However, we find that to attain such pressures 

requires extremely low shale permeabilities. This 

low permeability produces pressures that exceed 

the mudweight measured in the Lower Cretaceous 

shales at the top of the pressure seal, and so these 

simulations cannot be considered valid. The 

mudweight provides an important constraint to the 

minimum seal permeability in the Central Graben. 

If the mudweight-der ived pressure profile is 

honoured,  calculated pressures in the Upper 

Jurassic sandstone are too low (Fig. 3b). The model 

is extremely sensitive to variations in the perme- 

ability of shale. Although no direct measurements 

of shale permeability are available in the Central 

Graben, the values required (10-6mD - 10 -8 roD) 

are consistent with permeabilities derived from 

shales globally (Katsube et  al. 1991). We cannot 

reconcile all pressure measurements in the region at 

this stage of the modell ing.  The divergence 

between the maximum model pressure and the 

observed pressure occurs across the region (Fig. 4), 

and is most marked where the pressure seal is thin 

and sharp gradients in pore pressure occur, for 

example well 22/30a-1. 

From the initial, one-dimensional investigation 

of the region we conclude that overpressure does 

not show a relationship to seal thickness and 

permeability. The permeabil i ty of these seals 

cannot be modelled to be sufficiently low to 

reproduce the reservoir pressures without simul- 

taneously violating other constraints. The initial 

hypotheses are disproved. 

We infer from this result that the studied region 

of the Central North Sea is an unusual over- 

pressured environment: the hydrogeological system 

expressed by the distribution of overpressure must 

differ from the Northern North Sea and even from 
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Fig. 4. One-dimensional modelling provides a mismatch between modelled and observed reservoir pressures across 
the region if pressures in the seal are honoured. 
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adjacent regions of the Central North Sea. The one- 

dimensional model cannot simulate the magnitude 

of pressure in the Central Graben, or correctly 

reproduce its distribution with depth. It is now 

necessary to develop this result to construct new 

hypotheses. The one-dimensional models, while 

not an adequate approximation to observed pres- 

sures, can nevertheless serve as a useful framework 

for the building of new hypotheses. 

A similar shortfall in modelled pressures has 

been observed for the Sable Basin of Nova Scotia 

(Williamson & Smyth 1992). This shortfall has 

been attributed to additional overpressuring 

mechanisms such as hydrocarbon generation that 

are not addressed by simple physical models based 

on sediment compaction. The Kimmeridge Clay 

Formation is thin or absent in the wells we have 

studied, but may thicken greatly in off-structure 

kitchen regions. Thus one hypothesis that can be 

constructed from the one-dimensional model is that 

overpressures resulting from gravitational com- 

paction disequilibrium are supplemented by 

hydrocarbon generation in the Central Graben. 

The high pressures in the permeable Upper 

Jurassic sandstones suggest that the aquifer system 

beneath the regional pressure seal may be 

continuous and allows lateral connectivity to deep, 

highly overpressured off-structure regions. If this is 

the case, the hydrogeological behaviour of the 

sandstones in the Central Graben cannot be 

accurately simulated using a one-dimensional 

model. The hydrogeological role of the sandstones 

may be important in controlling the distribution and 

magnitude of overpressure in the region. Thus to 

support or disprove this hypothesis we require a 

model capable of simulating this behaviour. It is 

necessary to employ two-dimensional models. 

Although more expensive in terms of the computer 

time and hardware required to simulate the 

processes, the use of sophisticated two-dimensional 

models allows insight into the controls on the 

distribution and magnitude of pressure in the 

Central Graben, 

Two-dimensional modelling 

To test the hypotheses using a two-dimensional 

model, we have modelled a basin-wide section 

across the East Forties Basin (Fig. 5). A simplified 

geometry derived from published interpreted 

regional seismic data (Roberts et  al. 1990) has been 

simulated. The section crosses the Forties- 

Montrose High, the central tilted fault block 

penetrated by well 22/30a-1. The crest of this 

structure is flanked by deeper regions of the 

Graben, with Jurassic and Lower Cretaceous 

sediments deepening and thickening eastwards into 

the East Forties Basin. An eastern shelf zone, the 

Norwegian-Danish Platform, is penetrated by well 

23/27-6. The seismic-derived geometry of the 

model has been calibrated against the well 

stratigraphy. The section allowed us to study the 

Fig. 5. Model geometry of the two-dimensional model (after Roberts et al. 1990). The axial Forties-Montrose High 
penetrated by well 22/30a-1 is formed by the crest of the NE-dipping fault block that deepens into the East Forties 
Basin. Well 23/27-6 is sited on the Norwegian-Danish High. Stippled pattern denotes sandstones. 
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Fig. 6. Grid used in calculation. 2448 cells have been used, with calculation density greatest in zones of 
hydrogeological interest such as fault block crests. 

potential of up-dip transfer of pressure from the 

deep Graben towards the crestal wells located on 

the tops of the generally NE-dipping fault blocks in 

the area (Roberts et  al. 1990). 

The geometry of the section was discretized onto 

a grid of 2448 cells (Fig. 6). As the model 

calculates flow values for the centre of each cell 

through time, grid density is non-uniform to allow 

greater density of calculation in crestal zones. 

Accurate reproduction of the thin transition zones 

in the Central Graben requires a dense array of cells 

on the crest of the modelled fault block. Calculation 

density decreases in the Triassic hydrogeological 

basement to the model. We have assumed that the 

Permo-Triassic salt that underlies the Central 

Graben (Roberts et al. 1990) will impede down- 

ward flow, and so have assigned lateral and basal 

no-flow boundary conditions. 

The model reproduces observed RFT pressures 

in the Fulmar sandstones and Palaeocene sand- 

stones in both wells (Fig. 7); it is also consistent 

with the mudweight profile in the Cretaceous- 

Jurassic pressure cell. As the observed hydro- 

geological data are replicated by the model, we 

suggest that this model is accurately describing the 

processes controlling overpressure in the region. 

The model produces high overpressure (40 MPa 

above hydrostatic pressure) and a sharp transition 

zone in the crestal well 22/30a-1 due to lateral 

transmission of pressure from deeper, off-structure 

regions where the sandstones are encased in thick, 

highly overpressured, undercompacted shales. 

Modelled pressures on the crests of the fault block 

are close to the minimum horizontal stress, and 

vertical fluid flow through the pressure seal is 

focused at the crest of the fault block. These results 

support the hypothesis that lateral flow in 

permeable sandstones beneath the pressure seal is 

controlling the pressure distribution. This lateral 

flow is controlled by the geometry of the sand- 

stones, which in turn is controlled by the pre- 

Cretaceous structure of the Graben. 

Discussion 

The model rests on the undercompaction of deep 

shales in the off-structure regions of the Graben. Is 

there evidence that Graben shales are under- 

compacted? Sonic logs may provide a clue. 

Increasing undercompaction as the pressure cell is 

penetrated has been reported from overpressured 

regions world-wide (Schmidt 1973) and sonic log 

porosity in the Central Graben shows a similar 

pattern across a range of depths (Fig. 8). The model 

reproduces the observed porosity-depth profile 

derived from sonic logs (Fig. 9). Although the 

relationship of sonic transit time to porosity has 
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Fig. 7. Pressure-depth plots for wells (a) 22/30a-1 and 
(b) 23/27-6 demonstrate that the two-dimensional model 
provides an adequate match to observed data. A 
modelled off-structure region (e) at x = 10 000 m is 
shown for comparison. A Tertiary pressure cell is 
decoupled from the Cretaceous-Jurassic pressure cell by 
the hydropressured/low-pressured Palaeocene 
sandstones. 

been questioned (Wensaas et al. 1994), it forms the 

only available porosity data for model calibration in 

the Central Graben. High sonic transit times 

implying undercompaction have also been noted 
from seismic investigation of the shales in this 

region (Japsen 1993). Modelled shale and chalk 

permeability is low (Fig. 9), and is in the same 
range as that of the one-dimensional model. 

Our two-dimensional model also addresses the 

hydrogeological behaviour of the Palaeocene sand- 
stone overlying the pressure seal, which forms a 

basin-wide, high-permeability aquifer. This hydro- 

pressured unit acts as a pressure 'drain' and serves 
to decouple the Tertiary hydrogeological regime 

from the underlying Cretaceous-Triassic pressure 
cell regime. An upper and lower pressure cell 

regime is implied, separated by the hydropressured 
Palaeocene aquifer. The decoupling effect of the 

hydropressured Palaeocene sandstones plays an 
important role in controlling the details of the 

pressure-depth profiles. We suggest that regions to 

the south of our study region, where the Palaeocene 
sandstones become thin and discontinuous, will 

demonstrate different pressure regimes from the 
region we have modelled (Mudford et al. 1991). 

Moving into two dimensions poses intricate 

problems for model calibration, as the geometry of 
the system distal to wells is speculative and the 

hydrogeological role of faults is unclear. This 

problem is common to all similar basin modelling 
exercises (Burrus et al. 1991). In the Central 

Graben our models suggest that fluid flow must be 
generally restricted by poorly permeable faults. 

With permeable Graben-bounding faults, over- 

pressures in the Fulmar sandstones of the 
Norwegian-Danish Platform can leak laterally and 

model pressures provide a poor match to observed 
pressures (Fig. 10). Additionally, the present 

generation of models cannot simulate the halo- 

kinetic movements that determined the geometry of 
the Jurassic sediments in the region. The effect of 

Tertiary halokinesis and salt piercement structures 
on the hydrogeology of the Central Graben cannot 

yet be approached using a quantitative modelling 

methodology. 

Hydrocarbon generation pressures are calculated 
assuming source rock properties from Cayley 
(1987). The Kimmeridge Clay Formation is simu- 

lated as having oil-prone Type I kerogen at 8-15 % 

TOC, whilst the Upper Jurassic Heather Fm has 
gas-prone type III kerogen at 3% TOC. Over- 

pressure resulting from hydrocarbon generation is 
minor compared to overpressure resulting from 

disequilibrium compaction of the shale-rich Graben 

sediments (Fig. 11). Although playing an important 

role at the pore-scale in the fine-grained source 
rocks, in particular for the expulsion of petroleum 

(Duppenbecker et al. 1991), we infer that hydro- 
carbon generation plays a minor role in regulating 

the observed pressures in the Central Graben. 
Although our model of hydrocarbon generation is 

geochemically simplistic, our rapid analysis allows 

us to neglect hydrocarbon generation pressures for 
the aims of this paper. The model suggests that 
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Fig. 8. Sonic log transit time from wells across the region suggests increasing undercompaction with depth in Central 
Graben shales. 

disequilibrium compaction of thick shale sequences 

off-structure in the Eastern and Western Graben is 

the principal overpressuring mechanism affecting 

the region. This conclusion will ultimately be sup- 

ported or disproved by the acquisition of direct 

porosity measurements in shale cores retrieved 

from deeper wells, and by advances in our under- 

standing of the compaction processes of clay-rich 

sediments. We have demonstrated that the over- 

Fig. 9. Model porosity shows increasing 
undercompaction with depth and major undercornpaction 
of shales in deep off-structure regions. The trend 
qualitatively replicates the sonic transit time pattern 
shown in Fig. 8. 

Fig. 10. Fault hydrogeological behaviour in well 23/27-6. 
Simulating faults as closed, poorly permeable zones 
provides a better match to observed pressures on the 
Norwegian-Danish High than if faults are considered as 
open, permeable zones. 
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Fig. 11. Generation pressures in the deep kitchen regions of the Graben. The graph shows the generation pressure in 
the Kimmeridge Clay Formation at a present-day depth of 5500 m at cross-section position x = 7000 m. Pressures 
resulting from hydrocarbon generation are low compared to those arising from gravitational compaction 
disequilibrium. 

pressures observed in wells penetrating structural 
highs may be controlled by the hydrogeological 

behaviour of adjacent, off-structure regions which 
are currently unobserved. We suggest that maxi- 
mizing observed data from shales in deep regions 

of the Graben will allow testing of the hypotheses 
presented. 

The two-dimensional model presented in this 
paper accurately replicated the pressure data 
observed in the Central Graben at the present day. 

We infer that it provides an accurate depiction of 
the present-day hydrogeological system, and is 

adequately simulating the processes controlling the 

system. Our inference is made even though we 
recognise that our model is only two-dimensional, 
and that three-dimensional effects may be 

important. In the case examined here, these effects 

would be related to the increase in flow-path length 

over what we have depicted in two dimensions. 
Such increases would have to be extremely large to 
substantially alter the behaviour of the system we 
have modelled. 

Given the apparent validity of our model, it may 

provide a basis for formulating hypotheses 
regarding those historical basin processes con- 

trolled by the palaeo-hydrogeological environment 
of the Graben, such as hydrocarbon migration and 

entrapment, and the diagenesis of the Fulmar 

sandstones. These hypotheses can be tested against 

observed data such as fluid inclusion palaeo- 
barometry (Swarbrick 1994) and the distribution of 
hydrocarbons in the basin. 

Conclusions 

1. The magnitude and distribution of overpressure 

in the Central Graben is controlled by lateral 
flow beneath the regional pressure seal. One- 

dimensional modelling of the region shows that 
the distribution of pressure in the region does 
not show a relationship to the thickness and 

permeability of the vertical seal. This is unlike 

other basins world-wide. Two-dimensional 
modelling allows recognition that the pre- 

Cretaceous structure of the Graben controls the 
flow of pore fluids, leading to elevated pressures 

and sharp transition zones on axial fault blocks 
where the regional pressure seal is thin (Fig. 12). 

2. The models suggest that disequilibrium 

compaction of thick shale sequences in off- 
structure regions is the principal overpressuring 
mechanism in the Graben. This disequilibrium 
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Fig. 12. Summary cartoon of the overpressure system in the Central Graben. 

compact ion has arisen due to restricted fluid 

flow in low-permeabili ty lithologies, coupled 

with the high Tertiary sedimentation rate. 

3. Free lateral flow of  porewater in the hydro- 

statically pressured Palaeocene sandstones  

above the pressure seal leads to a layered 

hydrogeological  regime in the Central Graben. 

An upper Tertiary pressure cell is decoupled 

from the deeper pre-Cretaceous pressure cell by 

this hydropressured zone. 

4. Basin models provide an invaluable tool in 

building and testing hypotheses regarding the 

complex dynamic interplay of the basin pro- 

cesses that control fluid flow. The detailed 

models resulting from computer  simulation need 

to be improved  by addit ional  po ros i ty -  

permeabi l i ty  data acquis i t ion f rom deeply 

buried shales and an improved understanding of  

the processes controlling shale petrophysical 

behaviour. 
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A comparison between I-D, 2-D and 3-D basin simulations of 

compaction, water flow and temperature evolution 
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Abstract: Is 3-D basin modelling really necessary? The answer depends on the type of problem 
under consideration. The Institute for Energy Technology (IFE) 3-D Basin Simulator offers the 
possibility to investigate certain aspects of this issue. It is a prototype l-D, 2-D or 3-D basin 
simulator for reconstruction of the time-dependent pressure and temperature evolution of 
compacting sedimentary basins. Comparison of results, from l-D, 2-D and 3-D simulations 
confirms that there may be significant differences due to water flow and pressure hehaviour. The 
advantage of 2-D simulations as compared to 1-D is seen in overpressured configurations where 
2-D allows more realistic calculations, while 1-D is less predictable. When going from 2-D to 3- 
D advantages are evident in configurations with pronounced 3-D basin geometries in 
combination with rapid processes and overpressure. The differences in water flow velocities and 
consequently the pressure calculations, may be quite significant. The rates in 3-D may be several 
orders of magnitude higher than in 2-D due to lateral focusing effects, while the overpressure still 
remains high. One consequence is, for example, reduced compaction in 3-D as compared to 2-D, 
with notable effects on basin geometry and temperature evolution of individual layers. 
Temperature anomalies due to increased convection in 3-D seem to be of less importance, unless 
processes of lateral focusing of water flow reach extreme levels. 

The importance of  three-dimensional  basin 

model l ing as compared with one- and two- 

dimensional models has been a theme of many 

informal discussions among geologists during the 

last ten years. The key issues include whether 3-D 

is really necessary, difficulties in obtaining neces- 

sary input data, resolution with respect to basin 

details and limitations in computer time. Despite 

these discussions, surprisingly few documented 

evaluations have been put forward, and very little 

have so far been published about 3-D basin 

modelling (Welte & Yiikler 1981; Novelli et al. 
1988). Moreover, documented benefits and draw- 

backs of 3-D as compared to 1-D and 2-D are 

lacking. 

The Institute for Energy (IFE) 3-D Basin 

Simulator (hereinafter called IFE-3-D) offers the 

possibility to evaluate certain aspects of this issue, 

of course limited by its current capabilities. It is a 

combined I-D, 2-D and 3-D basin simulator for 

reconstruction of  the time-dependent water flow, 

pressure and temperature evolution of compacting 

sedimentary basins. 

The purpose of the present study is to provide a 

comparison between I-D, 2-D and 3-D modelling 

obtained from simulations in the same basin. The 

basin is synthetic and specifically designed to 

enhance differences between l-D, 2-D and 3-D. 

Although being synthetic, it offers a realistic 

situation with respect to natural conditions. 

The basin s imulator 

IFE-3-D is a prototype 3-D basin simulator that can 

also be run as a 1-D and 2-D simulator. The various 

elements and capabilities are described by Wangen 

(1993; 1994). It bears many similarities to existing 

2-D fluid flow simulators with respect to geological 

capabilities, input requirements, functionality and 

output. 

The current version also has certain limitations 

with respect to geological capabilities, grid con- 

figuration and resolution. 

IFE-3-D makes use of a 3-D hexahedral FEM- 

grid with vertical walls. The horizontal geometry of 

the grid is kept fixed during the simulations, while 

it is allowed to change vertically due to compaction 

and erosion. The fixed horizontal geometry implies 

that horizontal movements within the basin are not 

allowed, for example lateral stretching. Moreover, 

there is a lower resolution limit of the grid which 

introduces certain restrictions on the discretization 

of the basin. This limit has not yet been investi- 

gated, but successful tests have been performed on 

a DEC Alpha workstation with approximately 

10000 grid cells without  spending to much 

THRONDSEN, T. & WANGEN, M. 1998. A comparison between l-D, 2-D and 3-D basin simulations of 
compaction, water flow and temperature evolution. In: DfOPPENBECKER, S. J. & ILIFFE, J. E. (eds) 
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computer time (13.5 hours). Between approxi- 
mately 3 000 and 10 000 cells the computer time 

has been found to increase approximately linearly 
with cell numbers. 

The main objective of IFE-3-D is the calculation 
of the dynamic evolution of sediment compaction, 

heat flow, temperature, pressure and water flow. 
This is based on physical laws and empirical 

assumptions, defined boundary conditions, rock 
and water properties, and knowledge of the process 

history. The simulator allows laterally varying 

lithologies, together with temporarily and laterally 
varying boundary conditions, such as sea-bottom 
temperature and heat flow into the bottom of the 

basin. The lateral boundaries of the system (e.g. 
sediment basin) are assumed isolated with respect 

to heat, and may be either open or closed for water 
flow. An open lateral boundary is at hydrostatic 

pressure, whilst a closed one is impermeable. The 

sea-level and the sediment-water interface are used 
as top boundaries for the pressure and temperature 

calculations, respectively. In the present study the 
base of the sedimentary basin is used as bottom 
boundary for both pressure and temperature 

calculations. However, an underlying crust and 
mantle may be included in the temperature 

solution. 
Heat capacity, thermal conductivity and 

permeability are porosity-dependent parameters, 
and a variety of functions are available in the 

simulator. The actual functions being used in the 

present study are: 

Porosity (Korvin 1984): 

= ~0 x exp (-o~ x PSmax); 

Permeability (Bryant et al. 1984): 

k = a x exp (b x q~); 

Thermal conductivity (Lewis & Rose 1970): 

= Zw~ x Zs(l - o); 

where ~ is porosity, ~0 is initial (depositional) 
porosity, a is rock pore volume compressibility, 

PSma x is maximum effective stress (i.e. sediment 
grain-to-grain pressure), k is permeability, a and b 
are constants, Z is bulk rock thermal conductivity, 

and Z w and Zs are heat conductivities of the water 
and rock matrix, respectively. 

Anisotropic rock properties are permitted in the 

simulator, but the option is not used in this study. 

The water density is assumed to be pressure- and 
temperature-dependent according to the following 

formulation: 

Water density (Wangen 1994): 

Pw = Po x [1 + a o x (Pw -Pwo) - flo x ( T -  To)] 

Where Pw is water density, Po is water density 
3 (998 kg m- ) at a reference water pressure Pw = 0 

Pa and a reference temperature of T o = 0 ~ o~ 0 is 
water compressibility (4.5 x 10 -1~ Pa -1) and t0 is 

the coefficient of thermal expansion of water 
(2 x 10 -4 K-l). 

The viscosity of water is approximated as a 

function of temperature alone, and is represented in 
the simulator by a table (Wangen 1994). 

The simulator works forward in time and the 

following parameters are calculated for each time 

step: 

(a) Compacted formation thickness; 
(b) Porosity; 

(c) Permeability (in x = y and z directions); 
(d) Water flow (Darcy velocity in x, y and z 

direction); 

(e) Water (pore) pressure; 

(f) Hydrostatic pressure; 
(g) Excess pressure; 
(h) Total pressure; 
(i) Effective stress (sediment grain-to-grain 

pressure); 

(j) Temperature; 
(k) Heat capacity; 
(1) Thermal conductivity (in x = y and z direction); 

(m) Heat flow (in x, y and z direction). 

Synth6tic test basin 

A three-dimensional synthetic test basin has been 
constructed specifically to enhance differences 

between l-D, 2-D and 3-D basin modelling, whilst 
still being realistic with regard to natural con- 

ditions. The basin configuration is illustrated in 

Figs 1, 2 and 3. 
The basin consists of five formations (Fm 1-Fro 

5): a thin highly permeable sandstone formation 

(Fm 2) in the lower part, surrounded above and 
below by two less permeable siltstone formations 

(Fm 1 and Fm 3), and two low-permeable shale 
formations (Fro 4 and Fm 5) at the top capable of 

building up considerable overpressure (Fig. 1). The 
rock parameters used are listed in Table 1. The 

formations are gently dipping from relatively 

shallow depths in the eastern parts of the basin to 
more than 6500 m in the west. An impermeable 
vertical barrier crosses the basin in a north to south 

direction. It has a small opening in the middle, only 

where it intersects the sandstone formation (Fro 2). 
The horizontal size of the basin is 18 x 15 km 2. 

The burial history of the basin is simple, ending 
with a fairly rapid burial during the last five million 
years. The burial history for pseudowell 1 located 

in the deepest part of the basin is illustrated in Fig. 

2 (for location see Fig. 1). 
The boundary conditions for the temperature 

calculations are: constant heat flow of 50 mW m -2 
into the base of the basin and constant temperature 



COMPACTION, WATER FLOW AND TEMPERATURE EVOLUTION 111 

Fig. 1. Configuration of the synthetic test basin showing position of the barrier, opening in the barrier, pseudowells 1 
and 2 and profile A'-A'. 

of 5 ~ at the sediment surface. For the water flow 

and pressure calculations, the base as well as the 

northern, southern and western boundaries of the 

sedimentary basin are kept closed (impermeable) to 

water flow. The eastern boundary, however, is kept 

open, i.e. at hydrostatic pressure. The sea-level is 

kept constant and equal to zero. The grid con- 

figuration for the calculations is shown in Fig. 3. 

Simulation results 

Three-dimensional basin simulation has been 

performed for the entire basin, 2-D has been run 

along profile A ' -A ' ,  whilst 1-D has only been 

performed in pseudowells 1 and 2 (Fig. 1). Note 

that profile A'-A" passes through the opening in 

the barrier across the basin. 

Water flow distribution 

Figure 4 shows the horizontal velocity of water 

flow at the present day in the permeable sandstone 

formation (Fm 2) as calculated by 3-D simulations. 

There is a very strong lateral focusing effect on the 
water flow, from less than 100mMa -1 in the 

westernmost part of the basin to more than 

30 000 m Ma -1 in the opening in the barrier. Note 

that this flow is driven by compaction only. 

Figure 5 shows a comparison of the lateral water 

flow in the permeable sandstone formation (Fm 2) 

at present as calculated by 3-D simulation for the 

entire basin, and by 2-D simulation along profile 

A' -A' .  In the western and central parts of the 

profile 2-D and 3-D simulations give approxi- 

mately similar water flow within 200 m Ma -1. In 

the position of the barrier, however, there is a 
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Fig. 2. Burial history for pseudowell 1. 

dramatic difference, with 3-D reaching flow rates 

more than 30 times higher than in 2-D. 

Figure 6 shows water flow velocities at present 

in pseudowells 1 and 2, and provides a comparison 

between I-D, 2-D and 3-D fluid flow modelling. 

These diagrams also include the component of 

water flow in the z-direction (vertical). In pseudo- 

well 1 in the deepest part of the basin, both the 

horizontal (x-direction) and vertical water flow is 

very similar in 2-D and 3-D, both with respect to 

magnitude and direction. Above approximately 

3500 m and below 5700 m the vertical component 

of the water flow is positive upwards, whilst in the 

intermediate section the water is drained 

downwards to the permeable sandstone formation 

(Fm 2). The 1-D simulations are different since 

compaction water is only allowed to escape 

upwards, and no lateral water flow is permitted. 

The restrictions causes somewhat higher vertical 

flow rates in 1-D as compared to 2-D and 3-D. In 

Fig. 3. Grid configuration used in the simulations. 
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Table 1. Rock properties used in the simulations 
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Formation Lithology Initial Compressibility Permeability Matrix 
porosity (1/Pa) a b density 

(%) (mDarcy) (kg m -3) 

Fm 5 Shale 50 2E-08 1E-07 20 2600 
Fm 4 Shale 50 2E-08 1E-07 20 2600 
Fm 3 Siltstone 50 2E-08 1E-04 17 2600 
Fm 2 Siltstone 50 2E-08 1E-02 17 2600 
Fm 1 Siltstone 50 2E-08 1E-04 17 2600 

Water 

Matrix heat Matrix thermal 
capacity conductivity 

(J kg -1 K) (W m -1 K) 

1000 2.00 
1000 2.00 
1000 3.00 
1000 4.00 
1000 3.00 

4180 0.63 

pseudowell 2 the 3-D simulations show extremely 

high lateral flow rates due to the focusing effect, 

whilst 2-D gives more moderate values. 

Pressure 

Figure 7 shows a comparison between the 

overpressure distribution at present, as calculated 

by 3-D simulation for the entire basin, and by 2-D 

simulation along profile A ' -A" .  Both models 

give significant overpressures in the middle 

part of the shale formations (Fm 4 - F m  5). 

However, the absolute values for the overpressure 

are significantly higher in 3-D than in 2-D. A 

consequence of this is that 3-D predicts higher 

porosity than 2-D. 

Temperature distribution 

Figure 8 shows the results of temperature 

calculations at present in the sandstone formation 

(Fm 2) as calculated by 3-D simulation for the 

entire basin, 2-D simulation along profile A'-A",  

and by 1-D simulations in the pseudowells. Note 

that two models are used for the 1-D calculations, 

one including pressure calculations, and the other 

assuming hydrostatic pressure. 

There are noticeable differences between the 

various models. The 3-D simulation gives the 

highest temperatures, about 10 ~ higher than 

analogous 2-D simulations in the deepest part of the 

basin and progressively less in the shallower parts. 

The difference is mainly due to higher porosity in 

3-D and accordingly lower thermal conductivity of 

Fig. 4. Lateral water flow velocities in the permeable sandstone formation (Fm 2) at present, as calculated by 3-D 
basin modelling. 
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Fig. 5. Lateral water flow velocities in the permeable sandstone formation (Fm 2) at present along profile A'-A" as 

calculated by 2-D and 3-D basin modelling. 

Fig. 6. Lateral and vertical water flow velocity at present in pseudowells 1 and 2 as calculated by l-D, 2-D and 3-D 

basin modelling. 
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Fig. 7. Overpressure distribution at present along profile A'-A" as calculated by 2-D and 3-D basin modelling. 

the sediments than in 2-D. The strong focusing of 

the water flow in 3-D in the position of the barrier 

gives only a slight effect (increase) on the 

temperature field due to convective heat transport 

(Fig. 8). 

The temperature calculations in 1-D depend 

strongly on the model assumptions and the geo- 

logical setting. Simulations assuming hydrostatic 

pressure give temperatures that are similar to or 

lower than l-D, 2-D and 3-D with pressure 

calculations. The 1-D model with hydrostatic 

pressure gives more compaction, higher thermal 

conductivities and lower temperatures than the 

models that account for overpressure. In pseudo- 

well 1 the difference between the two 1-D models 

is approximately 10 ~ 

At the eastern edge of the basin where the 

pressure, by definition, is hydrostatic, the temper- 

ature calculations are nearly identical irrespective 

of 1-D hydrostatic, 1-D fluid flow, 2-D or 3-D. Very 

minor differences are observed and can be ascribed 

to minor and slightly different lateral convective 

contributions in 2-D and 3-D. 

Conclusion 

This study offers a comparison between l-D, 2-D 

and 3-D basin modelling in a rather simple setting, 

and can only highlight certain aspects of this issue. 

However, even this simple case demonstrates 

noticeable differences between l-D, 2-D and 3-D 

simulations. 

Calculated water flow velocities may locally 

reach much higher levels in 3-D as compared to 

2-D - -  up to several orders of magnitude higher. 

This is due to lateral focusing effects in 3-D taldng 

into account both x- and y-direction flows. 3-D 

basin modelling is definitely very important if 

water flow is an essential element of the problem 

under consideration. For example, simulation of 

diagenesis where transport of chemical species 

dissolved in water is an important mechanism. 

Convective heat transport seems to be of minor 

importance for the temperature field, even at high 

levels of water flow. Note that effects of meteoric 

water flow and topography above sea-level are not 

discussed here. 
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F i g .  8. Temperature distribution at present in the permeable sandstone formation (Fm 2) as calculated by l-D, 2-D 
and 3-D basin modelling. 

Two-dimensional  and 3-D simulation may give 

significantly different pressures, with 3-D yielding 

higher overpressures, and presumably being the 

more correct. A consequence is that 2-D tends to 

over-estimate compaction relative to 3-D. This 

increases the thermal conductivity of  the sediments 

and causes under-estimation of  temperature. This 

under-estimation may reach significant levels, up to 

10 ~ or more, but the effect is restricted to basins 

with overpressure. 

One-d imens iona l  s imulat ions  with pressure  

calculations are somewhat  spurious with respect to 

natural process because severe restrictions on the 

pressure and fluid flow calculat ions must  be 

assumed, unless water is allowed to escape laterally 

in a second dimension. Such an escape mechanism 

has to be arbitrary, and is not included in the present 

study. The tendency in overpressured situations is 

to under-estimate the compaction and thereby over- 

estimate the temperature. One-dimensional hydro- 

static simulations will in overpressured situations 

always over-estimate compaction and consequently 

under-estimate temperature relative to 1-D fluid 

flow, 2-D and 3-D. 
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Abstract: The Southern North Sea has been a prolific source of gas to the UK economy over the 
last 30 years. As many of the producing fields are now becoming depleted, attention has switched 
to exploration in more marginal areas of the basin. In order to evaluate suitable structures in these 
areas, an understanding of the complex structural and thermal history of the Southern North Sea 
Basin is required. Particular emphasis must be placed upon the prediction of source rock maturity, 
the timing of generation and migration of hydrocarbons, and the thermal controls exerted on 
potential reservoir sand units. 

Over large parts of the basin the Carboniferous source rocks are not at their maximum depth 
of burial at present day. A variety of techniques utilizing sonic velocity, vitrinite reflectance and 
apatite fission track analysis have been used to quantify the magnitude of uplift that the 
Carboniferous section has undergone through geological time. With the exception of apatite 
fission track analysis, these techniques provide only an estimate of 'net uplift', i.e. the amount of 
uplift relative to maximum depth of burial or maximum temperature. They record neither the 
timing and effects of individual uplift events nor the timing of maximum burial prior to net uplift. 
In order to accurately reconstruct the burial and thermal history of the basin these techniques must 
be integrated with a detailed knowledge of the geological history of the Southern North Sea. 

The use of these techniques in isolation, together with a lack of appreciation of the limitations 
of the data has in the past resulted in spurious results, leading to criticism and mistrust of the tech- 
niques. This paper attempts to show that when correctly applied and in appropriate geological 
circumstances, each analytical technique can provide useful data for burial and thermal history 
reconstruction. Examples are shown to highlight the effects of incomplete data interpretation and 
the impact of inaccurate determination of present day temperatures. Particular attention is paid to 
determining the burial and thermal history of the economically important Carboniferous source 
and Permian reservoir units, and the interpretation of uplift data is restricted to the post-Zechstein 
section. 

The Southern North Sea is a major gas province 

where gas generated from Carboniferous source 

rocks is now trapped in Carboniferous, Permian 

(Rotliegendes and Zechstein) and Triassic (Bacton) 

reservoirs. At the present day the source rocks over 

the majority of the basin are not at their m a x i m u m  

depth of  burial or max imum temperature, having 

been affected by tectonic events at several t imes in 

the past which resulted in uplift and cooling of  the 

Carboniferous source rock section. Establishing the 

nature and effects of  these tectonic events has been 

the focus of  much  work over the past two decades 

and as the sc ience of  basin mode l l ing  has 

developed, quantifying the magnitude of  the events 

has become critical. The ultimate aim in quantify- 

ing uplift  is to de te rmine  where  and when  

Carboniferous source rocks have generated gas in 

the past and where this gas is likely to be trapped. 

Furthermore, the study of reservoir quality in the 

context of  diagenesis requires a knowledge of  the 

t iming and duration of  the thermal regimes the 

reservoir has passed through in the geological past. 

Explora t ion  in the Southern  Nor th  Sea is 

currently focused on the margins of  the basin where 

the presence of  a mature gas source rock cannot be 

taken for granted. Maturity model l ing techniques 

are therefore of  great value to the explorationist in 

assessing the l ikelihood that structures contain gas. 

As in the centre of the basin, maturities in these 

marginal areas cannot be estimated from present 

day depth of  burial, and information is required on 

max imum depth of  burial and m a x i m u m  temper- 

ature. 

Many analytical techniques have been applied in 

the Southern North Sea to quantify the degree of  

uplift f rom m a x i m u m  burial utilising sonic derived 

velocities (Marie 1975; Glennie & Boegner  1981; 

Bulat & Stoker 1987), vitrinite reflectance (Barnard 

& Cooper  1983; Cope 1986), and apatite fission 

track analysis (Green 1989). The theme of  this 

ARCHARD, G., STAFFORD, J., BARDWELL, K. & BAGGE, M. 1998. A review of techniques used to determine 
geological and thermal history in the Southern North Sea. In: DOPPENBECKER, S. J. & ILrFFE, J. E. (eds) 
Basin Modelling: Practice and Progress. Geological Society, London, Special Publications, 141, 117-136. 
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paper is to outline the limitations of these uplift 

determination techniques and the possible pitfalls 

of using them in isolation. We display how the 

techniques can be refined when integrated with the 

geological framework to produce more realistic 

simulations of basin history. One of the main points 

we emphasize is the need to include as many 

different techniques as possible in an evaluation 

and to ensure data from individual wells is placed 

in the correct geological context. 

Location and stratigraphy 

The area of study is shown in Fig. 1 and a strati- 

graphic column for the area in Fig. 2. Illustrated on 

the latter diagram are the significant source and 

reservoir units. It is important to highlight that the 

key source and reservoir horizons in the Carbon- 

iferous and Early Permian are overlain by the Late 

Permian Zechstein Group, which comprises 

evaporites, including mobile salt. 

Figure 2 also shows the position of major 

unconformities in the stratigraphic column. The 

amount of eroded section at each of these uncon- 

formities varies considerably, giving rise to 

radically different burial history profiles in differ- 

ent parts of the basin. Quantification of the eroded 

section is therefore a high priority in all burial and 

thermal modelling studies. The amount of erosion 

at unconformities above the Zechstein is strongly 

influenced by diapiric movement of the mobile salt. 

Burial history modelling 

An example burial history diagram for the Sole Pit 

Trough area of the Southern North Sea is shown in 

Fig. 1. Location map and present day structural elements. 
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Fig. 3. This diagram shows the particular import- 

ance of the Laramide uplift event (Late Cretaceous 

to Early Tertiary). Over large areas of the Gas Basin 

the principal source and reservoir rocks (Carbon- 

iferous and Rotliegendes) are considered to have 

attained maximum temperatures immediately prior 

to this event (Green 1989). Quantification of uplift 

associated with this event has been the focus of 

many exploration studies. 

An early perception was that Laramide uplift was 
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Fig. 3. Burial history diagram for Sole Pit trough well. Maximum temperatures in carboniferous reached prior to 
laramide uplift. 

related to local inversion axes, such as the Sole 

Pit-Cleveland Basin axis. Away from these axes, it 

was believed that uplift decreased to zero (Kent, 
1980; Zeigler 1982; Hemingway & Riddler 1982). 

Early attempts at quantifying uplift employed shale 
velocity techniques (Marie 1975; Glennie & 
Boegner 1981; Bulat & Stoker 1987) but uplift 

estimates were comparative and required a baseline 

area where uplift was assumed to be zero. Wells on 
the East Midlands Shelf were frequently used as 
'baseline' sections. Later studies employing 

vitrinite reflectance data (Cope 1986) were also 

used to display uplift, but again relative to wells 
assumed to currently be at or near their maximum 

depth of burial i.e. at or near zero uplift (Cope 
1986; fig. 2). 

The development of the apatite fission track 

analysis technique revised the notion that uplift was 

restricted to local inversion axes. Fission track data 
implied that regional warping involving kilometre 

scale uplift had occurred with the recognized 
inversion axes representing local areas of maxi- 

mum uplift and erosion (Green 1989 and Green et  

al. 1993). The apatite fission track data also 

provided information on the timing and rate of 
cooling from maximum palaeotemperatures. 

By providing this additional information the 
apatite fission track analysis technique became 
popular among basin modelling workers in the 

Southern North Sea Gas Basin. Several oil industry 

studies were performed using this technique to 

calibrate burial and thermal models. However, in 
some areas of the basin (e.g. southern flank of 
Quadrant 43) uplift values derived from apatite 
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fission track analysis conflicted with existing data 

derived from sonic velocities or vitrinite reflect- 
ance. Uplift estimates derived from the apatite 

technique were generally higher, resulting in the 

exclusion of one or other set of data during burial 

and thermal model calibration. 
When data generated from the different tech- 

niques are considered in the correct geological 

context it becomes apparent that the datasets are 

often complementary, with variations largely due to 
sampling differences and the geological conditions 

related to the sample points. It is particularly 
important to understand the nature of uplift in the 

Southern Gas Basin and how the distribution of 

sample points effects the determination of uplift. 
Within the basin, uplift can be either the result of 

regional tectonism, or related to salt mobilization or 
a combination of both. The important pre-Zechstein 

source and reservoir sections (Carboniferous and 

Rotliegendes) are affected only by tectonic uplift. 
Therefore uplift determinations derived from 

samples from the post-Zechstein section may be in 

error in areas where salt mobilization has occurred 
and cannot be routinely used to derive burial 

history for the pre-Zechstein section (Fig. 4). A 
seismic line from Quadrant 49 is shown in Fig. 5, 

the location of the line is shown on Fig. 1. This line 
illustrates the geological structure in the basin 

and shows the effects of salt movement. It should 

be noted from this seismic display that the 
expansion of salt does not depress the pre- 

Zechstein section, so care must also be taken during 

modelling to ensure the process of increasing the 
salt volume does not result in increased burial of 

this section. 

Techniques to determine uplift 

The techniques commonly applied to determine 
uplift are as follows: 

(i) sonic velocity analysis; 
(ii) vitrinite reflectance determinations; 

(iii) apatite fission track analysis. 

The two latter techniques are largely based on 

the analysis of an individual well. In the following 

section a review of each technique will be given 
and its potential shortcomings outlined. Examples 

will be shown to illustrate how integration of the 
various techniques can provide a more realistic 

estimate of uplift for both the pre-Zechstein and 

post-Zechstein sections. 

Sonic velocity determinations 

Several published papers detail the application of 

sonic velocity analysis to derive uplift in the 
Southern North Sea (Marie 1975; Glennie & 

Boeger 1981; Bulat & Stoker 1987; Hillis 1993). 

Marie's early work involved the calculation of 
uplift of the Sole Pit-Cleveland Basin axis by 

analysing the sonic transit time of the Triassic 

Brockelschiefer (base of Bunter Shale), and 
comparing it to other offshore wells (assumed to be 

removed from the main inversion axis). A sonic 
velocity vs depth plot was made and a curve drawn 

through wells assumed to be at maximum depth of 
burial at present day. Uplift was calculated for wells 

not at maximum depth of burial at present day by 

measuring their deflection from the 'normal burial 
curve'. A net uplift value of 1200-1800 m was 

derived for the Sole Pit-Cleveland Basin Axis. 

Fig. 4. Typical sample locations for AFTA, vitrinite reflectance and velocity analyses. Samples located above salt can 
give misleading assessment of tectonic uplift of Carboniferous. 
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Bulat & Stoker's (1987) approach was to use a 

range of stratigraphic intervals from the Carbon- 

iferous upwards. In all wells a plot was made of 

interval velocity vs mid point depth for each inter- 

val. A line was drawn through values from wells 

assumed to represent a 'normal' compaction trend 

(i.e. with zero uplift). Uplift values were then 

calculated for each individual unit. Lithological 

variations, undercompaction, fracturing or mineral- 

ization were not taken into account. The work pro- 

duced some contradictory results, although values 

derived from shales yielded more consistent results. 

The finite values for uplift derived from the study 

relied on the assumption that wells on the East 

Midlands Shelf had suffered no uplift, which later 

work demonstrated was not the case (Green 1989). 

Following construction of a large database of 

well velocities and stratigraphies, Bulat and 

Stoker's interpretations have been reviewed. When 

plotted, many data points fall below the Bulat and 

Stoker 'normal compaction curve' suggesting that 

the curve may not represent zero uplift. Uplift 

values derived using this curve will therefore be 

underestimated. To generate a more realistic 'zero 

uplift' curve, data from wells on the Mid North Sea 

High and North Dogger Shelf have been used, these 

are believed to be at or near maximum depth of 

burial at present day (an assumption supported by 

apatite fission track analysis and vitrinite reflect- 

ance data). Figures 6 and 7 illustrate interval 

velocity vs depth data for wells in different 

structural settings and show how selected Mid 

North Sea High/North Dogger Shelf wells may be 

used as 'zero uplift' cases. 

To minimize the effects of lithological variation, 

individual mid-point velocities were extracted for 

the argillaceous facies from the Bacton, 

Haisborough, Jurassic and Lower Cretaceous and a 

4-point weighted average uplift value based on 

these layers was calculated. Thicker sections were 

weighted more heavily to reduce the effects of 

interval velocities measured from thin sections. 

Layers thinner than 30 m were excluded from the 

analyses. 

Uplift values calculated using this technique 

generally display similar ranges to the apatite 

fission track and vitrinite reflectance derived uplift 

values in areas where thick Late Cretaceous and or 

Tertiary sediments are present (Silverpit Basin). 

However, they produce markedly different results 

in areas with high uplift, such as the Sole Pit or 

Cleveland Basin, where velocities consistently 

underestimate uplift with respect to the other two 

techniques. The difference is generally in the order 

of 25 % with differences approaching 50 % in some 

wells. The reasons for the anomalous uplift values 

in these areas are unclear. However, it is noted that 

the intervals measured are often close to the sea 

bed, suggesting that the interval velocities could be 

effected by surface related processes. The 

anomalies could be due to either: 

(i) relaxation of compaction following uplift or; 

(ii) fracturing and groundwater circulation in the 

upper 1500 m of sediment (Oxburgh and 

Andrews-Speed 1981). 

Depth vs velocity plots show considerable 

variation in the top 1500 m of sediment and 

Fig. 6. Regionally divided mid-point depth interval velocity plot - -  Bacton Group. 
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velocity data from these near surface intervals have 

been largely ignored. 

Caution must also be exercised when interpreting 

velocity derived uplift data in areas of salt move- 

ment. Uplift values derived from the Bacton, 

Haisborough, Jurassic and Lower Cretaceous are 

all relevant for the post-Zechstein section and 

therefore give a value which is a sum of the tectonic 

and salt-related uplift. These uplift values cannot be 

translated directly to the Carboniferous source 

rocks. 

Vitrinite ref lectance 

Vitrinite reflectance data are particularly important 

in the analysis of thermal histories in the Southern 

North Sea as they provide a direct assessment of the 

maturation of the Carboniferous gas source rock 

interval. Vitrinite reflectance data are commonly 

used to calibrate basin models by comparison with 

predicted values calculated using kinetic schemes 

(Burnham & Sweeney 1989). On their own, the 

data do not indicate when the maximum depth of 

burial and probable maximum temperatures were 

reached, so cannot be used as a direct indicator of 

timing of gas generation. Furthermore, the data 

cannot distinguish multiple burial and uplift events 

and lower magnitude events (compared to maxi- 

mum depth of burial) are not resolved. When used 

to determine uplift, the data can however be a 

valuable indicator of net uplift i.e. the difference 

between maximum depth of burial and present day 

depth of burial. 

The Westphalian section is rich in coals and 

dispersed terrestrial organic matter which provide a 

reliable source of vitrinite for measurement. This is 

particularly true of core samples containing coals 

where individual types of vitrinite can be distin- 

guished with caved and low reflecting vitrinite 

populations being excluded. This rich and reliable 

supply of vitrinite does not occur in many 

stratigraphic units overlying the Westphalian, so 

vitrinite reflectance analysis outside the Carbon- 

iferous section has to rely on fewer and generally 

poorer quality sample points. In addition large 

sections such as the Rotliegendes, Triassic and the 

Chalk do not yield vitrinite suitable for analysis. 

Determining an accurate vitrinite reflectance 

profile outside the Carboniferous to calibrate burial 

and thermal modelling can therefore be difficult. 

The work of Cope (1986) in outlining variation 

in uplift using vitrinite reflectance analysis has 

been a major source of reference for Southern Gas 

Basin studies. Cope's methodology was to derive 

an average vitrinite reflectance value for the top 

500 feet (150 m) of the Carboniferous in 68 

onshore and offshore wells. A depth vs %Ro plot 

was constructed (Fig. 8) and used to derive a curve 

drawn through well points considered to have zero 

or near zero uplift. PercentRo values from many 

wells were displaced from this trend indicating they 

had experienced uplift and therefore higher temper- 

atures in the past. Uplift values were calculated 
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Fig. 8. Estimates of uplift using Vitrinite Reflectance and comparison to velocity derived uplift (Cope 1986; figs 2, 9, 
10). Discrepancies between VR derived uplift (UVR) and velocity derived uplift (Uvel) are possibly due to salt 
effects (higher Uvel) or variable geothermal gradients (higher UVR). 'Area of Anomalous Data' on East Midlands 
Shelf later shown by AFTA to be uplifted by approx. 1 Km. 

using this displacement assuming a single constant 

geothermal gradient throughout the basin. 

Cope's estimates of uplift reached a maximum of 

1500 m in the Sole Pit trough and 2000 m in the 

Cleveland Basin. The uplift values reduced to zero 

on the East Midlands Shelf and the Quad 44 and 

northern Quad 49 areas (Fig. 8). The uplift 

estimations were then compared with those using 

the sonic velocity technique proposed by Marie 

(1975). Although the work was in broad agreement 

with the sonic velocity derived uplift values, in 

some areas a discrepancy was observed between 

the two determinations. It was recognized that salt 

effects in some areas may explain higher velocity 

derived uplift values from the Bacton compared to 

those derived from vitrinite reflectance in the 

Carboniferous. The explanation that higher 

Carboniferous vitrinite derived uplift compared to 

velocity derived uplift in the Bacton was due to 
Hercynian uplift (i.e. maximum burial was obtained 

in the Carboniferous) is less convincing. One area, 

reported to have higher values of Carboniferous 

uplift than Bacton uplift is close to the Hewett gas 

field. Carboniferous subcrop maps (Leeder & 

Hardman 1990; Cameron et al. 1992) show the 

occurrence of Stephanian Barren Red Measures in 
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this area, making it difficult to imagine the removal 

of a thickness in excess of the current post-Carbon- 

iferous section during the Hercynian Orogeny. A 
possible explanation is that these differences could 

be explained by higher geothermal gradients which 

increased the vitrinite reflectance values but are not 
recorded in the sonic velocities. 

Cope's 'area of anomalous data' on the East 
Midlands Shelf can be partly explained by back- 

ground uplift in the order of 1 km as later indicated 

by apatite fission track analysis. Increased heat 

flow in the Carboniferous due to the earlier 
emplacement of the Wash Granite could also 
contribute to this anomaly. 

For the purposes of this study several refine- 

ments have been made to the technique employed 

by Cope. These include (i) the adoption of better 
'zero uplift' reflectance curves, (ii) the recognition 

that geothermal gradients are variable over the 
basin, and (iii) the use of a consistent 'Top 

Carboniferous' reflectance value for each well. 
By using a single 'zero uplift' line through wells 

considered to be currently at their maximum depth 
of burial, Cope's calculation of uplift for those 

wells that fall to the right of this line is based on 

Fig. 10. Uplift calculation method from vitrinite 
reflectance in Carboniferous. Derivation of uplift. See 
text for discussion. 

Fig. 9. Uplift calculation method from vitrinite 
reflectance in Carboniferous. Calculation of Top 
Carboniferous Ro value. 

their deviation from the line (Cope 1986; fig. 2). 
This line represents a single geothermal gradient. 

As the stratigraphic succession in the Southern Gas 
Basin displays both vertical and lateral variability 

in lithology the heat flow and geothermal gradient 

throughout the basin are likely to have been 
variable (Oxburgh & Andrew-Speed 1981). 

In a refinement of Cope's technique a series of 
%Ro vs depth curves were calculated based on a 

Burnham & Sweeney (1989) algorithm for different 

geothermal gradients assuming continued burial 
(Fig. 10). The %Ro vs depth data were then plotted 

for each well and the range of uplift values within a 
reasonable range of geothermal gradients were 

determined by the displacement of each point away 

from the reference line. By integrating areal trends, 
the geology and the range of uplift values from the 

other techniques a 'best case' geothermal gradient 
reference line for each well was established from 

which the uplift was calculated. In addition, the top 

Carboniferous vitrinite reflectance value for each 
well was derived by extrapolating the %Ro vs. 

depth trend to the Top Carboniferous (Fig. 9). The 

values derived in this way exclude the influences of 
leaching on the Variscan unconformity that can 
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affect %Ro determinations at the top of the Carbon- 

iferous section. 0 
The uplift values calculated using this 

methodology give an estimate of the tectonic uplift 

that has directly affected the Carboniferous section. 
As the uplift is measured directly from the 

Carboniferous it is unaffected by salt movement, soo 
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Apatite f ission track analysis 

The use of apatite fission track analysis has become 
commonplace in the Southern Gas Basin in recent 

years. Apatite fission track analysis provides esti- 

mates of both the timing of cooling from maximum 
palaeotemperature and in ideal circumstances, the 

'palaeogeothermal gradient' at the time of maxi- 
mum palaeotemperature. This information is used 

to interpret the amount of uplift and erosion. When 

complemented by vitrinite reflectance data it can 
also provide information on palaeogeothermal 

gradients and the style of cooling from maximum 

palaeotemperature. 
In the Southern North Sea, apatite fission track 

analysis has been used to distinguish between 
different heating scenarios, particularly whether 

high palaeotemperatures prior to Laramide uplift 

were due to (i) increased heatflow or (ii) heating 

due to increased burial. This differentiation is made 
by a comparison of present day geothermal gradi- 

ents and palaeogeothermal gradients. Green et al. 
1993 (and references therein) used evidence from 

apatite fission track analysis to conclude that 

geothermal gradients prior to Laramide uplift were 
approximately the same as present day. The 

interpretation of apatite fission track analysis data 
has therefore played a large part in establishing the 

fact that elevated temperatures during the Late 

Cretaceous in the Southern North Sea were due to 

regional burial and subsequent uplift under 
'normal' geothermal gradients and not due to a 

local source of heat, such as igneous activity (Green 
et al. 1993). The methodology used in the 

palaeogeothermal gradient estimation is shown in 
Fig. 11. 

One drawback of apatite fission track analysis is 
that it provides data over a limited temperature 

range. In most of the Southern Gas Basin temper- 

atures are currently too high in the Rotliegendes 

and Carboniferous section to permit analysis as all 
fission tracks are annealed above 110 ~ Further- 
more, temperatures relating to the main stage of gas 

generation are higher than the annealing temper- 

ature for apatite. Therefore, in most areas of the 

Southern Gas Basin, maximum temperatures in the 
Carboniferous source rock cannot be derived using 

apatite fission track analysis alone. 
High temperatures in the Carboniferous mean 
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Fig. 11. Derivation of uplift and palaeogeothennal 
gradient from AFTA. Gradient prior to cooling is 
roughly equivalent to that at present day; hence cooling 
due to uplift is implied. Uplift calculated by 
displacement of palaeotemperature trend to present day 
temperature profile. 

that sampling for apatite fission track analyses in 

many areas of the Southern Gas Basin are restricted 

to the post-Zechstein section. The palaeotemper- 
atures derived from the analyses are valid in terms 

of calibrating thermal models but uplift calculations 

are often unreliable for three main reasons: 

(i) measurement of present day temperature is 
often unreliable ; 

(ii) temperature gradients are assumed to be linear; 

(iii) interpretation of palaeogeothennal gradients 

and uplift often takes no account of Zechstein 

salt movement. 

Temperature data from exploration wells rarely 
allow us to constrain temperatures accurately. This 
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is primarily due to the fact that measured temper- 

atures recorded from logging runs under-estimate 

true formation temperatures as a result of  the 

cooling effect of  the circulating drilling mud. No 

definitive correction method for this effect exists. 

Poor temperature recording practices and sparse 

measurements  add to the poor quality of  the data. A 

variety of  correction methods can be applied to 

attempt to ascertain true formation temperature but 

even the most  sophisticated and established such as 

the Homer  Plot method can give false comfort  as 

the data required to perform the correction are 

usually incomplete.  Furthermore, techniques that 

are proven to give realistic corrections in some 

circumstances can be unrealistic in others. For 

example, a good suite of  drill stem test derived 

temperatures can provide a very detailed and 

accurate profile of  formation temperature, but when 
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taken, these are largely restricted to the reservoir 

sections in the pre-Zechstein. Data from the 

Zechstein salt and post-Zechstein sections where 
heat flow is likely to be variable are restricted to the 

logging run measurements. The end result is a poor 

estimate of present day temperatures. A technique 
such as apatite fission track analysis which uses 
present day temperature data as a fundamental part 

of its interpretation is therefore affected. 

The interpretation of uplift from apatite fission 

track analysis uses a comparison of geothermal 
gradients that are linear. However, an examination 
of temperature profiles from the Southern North 

Sea clearly illustrates that present day temperature 

profiles cannot be described in terms of linear 

gradients. Temperature gradients vary with depth 
and are often described as 'dog leg'. This 
phenomenon is thought to be real and not an 

artefact resulting from post-drilling influences, as 

drill stem test temperatures follow the same profile. 
Non-linear temperature gradients are an under- 

standable feature considering the contrast in 

thermal conductivity of sediments (for example 

halite and shale). Most modelling software can 

accommodate these variations and there is usually 

no need to describe the temperature in terms of a 
single geothermal gradient in the model calibration 

process. Caution must be exercised when using 

temperature gradients in the derivation of uplift as 
the non-linearity can lead to inaccurate extrapo- 

lations. 
Perhaps the greatest possible error in apatite 

fission track analysis derived uplift is due to failure 

to separate differential uplift of the pre-Zechstein 
and post-Zechstein sections in areas of salt 

movement. For example, a Bacton sample will give 
an incorrect measurement of pre-Zechstein (base- 

ment) uplift in an area of salt movement, whilst a 

Rotliegendes or Carboniferous sample will be 
unaffected. If this effect is not recognized, uplift 

values calculated from apatite fission track analysis 
can be spuriously high, resulting in inaccurate 

interpretations of the burial history of the Carbon- 

iferous and Rotliegendes. This situation is 
illustrated in the example wells in the following 

section. 

Example Well 1 - Default History 
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The descriptions above show that no one 

technique can be used to provide definitive values 

of uplift. In each well all available data must be 

used to constrain uplift with values from each 

technique weighted depending on the stratigraphic 

position of the sample and the area of the basin 

being studied. Particularly important is the inte- 

gration of vitrinite reflectance data with apatite 

fission track analysis (Fig. 12) to define more 

clearly the palaeotemperature gradient. 

Examples 

Three examples are shown to illustrate how 

apparently conflicting datasets can be reconciled. 

The wells are taken from the UK Quadrants 43 and 

44 (Fig. 1) and all are from areas of salt movement. 

Example well 1 

Example well 1 shows a case in southern Quad 43 

where apatite fission track analysis and vitrinite 

reflectance data are available. Apatite fission track 

analysis samples were taken from the Bacton 

Group, and vitrinite reflectance samples from the 

Lower Jurassic (above the Zechstein salt) and 

Westphalian sections. 

The % R o -  depth plot (Fig. 13) shows measured 

reflectance data and a predicted vitrinite reflectance 

curve assuming continued burial 'default thermal 

history'. It is apparent from this plot that this burial 

scenario gives a poor fit to the Jurassic %Ro values, 

but a reasonable fit to the Carboniferous %Ro data. 

Some uplift is suggested by the stratigraphy as the 

Cretaceous is almost at the surface. Two scenarios 

would explain this dataset: either the thermal 

gradient was much lower at the time of maximum 

temperature or the Jurassic section has experienced 

greater uplift relative to the Carboniferous. 

The apatite fission track analysis data from the 

Bacton (Fig. 14) also indicate higher palaeo- 

temperatures in the past. A traditional interpretation 

of the apatite fission track analysis and vitrinite 

reflectance data, assuming uplift at the Laramide 

event, resulted in an uplift estimate of 2500 m. This 

necessitated the use of a low palaeogeothermal 

gradient of 19.7 ~ km -l compared to the present 

day value of 33.7 ~ km -j. A second, more likely 
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scenario is that the Bacton and Jurassic samples 
experienced much greater uplift relative to the 

Carboniferous due to the emplacement of a salt 

dome. This observation is supported by a seismic 
line through the well. A tectonic (basement) uplift 

value of 810 m was derived from the %Ro data and 
a salt thickening of some 1000 m is predicted. A 

burial history plot for the well is shown as Fig. 15. 

The two scenarios obviously have very different 
implications, not only for the maximum depth of 

burial suffered by the Carboniferous source and 
reservoir section and the Rotliegendes reservoir, 

but also for the prediction of maturity at maximum 

depth of burial (due to the different geothermal 
gradients that are required). 

Example well 2 

Example 2 is a well in southern Quad 44 which is 
drilled in a low between salt diapirs. It is considered 

to have maintained a fairly constant salt thickness 

from deposition. Uplift data were available from 

apatite fission track analysis, vitrinite reflectance 

and sonic velocity techniques. 

Maturities predicted from the apatite fission 
track derived 'default burial history' (Fig. 16) over- 

estimate the %Ro values measured in the Carbon- 
iferous. In this well, the geothermal gradient calcu- 

lated from present day temperatures (36.8 ~ km -l) 

has been over-estimated due to poorly constrained 

temperature data. Based on areal trends a more 
realistic gradient is in the order of 32 ~ km -1. 

Incorporating the lower gradient gives a better fit to 
observed %Ro values in the Carboniferous and a 

small degree of uplift is suggested. 

Apatite fission track analysis data (Fig. 17) are 
consistent with a burial history that incorporates a 

small degree of uplift at the Laramide unconformity 

and sonic velocity techniques also support this 
interpretation. Uplift in this case is regional 

tectonic uplift that affects both the pre-salt and 
post-salt sections. (Fig. 18). 

Fig. 15. Burial history plot - -  example well 1. 
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Fig. 18. Burial history plot - -  example well 2. 

Example well 3 

Example well 3 is located in northern Quad 43, in 

an area where Zechstein salt has thickened through 

time. Due to its position on the margin of the 
Southern Gas Basin, the well is one of the few 

where temperatures have always been low enough 

in the Rotliegendes to permit an apatite fission 
track analysis sample to be taken at this level. 

A comparison of measured vitrinite reflectance 
values from the Dinantian and predicted values 

based on the present day thermal regime suggests 

that the Carboniferous section is at or near its 

maximum depth of burial at the present day (Fig. 
19). The one apatite fission track analysis sample 
from the Carboniferous suggests maximum temper- 

atures were slightly higher in the past (Fig. 20), 

although this is consistent with uplift in the order of 

200 m assuming a thermal gradient comparable to 
the present day value. 

In contrast, sonic velocity determinations of 

uplift from the post-salt section are significantly 

greater, suggesting uplift in the order of 700 m. It is 
clear that this value may be appropriate for the 
uplift suffered by the post-Zechstein section, but is 

not appropriate for the Rotliegendes and 

Carboniferous. Again the uplift of the post-salt 

section is a combination of tectonic =200 m) and 
salt-related (-~500 m) uplift. A burial history plot 
for the well is shown as Fig. 21. 

Conclusions 

The quantification of uplift in the Southern North 
Sea is an integral part of thermal history 

reconstruction. We have shown that no one 

technique can be relied upon to give absolute 

values of uplift in all cases. Instead, a combination 
of the different techniques; apatite fission track 

analysis, vitrinite reflectance and sonic velocities 

must be used and integrated with stratigraphic 
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Fig. 21. Burial history plot - -  example well 3. 

analysis and seismic data. Careful thought must  be 

used in formula t ing  sampling p rogrammes  to 

ensure samples and data are acquired from horizons 

that will give meaningful  results. Of particular 

importance is the need to recognize that differential 

uplift will occur in areas of  salt movement  with the 

post-salt sections experiencing uplift patterns that 

are dissimilar to those of the pre-salt section. 

Stratigraphic analysis and seismic data should be 

used to ensure that uplift determinations obtained 

from wells are geologically realistic in terms of  the 

structure of  the basin. 

The seismic section illustrated comes from a non- 
exclusive survey jointly owned by GeoQuest and Geco- 
Pralda (UK) Limited. Permission to use this data is 
gratefully appreciated. 

Apatite fission track analysis (AFTA) is a trademark of 
Geotrack International. 
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Abstract: For basin modelling purposes, uplift and erosion analysis is as important as subsidence 
analysis. Within the North Alpine Foreland Basin of Switzerland (NAFB) three major 
interregional unconformities separate the sedimentary succession: the late Palaeozoic, the base 
Tertiary and the base Quaternary unconformity. The amount of missing section depends on the 
palaeogeographic basin position and on different inversion mechanisms (thermal uplift, intraplate 
stress, tectonic uplift or isostatic rebound movements). Several techniques exist to determine the 
magnitude and timing of maximum palaeotemperatures and palaeogradients, facilitating direct 
estimation of missing section. In our study coalification and fission track data are analysed and 
compared with recently published models concerning erosion in the NAFB. The results indicate 
that each inversion episode is accompanied by significant erosion (up to several ~rt). The 
following range of removed section values were reconstructed: 

(i) late Palaeozoic unconformity: 1000-1200 m; 
(ii) base Tertiary unconformity: 800-1800 m; 
(iii) base Quaternary unconformity: 1500-3000 m in the SW, up to 700 m in the NE and 

4100-4400 m in parts close to the Alpine front. 

The reconstruction techniques provide only rough estimates as each approach is based on 
certain assumptions and calibration uncertainties. Also, the obtained values are higher than those 
expected from simple evaluation of the preserved stratigraphic record. Calculated palaeo- 
geothermal gradients are very high (80-90 ~ km -1) during the late Palaeozoic, slightly higher 
than normal during the late Cretaceous (30-50 ~ km -1) and lower than normal (15-30 ~ km -~) 
during the Cenozoic. 

When  analysing the present-day stratigraphic 

record for the purpose of geohistory recon- 

structions, the geoscientist  is in most cases 

constrained to make some reasonable assumptions 

on the amount of missing section in uncon- 

formities. The preserved rocks reflect only a part of 

the geological history. The driving mechanisms 

which control the sedimentary budget (e.g. 

deposition or erosion) are a complex function of 

tectonic processes initiating subsidence and uplift, 

sea-level changes, rock properties, palaeotopo- 

graphy and palaeoclimate. 

The increasing popularity of numerical basin 

modelling tools in hydrogeological and petroleum 

exploration studies requires a continuous quantifi- 

cation of the burial  and uplift history. Only 

reasonable estimates on the missing thicknesses 

and lithologies, including their petrophysical  

properties, allow a meaningful reconstruction of the 

evolution of compaction trends, fluid flow regimes 

and thermal gradients or heat flow. A thorough 

understanding of the pore pressure history, the 

sequence of diagenetic events and hydrocarbon 

migration paths is only possible if geologically 

reasonable assumptions for the time gap repre- 

sented in major unconformit ies  are made.  A 

successful evaluation of hydrocarbon plays may 

have to consider potential source rock intervals that 

were eroded at a later stage or missing sections for 

the structural reconstruction of cross-sections. The 

impact of erosion estimates on the results of basin 

models  may be severe, starting already in 

convent ional  1-D analysis (Fig. 1). Different 

erosion estimates modify the porosity, temperature, 

maturation and generation history of potential 

source rocks. 

Within the North Alpine Foreland Basin of 

Switzerland (NAFB) three major interregional 

unconformities separate the sedimentary succes- 

sion: the Late Palaeozoic, the base Tertiary and the 

SCHEGG, R. & Lzu, W. 1998. Analysis of erosion events and palaeogeothermal gradients in the North Alpine 
Foreland Basin of Switzerland. In: D~3r'PENRECI~R, S. J. & ILIFFE, J. E. (eds) Basin Modelling: Practice and 
Progress. Geological Society, London, Special Publications, 141, 137-155. 
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base Quaternary unconformity. They represent 

major inversion and erosion events. The purpose of 
this paper is a review of postulated burial and 

erosion models for these three main unconformities 

in the NAFB (Lemcke 1974; Monnier 1982; 

Kempter 1987; Brink et al. 1992; Kfilin et al. 1992). 
In addition to these interpretations, we applied 

several independent methods on new data from 
Swiss wells to reconstruct the missing overburden 

and palaeogeothermal gradients. We want to 

highlight the uncertainties in such reconstructions 
and evaluate their geological implications. 

Geological setting 

The study area covers the Swiss part of the North 
Alpine Foreland Basin (NAFB). The Swiss 

Molasse basin is limited to the northwest by the 
Jura Mountains and to the southeast by the Alps 

(Fig. 2). It represents a peripheral foreland basin 

overlying thickened lithosphere (Pfiffner 1986). Its 

sedimentary fill consists of a southeastward 
expanding wedge, up to 5000 m thick, of pre- 
dominantly Tertiary clastics (Homewood et al. 

1986; 1989). The Molasse Basin (s.s.) started to 

form in early Oligocene and its sedimentary infill 

can be subdivided into four lithostratigraphic 

groups: Lower Marine Molasse (UMM, Rupelian- 
Chattian), Lower Freshwater Molasse (USM, 

Rupelian-Burdigalian?), Upper Marine Molasse 
(OMM, Burdigalian-Langhian?) and Upper 

Freshwater Molasse (OSM, Langhian- 

Serravalian). The Molasse rests unconformably on 

truncated Mesozoic shelf sediments ranging in 
thickness between 1 and 2 kin (Fig. 3). Mesozoic 

carbonates, shales and clastic rocks overlie a 

Hercynian basement complex and more locally, 
deep Permo-Carboniferous grabens (Mtiller et al. 

1984; Laubscher 1987; Diebold et al. 1991; Gorin 

et al. 1993). 
Within the sedimentary succession of the NAFB, 

three major interregional unconformities are 

recognized (Fig. 4): 

(i) the late Palaeozoic unconformity (Autunian or 

Saalian); 

(ii) the base Tertiary unconformity (late 

Juras sic-Eocene); 
(ill) the base Quaternary unconformity (late 

Miocene-Pliocene). 

The amount of missing section and the related 

time gap depends on the palaeogeographic position 

within the basin and on the inversion mechanisms 
(thermal uplift, intraplate stress, tectonic regime or 

isostatic rebound). 

Methods for estimating amounts of 

missing section 

Comprehensive reviews of commonly applied 
methods for missing section reconstructions have 

Fig. 2. Simplified tectonic map of Switzerland showing data base of the study and profile lines of Figs 3, 4, 5 and 6. 
Well abbreviations are explained in Table 1. 
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Fig. 3. Simplified geological NE-SW profile through the NAFB modified from Vollmayr & Wendt (1987). See Fig. 2 
for location. 

been summarized recently by Armagnac et  al. 

(1989), Duddy et al. (1991) and LCseth et al. 

(1992). 

The conventional method for the reconstruction 
of missing section in unconformities is based on a 
direct evaluation of the preserved stratigraphic 

record. Geographical isopach trends of preserved 
deposits below the erosional unconformity on a 

basin-wide scale may help to define depocenters 

and associated maximum thicknesses (=maximum 

erosion amount) and to distinguish regional thick- 

ness trends (e.g. primary thickness decrease/ 
increase) from erosional thickness reduction. 

However, one should be aware that the preserved 
strata may have suffered substantial compaction 

since the erosion event (reburial of unconformity). 

Observed thicknesses have therefore to be restored 

to their pre-erosional situation (decompaction). 

Fig. 4. Chronostratigraphic NE-SW profile showing major sedimentary gaps in the NAFB. 
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Several  indirect  methods  are based on the 

analysis of  vitrinite reflectance (VR), clay mineral  

transformation, sonic velocity or porosity trends in 

wells. A regression line through the data points is 

projected to typical surface values or shifted to a 

so-called normal  depth trend to determine the 

thickness of  removed sediments (e.g. Magara 1976; 

Dow 1977; Majorowicz et al. 1990). The intercept 

of  the logarithmic coalification gradient is com- 

monly  assumed to represent an estimate of  the 

eroded thickness (Dow 1977). We used a zero 

coalification of 0.25 %Rr (Majorowicz et al. 1990). 

In our study, results f rom the extrapolation of 

coalification trends are referred to the abbreviation 

Log%Ro (Tables 2 and 3). 

Ref ined  procedures  make  use of  the t ime/  

tempera ture-dependence  and associated kinetic 

mode l s  for vitrinite ref lectance (EASY%Ro,  

Sweeney  & Burnham 1990) and fission track 

(Green et al. 1989; Duddy et al. 1991; Willett 

1992), and of  palaeothermometers such as homo- 

genization temperatures of  fluid inclusions (Barker 

& Pawlewicz 1986; 1994; Barker & Goldstein 

1990). 

Es t imates  of  m a x i m u m  palaeotempera tures  

determined by the ment ioned methods over a range 

of  depths in a vertical sequence provides the 

possibility of determining the palaeogeothermal 

gradient immediately prior to the onset of cooling 

from those m a x i m u m  palaeotemperatures.  The 

projection of  such reconstructed palaeogeothermal 

gradients  to reasonable  surface temperatures  

enables the estimation of  removed section. 

The following techniques have been applied in 

this study to determine palaeotemperatures: 

(i) EASY%Ro:  kinetic mode l l ing  of  vitrinite 

reflectance data with EASY%Ro (Sweeney & 

Burnham 1990); 

(ii) AFT: kinetic modell ing of  apatite fission track 

data (e.g. Willett 1992); 

(iii) B&P '94: correlation between peak temper- 

ature and vitrinite ref lectance (Barker & 

Pawlewicz 1994). 

Where available, VR and apatite fission track 

(AFT) data have been used in combina t ion  

(EASY&AFT) for the composi te  reconstruction of  

the geothermal gradient beyond the limit of apatite 

fission track analysis (i.e. >110 ~ In our study, 

results f rom the extrapolat ion of  geothermal  

gradients are referred to by the abbreviations 

EASY%Ro,  AFT, B&P '94 and EASY&AFT,  

respectively (Tables 2, 3 and 4). 

The kinetic model l ing  procedure  has been 

carried out for each individual data point (VR or 

AFT) by assuming a simplified burial and temper- 

Table 2. Estimated erosion amounts for the base Quaternary' unconformity 

Well Log%Ro +/- EASY%Ro +/- B&P'94 +/- Lemcke(1974) Monnier(1982) Brinketal . (1992)  

Altishofen 4000 250 6300 200 5200 200 - -  - -  1500 
Anzing 3 0 250 625 200 650 250 630 - -  0 
Berlingen . . . . . .  670 - -  400 
Boswil . . . . . . .  <700 800 
Chapelle . . . . . . .  1300 2000 
Courtion . . . . . .  1600 1690 1750 
Essertines . . . . . .  2500 <2200 2600 
Hiinenberg . . . . . . .  550 100 
Kreuzlingen . . . . . . .  < 1300 200 
Kiisnacht 3800 500 9000 400 4600 400 - -  500 300 
Lindau . . . . . .  560 - -  500 
Linden . . . . . . .  1100 0 
Pfaffnau Stid- l . . . . . . .  <1300 1600 
Pfaffnau I . . . . . .  1620 <1800 1700 
Ruppoldsried . . . . . . .  < 1600 2100 
Savigny . . . . . . .  1550 1700 
Sorens . . . . . . .  1100 500 
Th6nex 2000 250 1750 250 2300 250 - -  - -  3000 
Tschugg . . . . . . .  <2000 2300 
Weggis 4100 1500 4200 500 4400 450 - -  - -  0 

All values in metres. Log%Ro: extrapolation of coalification trends; Easy%Ro: extrapolation of palaeogeothermal 
gradient, palaeotemperatures calculated combining VR data with the kinetic model of Sweeney & Burnham (1990); 
B&P '94: extrapolation of palaeogeothermal gradient, palaeotemperatures calculated combining VR data with the 
method of Barker & Pawlewicz (1994); Lemcke (1974): erosion estimates from subsidence analysis; Monnier (1982): 
erosion estimates from clay mineral transformation analysis; Brink et al. (1992): erosion estimates from seismic interval 
analysis. Erosion estimates by Monnier (1982) have been increased by 500 m as discussed in the text. 
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Table 3. Estimated erosion amounts for the base Tertiary unconformity 

143 

Well Log%Ro +/- EASY%Ro +/- 

B6ttstein 1250 120 1100 100 
Entlebuch 1000 150 1800 150 
Riniken 1500 380 1500 450 
Schafisheim 1350 500 1320 400 
Weiach 1200 150 1300 150 

AFT +/- EASY&AFT +/- 

1150 170 1700 220 

(1 sample) - -  1600 380 
1200 120 800 200 

800 75 1300 200 

B&P '94 +/~ Brinketal. 
(1992) 

1250 130 2500 
1000 200 0 
1500 380 2300 

1350 450 2000 
1150 150 1300 

All values in metres. Log%Ro, Easy%Ro, B&P '94 and Brink et al. (1992) refer to different approaches for erosion 
esimates (for further explanations see Table 2 and text). AFT: extrapolation of palaeogeothermal gradient, 
palaeotemperatures calculated combining fission track data with the kinetic model of Willett (1992); EASY&AFT: 
extrapolation of palaeogeothermal gradient, palaeotemperatures from VR and apatite fission track data. 

ature gradient history. The resulting temperature 

path was modified until a satisfactory fit between 

modelled and measured vitrinite or fission track 

length/age distribution was achieved. Basic input 

data and assumptions concerning burial and 

temperature history in the NAFB can be found in 

Naef  et al. (1985); Kempter (1987); Wildi et al. 

(1989); Moss (1992); Schegg (1992; 1993; 1994) 

and Todorov et al. (1993). 

Resul t s  

An overview of available well data (stratigraphy, 

thermal indicators) used for this study is given in 

Table 1 and results for individual wells are sum- 

marized in Tables 2, 3 and 4. 

Present-day stratigraphic thicknesses: 

regional trends' f rom stratigraphic 

investigations 

In the following, two schematic profiles (SW-NE 

in strike-direction, Fig. 5; NW-SE  in dip-direction, 

Fig. 6) based on well data or outcrop sections are 

presented. This illustrates the geographical  

variations of stratigraphic thicknesses of preserved 

deposits below the base Quaternary and the base 

Tertiary unconformity. 

Mesozoic deposits. Mesozoic deposits below the 

Tertiary clastics of the NAFB (Fig. 5) consist of 

upper Cretaceous (mainly in the Helvetic realm, 

local Cenomanian in the western part of  the 

Table 4. Estimated palaeogeothermal gradients 

Well Present 
geothermal gradient EASY%Ro 

Palaeogeothermal gradient 

AFT EASY&AFT B&P '94 

Base Quaternary unconformity: Palaeogeothermal gradient (--10-20 Ma) 
Altishofen 30 9 - -  
Anzing 3 23 19 - -  
Ktisnacht 27 8 - -  
Th6nex 31 27 - -  

Weggis 30 20 - -  

m 

m 

m 

m 

m 

Base Tertiary unconformity: Palaeogeothermal gradient (--70-100 Ma) 
B6ttstein 46 69 52 41 
Entlebuch-1 28 58 - -  - -  
Riniken 49 23* (1 sample) 22* 
Schafisheim 42 28 35 42 
Weiach 47 38 46 38 

Late Palaeozoic unconformity': Palaeogeothermal gradient (~275 Ma) 
Weiach 47 81 

9 
20 
12 

25 
16 

56 
88 
23* 
27 
41 

88 

All values in ~ km 1. Easy%Ro, AFT, EASY&AFT and B&P '94 refer to different approaches for 
palaeotemperature estimates cited in the text and in Tables 2 and 3. 
* Large scattering in original VR data. 
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Fig. 5. Schematic SW-NE section (see Fig. 2 for location of the profile) in the NAFB showing present-day thickness 
variation of upper Jurassic, Cretaceous and Tertiary deposits. OSM = Upper Freshwater Molasse, OMM = Upper 
Marine Molasse, USM = Lower Freshwater Molasse. 

NAFB), lower Cretaceous (Helvetic realm and 

western part of the NAFB) and upper Jurassic 

(eastern part of the NAFB) sediments. The section 

in dip-direction (Fig. 6) indicates a pinch-out of 

lower Cretaceous and an increase in thickness of 

upper Jurassic deposits from the Helvetic realm 

towards the Swiss Plateau. A primary decrease in 

thickness of lower Cretaceous deposits towards the 

NE can also be observed in the section in strike- 

direction, even when this reduction is amplified by 

an erosional truncation towards the same direction. 

Maximum thicknesses of lower Cretaceous sedi- 

ments below the Molasse Basin are less than 

350 m. These observations suggest that the area of 

the NAFB was a region with little or no sediment 

accumulation throughout the Early Cretaceous. 

The same is probably also true for late 

Cretaceous times: the preserved thickness of the 

most complete (up to the Maastrichtian) upper 

Cretaceous section (Alvier, Fig. 6) in the eastern 

part is only 300 m. According to Villars (1991), 

maximum thicknesses of preserved Upper 

Cretaceous sediments in the French Subalpine 

Chains (lateral equivalent of the Helvetic zone) are 

about 500 m and decrease towards the external 

parts. 

Concerning the upper Jurassic deposits of 

Eastern Switzerland, thickness reduction over the 

'Zurich High' (broad northwest-trending anticlinal 

structure, Bachmann et al. 1987) is clearly an 

erosional feature (Figs 5 and 7). Maximum thick- 

nesses of Portlandian and Kimmeridgian forma- 

tions below the NAFB are between 400-500 m 

(western part of the NAFB, Fig. 5). The SW-NE 

profile, however,  indicates a slight primary 

decrease in thickness of Kimmeridgian rocks from 

the SW to the NE. Therefore, the maximum amount 

of erosion of Jurassic rocks above the 'Zurich 

High' is probably smaller than 400 m. 

In summary, stratigraphic observations indicate 

that the post-Mesozoic erosion cut deeper in the 

eastern part of the NAFB than in the western part. 
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Fig. 6. Schematic NW-SE section (see Fig. 2 for location of the profile) in the NAFB showing present-day thickness 
variation of upper Jurassic and Cretaceous deposits. Position of stratigraphic sections in the Helvetic realm represents 
the palaeogeographic position prior to tectonic deformation (Wildi et  al. 1989, fig. 4). 

We estimate that the maximum amount of erosion 

over the 'Zurich High' is about 600 m (400 m 

upper Jurassic and 200 m Cretaceous deposits). 

Consideration of  the compaction during Tertiary 

reburial increases the erosion estimates. Prelim- 

inary modelling results using BasinMod | (basin 

modelling software, Platte River Associates 1993) 

suggest that the primary depositional thickness of 

the removed Cretaceous section has to be 

increased, depending on the basin position of the 

studied well, by up to 40 %. Therefore, the missing 

section over the 'Zurich High'  could be as high as 

Fig. 7. Base Tertiary subcrop modified after Btichi & Schlanke (1977) and Trtimpy (1980). Note that the Alpine part 
has been restored palinspastically. 
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800-900 m. Post-Mesozoic erosion in the western 

part of the Swiss Plateau concerns the upper part of 

the lower and all of the upper Cretaceous deposits. 

Even if there is still a debate on whether the 

Cretaceous transgressions have reached the area of 

the northeastern NAFB, we are quite confident 

about modest overall Cretaceous sediment thick- 

nesses. 

Tertiary deposits. The section in strike-direction 

(Fig. 5, uppermost profile) shows the preserved 

sediments below the base Quaternary uncon- 

formity. Note, however, that this section is based 

mainly on hydrocarbon exploration wells which are 

situated generally on anticlinal structures. There- 

fore, additional erosion in former glacial valleys 

(Pugin & Wildi 1995) will not be accounted for. As 

the position of this schematic profile is in a more 

proximal position in the southwestern part of the 

section than in the northeastern part, Lower 

Freshwater Molasse (USM) deposits appear to be 

thicker in this area. This section along the strike of 

the NAFB clearly demonstrates the reversal of the 

uplift pattern when compared to the post-Mesozoic 

history. Preserved thicknesses of the youngest 

formations (Upper Marine Molasse, OMM; Upper 

Freshwater Molasse, OSM), even in rather distal 

positions, may reach values of about 500 m in the 

eastern NAFB. Maximum preserved thicknesses of 

OSM deposits in proximal gravel fans of eastern 

Switzerland are much higher (=1500 m). Towards 

the southwest an erosional pinch-out of OSM and 

OMM can be observed (Fig. 8). Stratigraphic 

evidence indicates, therefore, that the post-Molasse 

erosion in the southwestern part of the NAFB may 

easily attain 2000 m (when including the upper part 

of the USM, the OMM and the OSM) in the more 

proximal parts (see Figs 3 and 5). 

Extrapolation of  coalification trends 

Results from evaluations of best-fit regression lines 

on vitrinite reflectance data (Log%Ro) are 

presented in Tables 2 and 3. 

For the late Palaeozoic unconformity, only the 

data from the well Weiach are available. We 

reconstruct 1000 m of missing section. 

VR data from five wells in the central and 

eastern part of the NAFB enabled the estimation of 

post-Mesozoic erosion (Table 3). Results range 

from 1000 m (Entlebuch) to 1500 m (Riniken) and 

are generally higher than those indicated by 

stratigraphic reconstructions (see previous chapter). 

For the post-Molasse erosion, VR data from the 

wells Altishofen, Th6nex, Weggis, Kiisnacht and 

Anzing could be analysed (Table 2). The amount of 

calculated erosion for the westernmost well Th6nex 

is about 2000 m. A much higher value (4100 m) is 

obtained for the well Weggis, situated in the 

Subalpine Molasse of Central Switzerland. Results 

Fig. 8. Simplified geological map of Switzerland showing the effect of the westwards increasing post-Molasse erosion 
(modified after Keller et al. 1990). 
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for wells Altishofen and Ktisnacht indicate that 

between 3800 and 4000 m of OSM deposits have 
been eroded. For the easternmost well (Anzing), the 

extrapolation to a surface coalification value of 

0.25 %Rr results in no erosion. 

significant erosion (up to several kin). Such 
amounts cannot only be accounted for by 

mechanisms such as base-level lowering or eustatic 
sea-level fall. Deep-seated tectonic processes must 

be responsible (see below). 

Extrapolation o f  palaeogeothermal  gradients 

Results from the evaluation of best-fit regression 

lines on modelled maximum palaeotemperatures 
are presented in Tables 2, 3 and 4. 

For the late Palaeozoic unconformity in the well 
Weiach, the estimated missing section is similar to 

the one obtained from extrapolation of the coalifi- 

cation gradient (1200m). Inferred palaeogeo- 
thermal gradients are very high (81-88 ~ km-1). 

In Central and Eastern Switzerland, the 

projection of palaeogeothermal gradients results in 
post-Jurassic missing sections of 1100-1320m 

(EASY%Ro), 800-1200 m (AFT), 800-1700 m 
(EASY&AFT) and 1150-1350 m (B&P '94) for the 

wells Btttstein, Schafisheim and Weiach. Corres- 

ponding palaeogeothermal gradients are between 
28-69 ~ km -1 (EASY%Ro), 35-52 ~ km -~ 

(AFT), 38-42 ~  -a (EASY&AFT) and 
27-56 ~ km -1 (B&P '94). Results from Entlebuch 

and Riniken have to be viewed with care due to 

strong mechanical and thermal overprinting, 

respectively and a large scattering of the original 
VR data. Estimates of post-Jurassic missing 

sections are higher than those indicated by 
stratigraphic reconstructions. 

It is important to note that basically it is not 

possible to distinguish with VR data alone in the 
Mesozoic section between late Cretaceous and/or 

Oligocene-Miocene erosion or cooling phases. 

Only measured apatite age data (Hurford 1993) 
constrain the timing of maximum temperature to 

the late Cretaceous. 

Estimates for the post-Molasse erosion are 
similar to those obtained fi'om the extrapolation of 

coalification gradients. The wells Altishofen and 

Ktisnacht again show very high erosion amounts 
(4600-9000 m). Resulting palaeogeothermal gradi- 

ents for the wells Anzing, Th6nex and Weggis are 

lower than normal and range between 19- 
2 7 ~  -1 (EASY%Ro) and 1 6 - 2 5 ~  -1 

(B&P '94) and confirm results from Teichmtiller & 
Teichmtfller (1986) from the German Molasse 

Basin. The possible reasons for the very low 

palaeogeothermal gradients in the wells Altishofen 
and Ktisnacht (8-12 ~ km -1) will be discussed 

below. 

Discussion 

Our results indicate that the studied inversion 
episodes in the NAFB are accompanied by 

Relevance and uncertainties o f  results 

The large scattering of results (differences of up to 

several hundred metres) between the different 

approaches used in this study expresses the 
uncertainties associated with these techniques. 

With good data sets an accuracy of no more than 
several hundred metres may be attained. 

Inherent problems of methods which determine 

the amount of erosion through geological or 
geochemical parameters that vary regularly with 

depth and do not significantly change during 

exhumation have been discussed in greater detail 
by Duddy et al. (1991) and LCseth et al. (1992). 

These methods depend largely on the choice of a 
typical surface value or the evaluation of 'typical' 

depth trends but do not provide any information 
about timing of maximum burial. Concerning the 

extrapolation of coalification trends, Majorowicz et 

al. (1990) stated that a zero coalification of 

0.25 %Rr is a more reasonable assumption than 

either the 0.15 %Rr employed by England & Bustin 
(1986) or that of 0.18 %Rr used by Hacquebard 
(1977), if the reflectance of peat is considered. 

When logarithmic reflectance gradients are 

approximated by straight lines, using a least 

squares method, care must be exercised when the 
depth interval covered by measured samples is 

small compared to the length of the extrapolation 

(Majorowicz et al. 1990). 
It has to be stressed, that all methods using 

geothermal gradients are based on the assumption 

that the rough timing of the palaeotemperature 
event is known for the determination of a reason- 

able palaeosurface temperature (palaeoclimate). 
Only the combined use with fission track data 

provides some information on absolute timing of 

the thermal event. An additional simplification is 
the linear procedure to determine the palaeo- 

temperature gradient. This assumption is only valid 
in cases where lateral fluid flow and heat transfer 

can be excluded for the time period of the missing 

section and when the lithologies of the removed 

sections are similar to the preserved lithologies 
(Duddy et al. 1994). For buried unconformities 
additional uncertainties arise from possible younger 

thermal and mechanical overprinting. According to 

Katz et al. (1988), as reburial of an unconformity 

progresses, the original offset in VR values at the 
unconformity decreases, until no statistically 

significant differences exist in VR values across the 
stratigraphic boundary. Reburial and further 



148 R. SCHEGG & W. LEU 

compaction increases the attained pre-erosional 
coalification and palaeotemperature gradients due 

to a progressive thickness reduction of the whole 

profile and results in systematic under-estimation 
of the missing section. 

In t ra-Palaeozo ic  erosion 

Amount o f  erosion. Kempter (1987) calculated 
directly from VR-data a stratigraphic gap of 

1000 m for the late Palaeozoic unconformity in 
Northern Switzerland. This is in good agreement 

with our reconstruction of 1000-1200 m. However, 
all these results have to be interpreted with caution, 

because the measured vitrinite reflectance values 

from the Palaeozoic section may have recorded to 

some extent later maturation phases (reburial and 
renewed heating during Cretaceous and Oligocene- 

Miocene), which will result in an over-estimation 
of missing section. 

Inversion mechanisms and thermal regime. 

Calculated palaeogeothermal gradients are very 
high (Weiach, 8 1 - 8 8 ~  -1) for the late 

Palaeozoic and confirm the post-kinematic 

plutonism and hydrothermal activity at that time in 
the Central European Variscan orogeny. Kempter 

(1987), using TTI-modelling, postulated for the 
same period palaeogeothermal gradients of up to 

100 ~ km-k 

The Permo-Carboniferous evolution of the study 

area (for a detailed review see Diebold et al. 1991) 
is controlled by the final phase of the Central 
European Variscan orogeny which was accom- 

panied by doming and extension of the Variscan 

chain, postkinematic plutonism, hydrothermal 

activity and formation of sedimentary troughs and 
graben. The development of these SW-NE trending 

pull-apart basins has been related to the formation 
of a broad dextral transform belt between the 

Appalachians and the Urals (Arthaud & Matte 

1977; Laubscher 1986; 1987; Ziegler 1990). The 
Saalian tectonic activities mark the end of the 

Variscan orogenic cycle and are accompanied and 

followed by an important phase of erosion and 
peneplanation of the Variscan mountain range 
giving rise to this Late Palaeozoic unconformity. 

Pos t -Mesozo ic  erosion 

Amount o f  erosion. Based on porosity and interval 
velocity analysis in middle Jurassic rocks, Brink et 

al. (1992) concluded that missing post-Jurassic 
deposits (upper Cretaceous and/or Miocene) reach 

values of up to 3000 m in southwestern NAFB of 
Switzerland. Calculated amounts decrease towards 

the Alpine front and towards eastern Switzerland 
(Tables 2 and 3). As these techniques are only 

applied to Jurassic rocks it is not possible to 

distinguish between upper Cretaceous and/or 
Miocene missing overburden. It should also be kept 

in mind that porosity and interval velocity changes 
may be influenced by burial as well as by 

diagenetic processes (e.g. cement precipitation). 

Regional stratigraphical observations in the 
southwestern part of the NAFB (small thickness of 

Cretaceous sediments, see discussion above) 

indicate that the high post-Jurassic erosion 
estimates by Brink et al. (1992) are most probably 

due to a deep Tertiary burial and subsequent uplift. 
The base Tertiary unconformity with a maximum 

chronostratigraphic gap of Middle Jurassic to 

Middle Eocene (Herb 1988; Allen et al. 1991) 
underlies the whole NAFB, separating eroded 

Tethyan platform sediments from progressively 

younger Tertiary sediments as it is traced 
northwards into the foreland (Sinclair et al. 1991). 

In the Swiss NAFB and the Jura, Cretaceous 

sediments are only found in the western part of the 
country (Lemcke 1974; 1981; Wildi et al. 1989), 
whereas in the eastern part, in the area of the Zurich 

High (extending from Northeastern Switzerland to 
the southern Rhine valley, Bachmann & Mtiller 

1991), Mesozoic strata were eroded down to the 

Oxfordian (Fig. 7). Marine Cenomanian, Turonian 
and Senonian deposits are mainly found in the 

French part of the Jura (Guillaume 1966; Trtimpy 

1980). But locally, Cenomanian deposits also occur 

in the Vaud and Neuch~tel Jura of Switzerland and 
in the wells of the Vaud Molasse Basin. 
Maastrichtian limestones, preserved as boulders in 

a karst pocket near Bienne (=10 km NE of the well 

Tschugg, Fig. 2), are the only relicts left by a late 

Cretaceous sea covering the Jura (H~ifeli 1964). 
Important amounts of upper Cretaceous deposits 

have been observed at the eastern end of the 
Molasse basin, southwest of the Bohemian Massif 

(Bachmann et al. 1987, Lemcke 1988). There, up to 
600-800 m thick Albian to Campanian sediments 

are preserved beneath the Tertiary clastics 

(Bachmann & M~iller 1991). The Franconian 
Platform to the northwest became uplifted and 

exposed during the Early Cretaceous times (Pfeffer 

1986). This is illustrated by the erosion and 
karstification of the upper Jurassic carbonates 

which show an erosional pre-late Cretaceous relief 

of a few hundred meters (Schr6der 1968; 1987; 
Pfeffer 1986). In the late Cretaceous (Cenomanian- 
Santonian), the karst relief was totally buried by 

fluvial and marine quartz sands. With the 

Campanian a new uplift and karstification cycle 
started in this area giving rise to the erosion of most 

of the upper Cretaceous sediments (erosional 
remnants in karst pockets). 
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For this major unconformity in the NAFB, a 

substantial discrepancy results between estimated 
erosion amounts based on regional geological 

observations (up to 600 m, becoming 900 m when 

compaction is allowed for) and erosion amounts 
calculated with thermal indicator data (800 to 
1800 m, Table 3). These differences remain even 

when the inherent uncertainties of the methods used 

are considered and when it is kept in mind that the 

studied wells are concentrated in a rather small area 
and external basin position (eastern part of the 

NAFB). Assuming that these calculated and syste- 
matically larger erosion amounts are real would 

imply that the regional geological evaluation of the 

preserved stratigraphy misleads the interpretation 
of the original basin geometry. This would also 

have consequences for the palaeogeographic recon- 
structions of the study area and would support the 

regional interpretations by Ziegler (1990). 
On the other hand it may be argued that the basic 

assumption of a linear projection of the palaeo- 

geothermal or coalification gradient to typical 
surface values is not justified due to aquifer flow or 

low thermal conductivities in the eroded lithologies 

(Duddy et al. 1994). In both cases higher palaeo- 
geothermal gradients in the removed section and 

consequently lower erosion estimates would result. 

Geological observations (Brink et al. 1992, 
Bachmann & Mialler 1991) indicate that Cretaceous 
deposits of the NAFB are generally more shaley 

(lower thermal conductivity) than the underlying 

upper Jurassic carbonates. Our post-Mesozoic 
erosion amounts may, therefore, be over-estimated. 

The hypothesis of a thermal perturbation by fluid 
flow could only be explained by a potential aquifer 

of late Jurassic or Cretaceous age. Fractured and 

possibly karstified carbonates of the Malm and 
Muschelkalk have been identified by Rybach 

(1992) as high permeability water conduits. 

Whether or not these aquifers were already active 
during the Cretaceous remains an open question. If 

karstification played an important role, it must have 

been formed very early. Subaerial exposure of 
Upper Jurassic carbonates are documented at least 
for the area of the future German Molasse basin 

(Lemcke 1987; Pfeffer 1986). 

Inversion mechanisms and thermal regime. Allen et 

al. (1991) and Sinclair et al. (1991) interpreted the 
break in sedimentation as a first sign of the arrival 

of the thrust wedge onto the southern margin of 
Europe (forebulge unconformity). Bachmann et al. 

(1987) invoked a combination of latest Cretaceous- 
earliest Tertiary inversion tectonics (Campanian- 

mid Palaeocene) and the Mid-Palaeocene eustatic 
lowstand in sea-level. The intra-plate deformations 

are generally related to stresses that were exerted 

by the Alpine and Pyrenean orogenic events on the 

continental forelands of these foldbelts (Ziegler 
1987; 1992). Resulting deformations are particu- 

larly intense along the southwestern margins of the 

Bohemian Massif and of the Landshut-Neu6tting 

High, and probably also in the anticlinal Zurich 
High (Bachmann et al. 1987). The uplift of large 

areas in the external parts of the future Molasse 
basin resulted in a northwestward truncation of 

Cretaceous and upper Jurassic strata (Bachmann & 

Mtiller 1991). 
The evolving mantle diapir below the Rhenish 

massif (Illies 1974) and volcanic activity in the area 
of the future Southern Rhine graben (Htittner 1991) 

from middle Cretaceous onwards indicates an 

elevated thermal regime over wide areas of Central 
Europe. The reconstructed geothermal gradients for 

this period (30-50 ~ km q ,  Table 4) are high and 
are confirmed by fission track data (Hurford 1993). 

Although this may explain a karstified system with 
hot water circulation, the palaeo-flow directions 

and their aerial extent still remain to be identified. 

P o s t - M o l a s s e  e ros ion  

Amount  o f  erosion. Lemcke (1974), based on a 
subsidence analysis of different wells in the NAFB, 

estimated a missing Tertiary section of 500-600 m 

in the eastern part of the Swiss Molasse going up to 
2500 m in the western part of the basin (Table 2). 

Using the clay mineral evolution from 15 wells, 

Monnier (1982) has evaluated the degree of post- 

Molasse erosion in the NAFB with reference to the 

transition zone of smectite to mixed-layer clays. 
His values correspond to minimum amounts 
because already for the Ktisnacht well (reference 

level) a minimum erosion amount of 500 m seems 

to be a reasonable figure in a regional geological 
context (Pavoni 1957; Schaer 1992). According to 

Monnier (1982), in wells of the external parts of the 
NAFB (Essertines, Tschugg, Ruppoldried, 

Pfaffnau-1 and Pfafnau Stid-1, Boswil), maximum 

burial of Molasse deposits is not more than 2000 m 
because the transition zone is never attained. 

Taking into account the present-day depth of rocks 

at the base of the Tertiary section, maximum 
possible erosion amounts vary between 700m 

(Boswil) in the east and 2200 m (Essertines) in the 
west (Table 2). In wells situated in more internal 

parts of the NAFB, the transition zone has been 

attained. Monnier (1982) calculated minimum 
missing sections ranging from 1000-1200 m in the 
western part to 0 m in the eastern part. Adding an 

erosion amount of 500 m for the well Ktisnacht 

(Schaer 1992), a range from 1500- 
1700 m to 500 m results (Table 2). His results are in 

line with those of Laubscher (1974) and Lemcke 
(1974). 
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Sonic and density logs from different wells in the 

Swiss Molasse have been evaluated by Kfilin et al. 

(1992) for porosity-depth trends. According to 

their compaction trend, late to post-Tertiary 

erosional gaps in the central Swiss Molasse basin 

range from about 4 km in the north to as much as 

8.5 km for the overthrusted Molasse in the south. 

Similar to the results of Brink et  al. (1992) these 

rather large missing sections may also represent 

maximum values because of the diagenetic 

cementation and porosity reduction effect (see 

above). 

The continental Upper Freshwater Molasse 

(OSM) represents the final filling stage of the 

NAFB during the middle and late Miocene. 

Afterwards the Molasse Basin was subjected to 

erosion giving rise to the base Quaternary uncon- 

formity. This erosional stage is well expressed in 

the present-day outcrop map where from east to 

west, erosion has progressively cut deeper (Fig. 8). 

In the western part of the Swiss Molasse Basin, the 

OSM is not preserved, whereas in the central parts 

of the gravel fans in eastern Switzerland the OSM 

measures over 1500 m. Serravalian lake sediments 

in a syncline of the western Jura (Le Locle, K~ilin 

1993) are the only signs of a former OSM 

equivalent sedimentary cover in an external and 

northwestern position. 

The SW-NE profile (Fig. 9) summarizing the 

results from the different approaches shows the 

decrease of the post-Molasse erosion in a north- 

easterly direction (from 1500-3000 m in the SW to 

0-700 m in the NE), even when the scattering of 

individual results is large. Higher erosion amounts 

towards the Alpine front are indicated by results 

from the well Weggis (4100--4400 m), situated in 

the Subalpine Molasse of Central Switzerland. 

Schegg (1994) explained this important additional 

overburden by the overthrusting of a thick hanging 

wall sequence. 

There is, however, evidence that our results may 

not only be influenced by burial. If overburden 

thickness is the only controlling factor, we should 

observe a decrease in maturity values of outcrop 

samples towards the NE. Schegg (1992) showed 

that this is not the case and presented indications 

that the palaeogeothermal regime of the NAFB 

could be influenced by the thermal effects of 

transient fluid flow. Results for the wells Altishofen 

and Ktisnacht indicate that 3800-9000 m of OSM 

deposits have been eroded. This is not geologically 

reasonable. These high figures could be the result 

of bad data (only four VR values for each well) or 

could be due to a perturbation of the palaeo- 

temperature profile by lateral transfer of heat by 

fluids as hypothesized in Schegg (1992). According 

to Duddy et al. (1994), estimating the magnitude of 

uplift and erosion using VR data in fluid flow 

dominated regimes is difficult and cannot be 

unequivocally transferred to the removed section 

assuming a constant heat flow. They concluded that 

steady-state fluid flow in the past may be 
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recognized by very low to negative palaeogeo- 

thermal gradients below an aquifer. The low 
resulting apparent palaeogeothermal gradients 
(8-18 ~  -1) for the wells Altishofen and 

Ktisnacht (Table 4) support such an interpretation. 
Further, the thermal and stratigraphical data could 
be reconciled if the palaeogeothermal gradient at 

the time of maximum palaeotemperatures was non- 

linear, with a high geothermal gradient in the 

shallow eroded section. According to Duddy et al. 

(1994), elevated geothermal gradients can be 

expected above an aquifer where hot fluids flow. In 
the Tertiary section of the NAFB, the Upper Marine 

Molasse (OMM) sandstones have been identified as 
a regional aquifer (Rybach 1992). OMM deposits in 

the Ktisnacht well are at shallow depths (545- 

1065 m) and a high palaeogeothermal gradient in 
the eroded section can, therefore, not be excluded, 

Inversion mechanisms and thermal regime. All our 

data and reconstructions based on the Tertiary 

samples point towards low thermal gradients 
(15-30 ~ km -1) for the Cenozoic and probably 

indicate some influence by transient fluid flow. 
Relatively high present-day geothermal gradients 

(e.g. 48 ~ km -I in Weiach) are likely to be related 

to convective heat transfer by circulating fluids in 
the vicinity of the Palaeozoic graben system 

(Sch~irli & Rybach 1991). That these high 
temperatures persisted only during most recent 

times is indicated by the apatite fission track results 

(Hurford 1993). 
There are different inversion mechanisms which 

may have acted either as amplifying or as self- 
sufficient processes in parts or over the whole 

basin: 

(1) The Jura 'decollement' was linked to the post- 

early Miocene Adria-Europe plate conver- 

gence ('Fernschub', Laubscher 1961). One of 
the implications of this thin-skin mechanism is 
that south of the Jura mountains the surface of 

the Molasse Basin must have been uplifted 

above a stationary basement because a 
southward thickening wedge has been pushed 

towards the north (Laubscher 1974). Laubscher 
calculated a 'decollement'-induced Miocene 

uplift of the Swiss Molasse basin which 

increases from several hundred of meters in the 

east and north to over 2000 m in the southwest. 
His results are in line with those of Lemcke 
(1974), Monnier (1982) and findings from this 

study. 
(2) The foreland bulge, which ordinarily has a 

structural relief of no more than few hundred 

metres, should be expected to mark the external 

flank of the NAFB (Sinclair et al. 1991; 
Laubscher 1992). 

(3) According to Laubscher (1992), in post-early 

Miocene times, the West-European (Rhine- 
Bresse-Limagne-Rhone) rift system became 

the locus of 'constructive interference' with the 
Alpine forebulge. A new stress system 

developed, rifting ceased and asthenospheric 

convection set in, creating hot mantle domes 
(Laubscher 1992). This new geodynamic 

situation resulted in the uplift of the Rhine 

dome (Black Forest-Vosges) and the Loire 
dome. 

(4) According to Lyon-Caen & Molnar (1989), the 
late Cenozoic uplift of the Molasse Basin and 

the Alps might be a consequence of a dimin- 
ution of down welling of mantle material 

beneath the Alps, thus initiating a large scale 

isostatic rebound movement in the Alps and the 

NAFB. 
(5) Glacial erosion, especially in former glacial 

valleys, may be an important erosion mech- 

anism (see discussion in Pugin & Wildi 1995). 

Conclusions 

A combination of different techniques to estimate 
the amount of missing sections at unconformities, 

and a well defined geological context, proves to be 

a powerful method for the analysis of erosion 
events. Nevertheless, the independent application 

of such methods to the same dataset from the 
NAFB results in a large scatter of values (up to 
600 m for erosion estimates and up to 30 ~ km -1 

for palaeogeothermal gradients). This reflects the 
specific problems of each technique (internal 

calibration, uncertainties in the kinetics, data 
quality) and the simplified basic assumptions for 

each approach (palaeosurface temperature, non- 

linear palaeogeothermal gradient, unknown thermal 
conductivity of missing lithologies). Additional 

pitfalls are caused by compaction-related effects 
(increase of fi'ozen palaeogradient with time due to 

an overall thickness reduction during reburial) and 
thermal overprinting after the time of maximum 

temperatures. 

Our results show that each major unconformity 
within the sedimentary succession of the Swiss 

NAFB is accompanied by significant erosion and a 

specific geothermal regime: 

post-Molasse erosion: 
SW =2250 m (Geneva) 15-30 ~ km -1 

NE =350 m (Zurich) 

post-Mesozoic erosion: 
NE =1300 m 30-50 ~ km -1 

late Palaeozoic erosion: 
NE ~-1000 m 80-90 ~ km -1 
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Calculated values for the post-Jurassic erosion in 

northeastern Switzerland are higher than those 

extrapolated from preserved thicknesses. They may 

be explained by higher palaeogeothermal gradients 

in the missing section prior to erosion due to lower 

thermal conductivities in the Cretaceous sediments 

or due to a thermal perturbation by aquifer flow. As 

a linear gradient is assumed for the whole section, 

calculated erosion amounts  will be m a x i m u m  

estimates. 

In assessing the geothermal and hydrocarbon 

potential of  an area like the NAFB the evaluation of 

all available data for an opt imized estimate of  

missing section at major unconformities is of prime 

impor tance .  Fluid  f low and thermal  his tory 

reconstruct ions are substantially inf luenced by 

these parameters.  Many of  the problems (e.g. 

lateral heat transport due to aquifer flow) discussed 

in this study could be overcome, or at least be 

quantified to some extent, by 2-D or 3-D basin 

models.  We think that the most  promising basin 

modell ing strategy is to work with different erosion 

scenarios (e.g. min imum,  maximum,  preferred) 

which are based on est imated values and on 

regional stratigraphic observations. 
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Abstract: Three wells located in the West Siberian basin have a high density of geochemical 
information (closely spaced samples) from the Upper Jurassic Bazhenov Formation. The nature 
of the organic matter is homogeneous and is classified as a marine type II (Hydrogen Indices up 
to 700 mg of HC g-1 of TOC). The organic content is very high with TOC values up to 20 %. The 
source rock potential is also very good ($2 up to 100 kg HC tonne -1 of rock). The maturity level 
in the wells varies from immature (Tma x around 435 ~ to near the end of the oil window (Tma~x 
around 455 ~ This situation is somewhat puzzling since the source rock is at the same depth in 
the three wells (between 2800-2900 m). The IFP 1-D software GENEX, which is a maturity 
model that integrates subsidence, thermal reconstruction, hydrocarbon generation and expulsion, 
was used in order to: 

(a) test a geological hypothesis, which could reasonably explain this situation; 
(b) investigate the accuracy of the model's ability to calibrate with geochemical data; 
(c) test the applicability of calibrating the expulsion saturation threshold from S 1 and PI data. 

The very high S1 values with respect to the immaturity are also discussed. Model results 
indicate that different expulsion saturation thresholds are required in order to calibrate S 1 and 
PI data. This is probably related to an inadequate definition of the formation's porosity. 

Basin modelling is now a common exploration tool. 

Most basin models are controlled by calibrating 

with temperature or vitrinite reflectance data. 

However, these models should also be validated by 

geochemical data. The analysis of organic matter in 

sedimentary rocks is critical to interpreting its 

maturity and petroleum generation potential. Data 

on organic matter are commonly obtained by Rock- 

Eval pyrolysis (Espitali6 et al. 1985; Peters 1986). 

One of the concerns of this paper is to analyse the 

problems encountered when calibrating a 1-D basin 

model with Rock-Eval data instead of thermal 

maturity data. The data utilized are Tmax, the 

temperature for which the $2 peak is maximum, 

expressed in ~ and the Hydrogen Index (HI) ,= 

S2/TOC, expressed in mg HC g-1 TOC. Rock-Eval 

Production Index (PI) = S1/(SI+S2) and S1 data 

were calibrated to estimate the expulsion saturation 

threshold. All modelling was done with GENEX, a 

commercially available program developed by the 

Institut Fran~ais du P6trole (IFP) which simulates 

compaction, thermal histories, maturity, petroleum 

generation and expulsion (Ungerer 1990). 

The 1-D basin modelling study was conducted 

for three wells, Ravenskaya 175, Salymskaya 157, 

and Salymskaya 176 (referred to as Raven, Saly 

157, and Saly 176, respectively), located in central 

Western Siberia (Fig. 1). These wells have a high 

density of geochemical Rock-Eval data from the 

Upper Jurassic Bazhenov Formation, the main 

source rock. In each well, the maturity level 

indicated differs, varying from immature (Tma x 

about 435 ~ to near end of the oil window (Tma x 

about 455 ~ This situation is somewhat puzzling 

since the source rock is at approximately the 

same depth in the three wells, be tween 

2800-2900 m. Saly 157 (E71~ ", N61~ ") and 

Saly 176 (E70~ " N61~ ") are in the Salym 

Skoye field; Raven (E74~ " N61~ ") is located 

to the northeast in the Ravenskoye field. Thus, 

GENEX was used to test a geological hypothesis 

which could reasonably explain this situation as 

well as to investigate problems encountered when 

calibrating a model with Rock-Eval data (two 

temperatures and no vitrinite reflectance data were 

available). 

HEGRE, J. A., PITTION, J. L., HERBIN, J. R & LOPATIN, N. V. 1998. Geochemical modelling in an organic-rich 
source rock: the Bazhenov Formation. In: DOPPENBECKER, S. J. & ILIFFE, J. E. (eds) Basin Modelling: 
Practice and Progress. Geological Society, London, Special Publications, 141, 157-167. 
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Fig. 1. Location of the three West Siberian wells modelled with I-D GENEX. 

Geological setting 

The West Siberian basin is one of the world's 
largest petroleum provinces. The basin is bounded 

on the west by the Uralian and Novaya Zemlya 
uplifts, on the east by the Siberian craton and 

Taymyr uplift, on the south by the Kazakh and 
Altay-Sayan uplifts, and on the north by the North 

Siberian sill. All the geological circumstances 
required for hydrocarbon generation and accumu- 
lation are present: high-quality source rocks, 

excellent reservoirs, extensive seals, good traps, 

sufficient temperature for maturation, and absence 
of significant faulting or erosion to disturb 
accumulations. 

The basement in central Siberia consists mainly 
of metamorphic rocks and some granitic intrusives 

of Precambrian and Palaeozoic ages. Much of the 

Palaeozoic section is also metamorphosed and is 
considered as basement. This basement is overlain 
by a thick Mesozoic-Cenozoic section of platform 

sediments (3-4km).  These sediments were 

deposited in a broad, shallow sea and have 
undergone only mild tectonic disturbance since 

deposition. They consist almost entirely of clastic 
sediments (sandstones, siltstones and shales), 
which were deposited in three major transgressive- 

regressive sedimentary cycles: Triassic-Aptian, 

Aptian-Oligocene, and Oligocene-Quaternary. 
Predominantly continental sediments occur at the 
base of each megacycle grading to largely marine 

or nearshore sediments at the top. Each cycle is 

separated by an unconformity (Aleinikov et al. 

1980). In Early Jurassic time, the West Siberian 

basin began a steady subsidence, which has 
continued, with minor interruptions, to the present. 

At the top of the Jurassic section is the main 

source rock, the Bazhenov Formation, which was 

deposited over much of the basin. The presence of 
highly organic shale indicates that semi-starved 

conditions existed in the basin at this time. On 
seismic sections, the Bazhenov is represented by a 
maximum flooding surface which is overlain by 

prograding wedges. 

Geochemistry 

Rock-Eval data from closely spaced samples in the 

Bazhenov Formation are available for the three 
wells. The source rock is at approximately the same 

depth in each well, between 2850-2900 m in the 
wells Saly 157 and Saly 176; in Raven, it is 50 m 

higher, between 2800-2850 m. Even though the 
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geological  environment  is similar, different 

maturity levels are displayed by the geochemical 

data. The nature of  the organic matter is 

homogeneous and is classified as a typical marine 

type II kerogen (Hydrogen Index up to 700 mg 

HC g-1 TOC). No data which could indicate 

possible li thological variations within the 

Bazhenov Formation were available (well logs, 

cores, etc.). 

The Tma x versus Hydrogen Index (HI) and 
Oxygen Index (OI = S3/TOC, expressed in mg 

CO 2 g-1 TOC) versus Hydrogen Index plots clearly 

show the different levels of maturity in the 

Bazhenov Formation (Fig. 2). The evolution is seen 

from immature in Raven (HI = 700 mg HC g-1 

TOC and Tma x = 425 ~ to mature in Saly 176 (HI 

= 420 mg HC g-I TOC, Tma x = 440 ~ and to 
almost overmature in Saly 157 (HI = 100 mg 

HC g-1 TOC, Tma x = 460 ~ 
On the TOC versus $2 diagram (Fig. 3), TOC 

values are almost as high as 30 % in Raven, 

reflecting the very high content of organic matter. 

In Saly 176, the TOC ranges from 8-18 %, and in 

the mature well, Saly 157, the values are between 1 

and 16 %. The source rock potential is also very 

good, $2 up to 180 kg HC tonne -1 of rock in the 

immature well, Raven; most values range from 

40-100kg  HCtonne  -j of rock. Considering an 

average thickness of 5 0 m  and $2 of 8 0 k g  

HC tonne -l of rock, the Source Potential Index 

(SPI, the maximum quantity of hydrocarbons that 

can be generated within a column of source rock 

under one square metre of surface area, in metric 

tons of hydrocarbons per square metre) can be 
estimated to be 10 tonne m -z, which corresponds to 

a high potential source rock. 

Proposed hypothesis 

As clearly indicated by the geochemical data, the 

Bazhenov source rock is at dissimilar maturity 

levels in these wells even though the source rock is 

at approximately at the same depth. Saly 157 is 

approximately 25 km from Saly 176 and Raven is 

about 200 km further to the northeast (Fig. 1). 

Several geological factors such as erosion, faults, 

volcanic intrusions, water circulation (hydro- 

thermal, topographic driven), or a change in base- 

ment composition could be the cause of this 

difference in maturity. 

According to the geological data available for 

this region, there is no evidence of any major 

erosional events, faults or recent volcanic 

intrusions. Thus, it can be assumed that no major 

thermal disturbances caused by these geological 

processes, which would affect the maturity level, 

occurred from the Jurassic to present day. The 

burial history curve for the well Saly 157 is shown 

on Fig. 4. However, a likely cause of this phenom- 

enon is water circulation (either hydrothermally or 

topographically driven). Since lateral water flow 

cannot be adequately accounted for in a vertical 

I-D model, it was not considered for this study. 

Another possibility is a change in the com- 

position of the basement, which would cause the 

Fig. 3. TOC versus $2 plot. Fig. 4. Burial history graph for the well Saly 157. 
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radiogenic heat flow produced by the basement to 

be higher or lower (Roy, et al. 1968). For instance, 

a granitic basement produces a large amount of 

radiogenic heat (50-130 mW m -z) since it is rich in 

radioactive elements,  whereas a metamorphic 

basement, being poor in radioactive elements, 

produces only a small amount of heat 

( 10 -30mWm-2) .  This type of hypothesis was 

tested in GENEX. Granitic plutons are known to 

exist in the vicinity of Saly 157 and 176, which 

leads to the assumption that the radiogenic heat 

flow is higher in this area. On the other hand, the 

field of Ravenskoye (well Raven) is mainly 

underlain by Precambrian-Palaeozoic volcanic and 

slightly metamorphic rocks, thus implying that the 

radiogenic heat flow is lower in this region 

(Peterson & Clarke 1991). 

Thermal maturity modelling 

In GENEX, the two main factors used to define the 

thermal regime are the type of thermal history: 

constant or variable heat flow which is considered 

to originate from the bottom of a 40 km thick 

basement (i.e. the user-defined heat flow starts 

40 km beneath the sedimentary column), and the 

radiogenic heat flow produced within this basement 

and the sediments. By default, the radiogenic heat 

flow of the basement is 19 m W m  -2, which is 

applicable to a slightly volcanic-metamorphic  

Palaeozoic basement. 

For this study, a constant heat flow thermal 

history was chosen because the basin appears to be 

undergoing normal  subsidence and no major  

erosional events have occurred. In order to account 

for a possible change in the basement composition, 

it was assumed that the radiogenic heat flow is 

different for each well. The constant heat flow 

thermal history was determined by calibrating with 

geochemical data (Tma x and HI). Only two temper- 

atures, one from Saly 157 (134 ~ at 2801 m) and 

the other from Saly 176 (116 ~ at 2800 m) were 

available; these data were plotted on the GENEX 

temperature graph in order to check the modelled 

results (Fig. 5). There is no vitrinite reflectance 

data. 

The immature well Raven clearly demonstrates a 

problem commonly encountered in basin modelling 

when using geochemical  data for calibration 

purposes. It is very difficult to calibrate an 

immature well, since the model can not accurately 

simulate the same results as a Rock-Eval device for 

the range of Tma x lower than 435 ~ According to 

the model, in order to calibrate with measured Tma x 

data a constant heat flow of 38 mW m -2 is required, 

whereas a calibration with measured Hydrogen 

Index data needs a constant heat flow of 

22 m W  m -2 (Fig. 6). This difference in heat flow is 

Fig. 5. Temperature versus depth graph for the three 
wells; constant heat flow = 25 mW m -2, radiogenic heat 
flow = 40 mW m -2 for Saly 157, 30 mW m -2 for Saly 
176 and 19 mW m -2 for Raven. 

quite large and has a major effect on the timing of 

hydrocarbon generation: nearly no generation for 

the HI calibration, Transformation Ratio (TR) = 

6 % whereas a good Tmax calibration is obtained 

with TR = 70 % corresponding to an onset of 

generation at 70 Ma. The Transformation Ratio 

(TR) is a quantitative parameter that measures the 

extent to which the hydrocarbon potential has been 

effect ively realized, determined by primary 

cracking (the amount of hydrocarbons generated by 

primary cracking to the maximum amount of 

hydrocarbons that can be generated). In explor- 

ation, these types of discrepancies in the timing of 

generat ion can induce serious errors when 

evaluating a play or prospect. 

Due to the difficulty in calibrating with Tmax, 

more emphasis was put on calibrating with the 

Hydrogen Indices. The reason for this is that the 

initial Hydrogen Index of the kinetic parameters 

can be ascertained from the geochemical data. The 

thermal history defined for Raven is a basal 

constant heat flow of 25 mW m -z, and a radiogenic 

heat flow of 19 mW m -2 (for a typical Palaeozoic 

basement). This results in a good fit with measured 

Hydrogen Indices and a poor fit with Tma x (Fig. 7). 

For Saly 157 an almost perfect calibration is 

achieved for both measured Tma x and Hydrogen 

Index data (Fig. 8) with a constant heat flow of 

25 m W  m -2 at the base of the crust and a radiogenic 

heat flow of 40 mW m-2; a high value was used to 

simulate a granitic intrusion possibly located in the 

basement beneath this well. In the well Saly 176, a 
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Fig. 6. Sensitivity calibration on Ravenskaya-175: (a) constant heat flow = 38 mW m-2; good Tma x calibration and 
poor HI calibration, (b) constant heat flow = 22 mW m -z. 

good HI calibration (Fig. 9) is obtained with a 

constant heat flow of 25 m W  m -2 and a cooler 

radiogenic heat flow, 30 mW m -z, implying that a 

granitic intrusion may be in the vicinity. The 

calculated temperature curve for this well and Saly 

157 do coincide with the temperature values from 

these well (Fig. 5). The discrepancy between 

measured and calculated Tma x values is about 

10 ~ which can be considered as an acceptable 

error range. 

Based on the above defined thermal histories, 

modelling results indicate that the present day 

transformation ratio for the Bazhenov Formation is 

94 % in Saly 157, 55 % in Saly 176 and 11% in 

Raven. This appears to be in agreement with the 

conventional maturity zones given by the geo- 

chemical data: Saly 157 is in the oil-gas transition 

zone, Saly 176 is in the oil zone and Raven is 

immature. 

In conclusion, it is evident that even though the 

three wells were modelled with the same basal 

constant heat flow of 25 mW m -2, the amount of 

radiogenic heat flow generated by the basement has 

sufficient influence on the sediment's thermal 

regime to affect the maturity level. The maturity 

differences observed in these wells could possibly 

be linked to only a change in basement com- 

position. A majority of geological thermal distur- 
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Fig. 7. Geochemical calibration results from the immature well Raven. A constant basal heat flow of 25 mW m -2 and 

a radiogenic heat flow of 19 mW m -2 were defined. The HI computed curve falls within the measured data, but the 

Tma x curve is lower than the measured values. The Bazhenov Fm is shown in black. 

bances  originate f rom the upper  basement  and not 

f rom within the sedimentary column.  Therefore,  

adjust ing the basemen t ' s  rad iogenic  heat  f low 

according to its compos i t ion  is more  realistic than 

adjusting a sedimentary co lumn 's  heat f low to the initial Hydrogen  Index of  the source rock  could 

match  measured data. 

It has been shown that Rock-Eva l  parameters  

such as Hydrogen  Index and Tma x call be  compared  

and calibrated with mode l  results, but  there are 

some constraints. In the present  case, the Hydrogen  

Index was a more  reliable tool for calibration since 

be  es t imated .  The  p r o b l e m s  encoun te r ed  for  

calibrating Tma x are related to the difficulty to 

Fig. 8. A good calibration is obtained in the almost overmature well Saly 157 with a constant heat flow of 

25 mW m -2 and a radiogenic heat flow of 40 mW m -a. The higher radiogenic heat flow is used to test the possibility 

of a granitic intrusion. Both HI and Tma x calculated curves intersect measured data. The Bazhenov Fm is shown in 
black. 
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Fig. 9. For Saly 176, the mature well, the HI curve calibrates with measured data, but the Tma x curve is below values. 
A constant heat flow of 25 mW m -2 and a radiogenic heat flow of 30 mW m -2 were used. The Bazhenov Fm is shown 
in black. 

properly simulate the Tma x evolution mainly in the 

low maturity ranges. Tma x prediction requires an 

accurate estimation of the rates of generation 

during pyrolysis, which is a rigid requirement for 

an empirical model. 

Source r o c k  e x p u l s i o n  

Models of expulsion use a simplified zero- 

dimensional treatment, based either on a saturation 

threshold (Ungerer et al. 1988) or on fluid flow 

equa t ions -  relative permeability curves (Braun & 

Burnham 1989; D0ppenbecker & Welte 1991). 

These models account for the density changes of 

petroleum when its composition changes from oil 

to gas and for the porosity decrease as a result of 

compaction. The model of Dtippenbecker & Welte 

(1991) stresses the influence of pore size distri- 

bution and fracturing. Modelling primary migration 

still presents difficult fundamental problems, but 

empirical expulsion models have already improved 

the qualitative and quantitative assessment of the 

petroleum available for secondary migration. In 

these models, the physics of expulsion is not 

sufficiently well known to give predictive values of 

the saturation threshold or of the relative perme- 

abilities. 

A simplified model  based on a saturation 

threshold, coupled with one-dimensional models of 

backstripping and palaeotemperature reconstruc- 

tion is used to simulate expulsion in GENEX. For a 

given maturity level the expulsion process depends 

on two main factors: 

(a) the quantity of the organic matter (TOC); 

(b) the saturation threshold. 

In modelling, the initial TOC from an immature 

sample should be used. The final or observed TOC, 

which can be significantly different from the initial 

TOC in mature source rocks that have expelled 

hydrocarbons (Rullk6tter et al. 1988), is computed 

by the model. This type of computation allows the 

determination of the initial TOC via a trial and error 

process by comparing the modelled results to 

measured values. Thus, the TOC can be used to 

control and calibrate the expulsion model, but this 

method does not account for TOC data scattering. 

In this case study, it was decided to determine the 

initial TOC by this method and use the same initial 

TOC in the three wells. The initial TOC was 

estimated to be 20 %, which is slightly lower than 

some of the reported values from the immature 

well, Raven (Fig. 3). But the final TOC computed 

by the model corresponds with the mean of the 

observed values for each well: computed final TOC 

for Raven (immature) = 19.6 % (mean of measured 

values = 17.6 %), for Saly 176 (mature) = 14.4 % 

(mean of measured values = 13.4 %), and for Saly 

157 (very mature) = 11.1% (mean of measured 

values = 10.7 %). 

The remaining unknown is the saturation 

threshold. According to GENEX, expulsion starts 

once a certain hydrocarbon's saturation threshold 

(Sma x) (by default 30 %) is reached. This means 
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Fig. 10. In order to calibrate with measured PI and S 1 data in the almost overmature well Saly 157, a saturation 

threshold of 50 % is required. The TOC is 20 %. The Bazhenov Fm is shown in black. C6 refers to oil, gas to C5-C1 

and coke to residue. 

that 30 % of  a layer ' s  total pore  vo lume (dependent  

on porosi ty  not permeabi l i ty)  must  be  filled with 

hydrocarbons  before  expuls ion will occur. If  the 

saturation threshold is increased,  it will cause  

expulsion to occur  later in time. There is no direct 

method to measure  this threshold. Nevertheless ,  a 

cal ibrat ion of  the G E N E X  calcula ted  res idual  

pe t ro leum and Product ion Index (PI = SI / (S1 + 

$2)) with Rock-Eva l  measured  S 1 and PI al lows a 

better  determinat ion o f  this threshold (Forbes  et  al. 

1991). If  the mode l  predicts excess  amounts  of  

residual  pe t ro leum or higher Product ion Indices in 

mature  source rocks,  the saturation threshold must  

be  decreased,  and vice versa. 

The main limitation in the use  of  $1 data for 

model  control is that during the Rock-Eva l  analysis 

Fig. 11. For Saly 176, the mature well, a saturation threshold of 35 % (TOC = 20 %) calibrates vbith measured PI and 

$1 data. The Bazhenov Fm is shown in black. C6 refers to oil, gas to C5-C1 and coke to residue. 
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Fig. 12. For Raven 175, in spite of low TR 6 %) a good calibration of the high S1 values are obtained with a 
saturation threshold of 50 %. C6 refers to oil, gas to C5-C1 and coke to residue. 

the light ends are often lost by evaporation prior to 

analysis and the heavy ends (resins and asphalt- 

enes) are usually not detected (Ungerer 1990). This 

implies that model results should be corrected for 

the amounts of light and heavy fractions lost. 

However,  these types of corrections are very 

difficult since the proportion of losses is variable 

and poorly documented. Generally, observed Pro- 

duction Index trends are more clearly defined than 

S1 trends. Therefore, Production Indices may be 

more reliable than S1 data to control expulsion 

models. 

The applicability of the PI and S1 calibration 

method was tested in the three Siberian wells. For 

Saly 157 (very mature), an Sma x of 50 % seems to 

calibrate fairly well with both PI and S1 (Fig. 10). 

Due to the range in values, it is very difficult to 

determine the best calibration. The data from the 

well Saly 176 (mature) show less scatter and 

calibrate with a saturation threshold of 35 % (Fig. 

11). It is interesting to note that in spite of the 

immature stage of Raven (Tma x about 430 ~ 

TR = 6 %), the observed S1 are high (7 to 

15 kg t-l). Calculated residual petroleum and PI are 

rather well calibrated with the high S1 values by 

using a Sma x of 50 % (Fig. 12). 
The difference of saturation thresholds used in 

the wells could be explained by the fact that the 

porosity used for shale in GENEX (10.4 %) may 

not correspond to the porosity of the Bazhenov 

Formation (no data are available to check this 

hypothesis). The saturation threshold is dependent 

on the porosity, which may be in error by several 

percent. Furthermore, the porosity linked to the 

organic matter is not taken into account. 

A change in porosity appears to be indicated on 

the S1 versus TOC diagram (Fig. 13). It clearly 

shows the typical decrease in TOC with maturity as 

well as the high S1 values (greater than 15 kg t -I) 

Fig. 13. TOC versus S1. 
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from the immature  well Raven. However, the 

unusual aspect of  this diagram is that the S 1 seems 

to increase with increasing TOC. Normally, this is 

not the case and S 1 should be the same at a given 

maturity regardless of  the TOC since it corresponds 

to the shale's porosity which is independent  of  

TOC. Thus, this could reflect a change in porosity; 

a much higher available porosity in the organic 

matter in addition to the shale's porosity. 

Conclusions 

(1) It is evident  f rom geochemica l  data and 

modell ing results that some thermal distur- 

bance is necessary in order to cause the 

different  levels of  matur i ty  seen in the 

Bazhenov Formation.  The hypothesis  of  a 

change in basement composi t ion (radiogenic 

heat flow) provided a probable solution, but it 

does not eliminate other possible causes (e.g. 

hydrothermal).  

(2) This study has shown that the Hydrogen Index 

(3) 

(4) 

was a more reliable calibration tool than Tma x. 

The model led  Tma x values did not always 

correspond to Rock-Eval  values. However,  

thermal maturi ty (temperature and vitrinite 

reflectance) data is required to confirm and 

support any model  calibrated with only geo- 

chemical  data. 

In expulsion models,  S1 and PI data can be 

used to calibrate the saturation threshold. Some 

discrepancies between measured and computed  

values are to be expected since the measured 

S 1 does not exactly represent the model led S 1 

(i.e. the residual hydrocarbons). 

Modell ing results from the wells Saly 157 and 

Saly 176 indicate that different saturation 

thresholds ,  50 % and 35 %, respect ively,  

must  be used in order to calibrate with PI 

and S1 data from the Bazhenov Formation.  

This p h e n o m e n a  could be related to the 

difficulty in estimating the correct porosity 

(including organic porosity) to be used in the 

model.  
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Abstract: Numerical simulations assist in understanding secondary migration, and can help 
estimate which traps in a basin may have received a hydrocarbon charge. This is illustrated by a 
suite of numerical models used to track the secondary migration of hydrocarbons into an Upper 
Jurassic Fulmar discovery in the Central North Sea. The models include areal flow calculations 
using Exxon's proprietary reservoir simulator, and cross-section calculations using 
TEMISPACK, a commercial basin modelling package. While the application of conventional 
reservoir simulation techniques to geologic time-scale problems is itself a novel approach, the 
most important development has been in the integration of fluid flow modelling with techniques 
for dating the timing of hydrocarbon charge. These techniques have been used to constrain and 
validate the model results. In addition, sensitivity studies permit evaluation of the required 
permeability for effective lateral migration. 

The areal calculations provide information about migration timing and the fill history of 
several traps. These fields are charged from mature Kimmeridge source rocks, mapped within the 
local drainage area. Several model runs were used to evaluate the sensitivity of migration timing 
to carrier bed permeability and capillary pressure characteristics. Calculations indicated that for 
reservoir quality carrier beds (permeability > 1 mD) secondary migration can be geologically 
instantaneous, and that even low permeability silts can serve as effective migration pathways. 

A cross-sectional model was used to integrate cross-stratal and strata-parallel migration. The 
model included hydrocarbon expulsion from Kimmeridge source rocks into the Fulmar sandstone 
and lateral migration up the flank of the structure. Drilling results indicate that leakage into 
younger Tertiary strata has occurred. The calculation suggests a portion of the top seal breached 
by 10-20 Ma. Evidence of partial seal loss includes a seismic chimney interpreted above the 
predicted breached seal, and an appraisal well high on the Jurassic structure which encountered 
hydrocarbon-stained reservoir rocks with an apparent palaeohydrocarbon contact. Furthermore, 
hydrocarbons in the overlying Tertiary reservoirs can be geochemically tied to the remaining 
Jurassic accumulation. Finally, analysis of authigenic cements, particularly the K-At ages of 
fibrous illite, suggests that hydrocarbons occupied the trap until approximately 10 Ma. Analysis 
of Tertiary hydrocarbon fluid inclusions further indicates that hydrocarbons entered these Tertiary 
reservoirs approximately 10 Ma. These latter two techniques now enable the modeller to apply 
temporal constraints to hydrocarbon charge simulation. Such constraints allow 'history matching' 
analogous to field scale reservoir simulations. 

Numerical  simulations have assisted in under- 

s tanding secondary  migra t ion  into an Upper  

Jurassic Fulmar  discovery in the Central North Sea. 

The simulations included one-dimensional  thermal 

history models  which quantify source maturation 

and yield, areal flow calculations of migration 

timing and trap fill history, and cross-sectional flow 

models integrating cross-stratal and strata-parallel 

migration. The one-dimensional  thermal history 

models and areal flow calculations were run with 

Exxon proprietary software for thermal model l ing 

and reservoir simulation. The cross-sectional flow 

models  were run using TEMISPACK,  a com- 

mercial basin model l ing package. 

The multi-disciplinary nature of the study is 

evident in the diverse kinds of observations which 

support the simulation results. These include: 

(a) The results of  drilling in the model led area; 

(b) Observations made  from 3-D seismic data 

including the interpretation of  a gas chimney;  

(c) The analysis of  authigenic cements  including 

SYMINGTON, W. A., GREEN, K. E., HUANG, J., POTTORF, R. J. & SUMMA, L. U. 1998. A multidisciplinary 
approach to modelling secondary migration: a Central North Sea example. In: DiXPPENBECKER, S. J. & 
ILIFFE, J. E. (eds) Basin Modelling: Practice and Progress. Geological Society, London, 
Special Publications, 141, 169-185. 
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both hydrocarbon and aqueous fluid inclusion 

analysis, and K-Ar ages of diagenetic illite; 

(d) The biomarker geochemistry of the reservoired 

hydrocarbons. 

Geological setting 

The analysis was conducted on a gas condensate 

discovery in the Central Graben of the Central 

North Sea. The geological setting is summarized in 

Fig. 1. Major faults separating structural provinces 

are shown on this map. Important elements of the 

stratigraphy include the Jurassic Fulmar and 

Triassic Skaggerak reservoirs. The Kimmeridge 

Clay provides the primary source rock in the area. 

Younger reservoir intervals include the Tay, Forties, 

and Sele formations in the Early Tertiary. 

The primary reservoir is in the Jurassic Fulmar 

sandstone. We believe the Kimmeridge source beds 

expelled hydrocarbons downward into the Fulmar. 

Hydrocarbons then migrated up-dip under the 

action of buoyancy. The Kimmeridge clay and 

Heather shale acted as a regional top seal below 

which this migration took place. After the primary 

reservoir had filled, a seal breach over a portion of 

the field permitted hydrocarbons to escape to 

younger Tertiary reservoirs. 

The field is a structural trap cored by a basement 

horst block. The trap geometry has been modified 

as a result of Zechstein salt withdrawal. Salt evacu- 

ation along basement faults has created synclines to 

the north and south of the structure. These deep 

sub-basins provide the hydrocarbon kitchen areas. 

The synclines can be seen in Fig. 2, a drainage 

analysis map with depth structure contours on the 

Base Cretaceous. Colours on this map indicate 

depth. The depth in the northern salt withdrawal 

syncline reaches 6600m. The southern salt 

withdrawal syncline has  a maximum depth of 

5600 m. The crest of the structure is at 4300 m, and 

the map area is 50 by 40 km. The top of the Fulmar 

reservoir is below the base of the Cretaceous, but is 

not seismically mappable. We have therefore used 

the base Cretaceous unconformity as a proxy for 

the structure of the migration surface. The area, 

subjected to late thermal sag, has been buried 

uniformly during the late Cretaceous and Tertiary. 

As a result, the structure of the migration surface 

has remained unchanged since the onset of 

hydrocarbon generation, 70-80 Ma. The map 

displays a drainage analysis of the surface, the 

black lines marking the individual drainage 

polygons of each independent structural closure. 

The posted flow lines are valid assuming hydro- 

carbons move solely under the action of buoyancy 

within a continuous carrier bed. They indicate flow 

into the shaded structural closures. 

Although numerous faults are posted on the 

surface, their throws are interpreted to be less than 

the thickness of the sealing lithologies overlying 

the reservoir. As a result these faults should be dip- 

sealing. Their primary impact on migration is 

Fig. 1. Geological Setting - -  Central Graben, Central North Sea. 
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Fig. 2. Base Cretaceous drainage analysis. The black lines mark individual drainage polygons for each independent 
structural closure (cross-hatched). The posted flow lines are valid assuming hydrocarbons move solely under the 
action of buoyancy within a continuous carrier bed. They indicate flow into the structural closures. Pertinent wells 
drilled on the structure are also marked. 

therefore to increase the local dip of the carrier bed. 

It is also likely that they set up a number of smaller 

traps which must be filled as hydrocarbons migrate 

into the main accumulation. 

The map also shows the pertinent wells drilled 

on the structure. Wells 3, 5, and 6 encountered gas 

condensate in the Jurassic Fulmar sands. Wells 4 

and 7 discovered condensate in the Tertiary Sele 

Formation. Wells 1 and 2 were both drilled to the 

Jurassic but were dry holes. The #2 well encoun- 

tered hydrocarbon stains which are interpreted as a 

palaeohydrocarbon accumulation. 

The heavy outline is the boundary of a model 

built for areal flow calculations. The outline con- 

forms with the drainage polygons, and represents a 

closed migration cell. As a result, hydrocarbons 

generated outside the model are unlikely to impact 

migration within the model and vice versa. 

A more compete description of the geology and 

hydrocarbon migration in the Central Graben of the 

Central North Sea is given by Cayley (1986) and 

Erratt (1992). 

Areal flow modelling 

Figure 3 gives a three-dimensional view of the base 

Cretaceous in the modelled area. The view is from 

the northeast looking at the deep northem syncline. 

The field and several nearby structures can be seen. 

The slope out of the syncline is up to 20 degrees. 

The white lines draped on the structure are flow- 

paths which would be followed by hydrocarbons 

moving under the action of buoyancy. 

The black lines are the calculational grid used for 

areal flow modelling. Conventional reservoir 

simulators model fluid flow in porous rock by 

dividing the rock volume of interest into an array of 

grid blocks. The arrays may be two-dimensional 

areally, two-dimensional in cross-section, or three- 

dimensional. The blocks may be of variable sizes. 

They are generally nearly orthogonal and conform 

to the structure of the rock stata. Rock properties 

such as porosity, permeability, and cap i l l a ry  

pressure and relative permeability versus saturation 

are defined on a block-by-block basis. This 

provides a mechanism for modelling virtually any 

distribution of rock facies, both areally and strati- 

graphically. Generally, modelling accuracy is 

limited by the ability to describe the true distri- 

bution of rock facies. The grid cells used in this 

model are 1 km by 1 km and the Fulmar migration 

conduit is modelled as a 75 m thick continuous 

sand. 
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Fig. 3. Three-dimensional view from the northeast of the modelled area. 

To incorporate vertical segregation effects within 

the Fulmar migration conduit, the calculational 

model employs the concept of a gravity-capillary 

equilibrium between the migrating hydrocarbons 

and water. According to this concept, described by 

Coats (1971), vertically-averaged 'psuedo' relative 

permeabilities can be related to the vertically 

averaged water and hydrocarbon saturations. As a 

result, the model calculates both the average 

hydrocarbon saturation in each grid block and a 

thickness of the migrating hydrocarbon layer. 

In conventional reservoir simulators, fluids may 

be introduced and/or removed at model boundaries 

via 'wells'. In most reservoir simulations the model 

'wells' correspond to physical wells. To model 

secondary migration, 'wells' were used to intro- 

duce hydrocarbons into the model at appropriate 

locations, as they were expelled from the 

Kimmeridge source into the Fulmar migration 

conduit. The green shading in Fig. 3 indicates 

where the source is calculated to have expelled 

significant hydrocarbons. These calculations were 

made with a one-dimensional thermal model and 

measured source rock kinetics. They provide input 

with respect to the areal fluid flow model. 

An example one-dimensional thermal calcu- 

lation is summarized in Figs 4 and 5. Figure 4 

shows the burial depth and temperature of the 

Kimmeridge source rock since its deposition in the 

late Jurassic. The calculation is for a site in the 

northern syncline along a regional seismic line. Its 

location is marked on Fig. 3. The episode of rapid 

burial and temperature increase starting at 70 Ma 

corresponds to the onset of significant hydrocarbon 

generation. 

The maturation history for the site is displayed in 

Fig. 5. The figure shows a calculated vitrinite 

reflectance indicating maturity and oil and gas 

yields in grams per 100 grams of original total 

organic carbon in the source rock. The oil and gas 

yields are consistent with the expelled hydro- 

carbons being a moderate gravity under-saturated 

oil. We expect this to have been the character of the 

hydrocarbons at the time of migration, and have 

used these fluid characteristics in the areal flow 

calculations. The fact that the reservoired hydro- 

carbons are currently a gas condensate is explained 

by a combination of late gas addition, indicated in 

the gas yield history, and continued maturation and 

cracking in the trap. Neither of these mechanisms is 

included in the areal flow calculations. 

Thermal calculations were used to develop a 

relationship between present source depth and the 

time of onset of hydrocarbon generation. With this 

relationship and assuming a 20 million year 

maturation period, model expulsion rates were 

specified. Hydrocarbons were 'injected' into the 

grid blocks of the areal flow model using these 

rates. These rates indicate that expulsion began in 

the deepest part of the syncline at 80 Ma, and 
reached a peak value of about 1.5 STB km -2 a -1. 

Expulsion occurred in a band of blocks that 

effectively moved up structure as the area was 

buried. 

A primary question we chose to address with 

the model was how quickly hydrocarbons 

would migrate from the syncline up into the 

structures. The model was therefore run for a 

spectrum of permeability levels between 10 mD 

and 0.001 mD. Rock capillary pressure charac- 

teristics were estimated to correspond with each 

permeability level. A realistic estimate of the actual 



Fig. 4. Source burial depth and temperature. 

Fig. 5. Source maturity and yield. 
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migration conduit permeability is probably 
1-10 mD. 

Figures 6-10 show hydrocarbon distributions for 
several cases. Each figure is a contour map of 

calculated oil saturations. Saturations are contoured 

so that black corresponds to areas that have not 
been contacted by oil. Blue corresponds to areas 
that have a very small but finite oil saturation. 

Higher saturations are indicated by lighter colours. 

Figure 6 displays oil saturations in a 10mD 
migration conduit at 78 Ma, just 2 million years 

after oil is first expelled at the deepest point in the 
syncline. Oil has migrated 10-15 km and is starting 
to fill traps on its pathway out of the syncline. At 

this permeability level, the rate of trap filling is 

limited by the rate of expulsion rather than the time 
required for migration. 

Figure 7 shows the same 10 mD conduit at 
40 Ma. Oil has accumulated significantly in several 

traps, and saturations remain low in portions of the 
migration pathway that are not part of an 

accumulation. This indicates only a thin layer of oil 
is required for migration at this permeability level. 

Figure 8 shows the present day hydrocarbon 
distribution for the 10 mD conduit. It indicates that 
the major traps in the area should be nearly, filled, 

but that hydrocarbons have not spilled into 
structures in the western part of the modelled area. 

Figure 9 examines the effect of lowering the 
conduit permeability to 0.1 mD. The figure shows 

present day calculated oil saturations for this case. 
At this lower permeability migration does not 

proceed as rapidly. In addition, there are higher oil 
saturations in the migration pathway, indicating 

that a relatively thicker layer of oil is required to 
migrate through the lower permeability rock. Also, 

the main hydrocarbon accumulation does not 

appear quite as full, indicating some of the oil is 
still in the migration pathway. 

Figure 10 shows that at a permeability of 
0.001 mD, migration is virtually shut-down. The 
calculated present-day oil saturations are primarily 

indicative of where hydrocarbons were sourced 
rather than where they are migrating to. As a result, 

a significant oil column is built up in the migration 

conduit. 
Figures 11 and 12 summarize these results. 

Figure 11 shows the representative thickness of the 
migrating hydrocarbon layer as a function of 

permeability. At higher permeabilities significantly 
less rock volume will be contacted by migrating 
hydrocarbons, and 1-2 m of high quality reservoir 

rock is sufficient for effective migration. 
As described above, for high permeabilities, trap 

fill timing is controlled by the rate of expulsion 
rather than the time required for migration. This 

Fig. 6. Hydrocarbon distribution in a 10 mD carrier bed, 2 Ma after onset of generation. Oil has migrated 10-15 km. 
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Fig. 7. Hydrocarbon distribution in a 10 mD carrier bed, 40 Ma. Oil has accumulated in several traps, but oil 

saturations remain low (<1%) in the migration pathway. 

Fig. 8. Hydrocarbon distribution in a 10 mD carrier bed, present day. The major traps in the area are nearly filled. 
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Fig. 9. Hydrocarbon distribution in a 0.1 mD carrier bed, present day. At this permeability, slightly higher oil 
saturations (>5% in some blocks) are required in the migration conduit, and slightly less oil accumulates in the traps. 

Fig. 10. Hydrocarbon distribution in a 0.001 mD carrier bed, present day. At this permeability, migration is virtually 
shutdown. 
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allows the definition of a site-specific migration 

efficiency which is the volume of hydrocarbons 
trapped for a given permeability, divided by the 

amount that would have been trapped with a highly 
permeable conduit. Figure 12 displays this calcu- 

lated efficiency as a function of permeability. 
Naturally, high permeability conduits have 

efficiencies near 1.0. For lower permeabilities, a 
significant volume of oil remains in the migration 

pathway, and the efficiency is less than 1.0. 

Significantly, migration can be adequate in rocks 

with permeabilities as low as 0.01 mD. This 
indicates that some very silty, poor reservoir rocks 

can be viable migration pathways. As observed 

earlier though, permeabilities as low as 0.001 mD 
are not viable. 

Cross-sectional flow modelling 

Although areal models provide valuable informa- 

tion concerning the timing of dominantly lateral 
migration, they cannot address cross-stratal migra- 

tion issues. Therefore, to integrate cross-stratal and 
strata-parallel migration, a cross-sectional fluid 
flow model was built. The model was run with 

TEMISPACK, a commercially available basin 

modelling package. 
In contrast to the areal flow calculations which 

included only the rock volume of interest for 

secondary migration, TEMISPACK simulates the 

deposition and burial of the entire stratigraphic 

column. The model is composed of a two-dimen- 
sional array of grid blocks. The boundaries between 

layers of grid blocks are chronostratigraphic 
surfaces. The length of grid blocks horizontally is 

variable. For each block in the TEMISPACK cross- 
section, lithology and other rock properties are 

defined. The rock properties include porosity, 

permeability, capillary pressure, and thermal 
conductivity. In addition, compaction character- 
istics must be defined. All rock properties are 

permitted to vary with compaction state, which is 

characterized by the effective overburden stress. 

The calculations include compaction, overpres- 
suring, fluid flow of water and hydrocarbons, heat 
flow by conduction and advection, and kinetic 

calculations for the generation of hydrocarbons. 

The formulation requires that the model be run 
iteratively until the presumed depositional layer 

thicknesses result in a good match between present- 
day calculated and observed layer thicknesses. A 

more complete description of the TEMISPACK 

simulator is given by Ungerer (1990). 
The inclusion of compaction and overpressuring 

of rock strata above and below the Fulmar 
migration conduit leads to an additional migration 

drive mechanism not included in the areal flow 

calculations. Compaction waters can sweep hydro- 
carbons along as they escape from shales and move 

laterally through the Fulmar migration conduit. 
This drive mechanism acts in combination with the 

buoyancy drive included in the areal flow 

calculations. 
A southwest-northeast cross-section was chosen 

for the model following a regional seismic line. 

Figure 13 shows the location of the line, posted on 

the base Cretaceous structure. The section goes 
through the western portion of the field and into the 

northern syncline. 
Several factors influenced the choice of this line. 

The seismic coverage of the area consists of a 3-D 

survey over the discovery and a set of regional 2-D 
lines. Because the 3-D survey does not extend into 

the northern syncline, a cross-section following a 
regional 2-D line was chosen. The chosen line has 

the important feature that the overlying shale 
sequence is relatively thin above the crest of the 

structure. This is important because cross-stratal 
migration is most likely to occur where the 

overlying shale is thinnest. The expected 
mechanism for this is the lateral transfer of 
overpressures developed in the syncline up onto the 

crest of the structure. If the overlying shale is thin 

enough, these pressures can overcome its sealing 
capacity enabling cross-stratal migration. It would 

also be desirable for the cross-section model to cut 
through the deepest part of the syncline and the 

absolute crest of the structure. Although the chosen 

cross-section does not meet this criterion, there is 
nearly 1.4 km of relief on the Fulmar migration 

conduit in the cross-section. Therefore, the chosen 
cross-section should provide a reasonable 

representation of the mechanisms involved in 

cross-stratal migration. 
Figure 14 shows the stratigraphy and lithologies 

that were input to the cross-section model. The 

modelled section starts in the Permian. Of partic- 
ular note are the Fulmar sand unit and the overlying 
source shale. For each layer in the model, rock 

properties consistent with the modelled lithology 

were chosen. Comparison of modelled to observed 
overpressures confirmed that the chosen rock 
properties were reasonable. The cross-section 

model is 18 km long and nearly 7 km deep at the 

present time. 
The cross-section model results are shown in 

Figs 15-17. In each, the colours indicate modelled 

oil saturations, and the green arrows indicate the 
dominant hydrocarbon flow direction. 

Figure 15 shows results calculated for 25.2 Ma. 

At this point in time, oil is already filling the 

structure, and hydrocarbons are being swept to the 
southwest by compaction waters escaping through 

the thin overlying shale section that seals the 
western portion of the discovery. 
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Fig. 13. Cross-section model location, posted on the Base Cretaceous structure map. 
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Fig. 15. Hydrocarbon distribution in cross-section model, 25.2 Ma. 

Fig. 16. Hydrocarbon distribution in cross-section model, 10.5 Ma. 
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Fig. 17. Hydrocarbon distribution in cross-section model, present day. 

At 10.5 Ma, shown in Fig. 16, the Fulmar sand is 

thoroughly oil saturated, and a capillary seal breach 
has occurred, allowing hydrocarbons to escape into 

younger sections. 

The calculation for the present day, shown in Fig. 
17, shows the process continuing and significant 
quantities of hydrocarbons leaving the Jurassic and 

migrating into the Cretaceous and Tertiary. 

The escape of hydrocarbons from the Jurassic is 

a feature of the model which permits direct 
comparison with geologic observations. In the 
model, hydrocarbons escape via a capillary seal 

failure, precipitated by the escape of compaction 
waters. Since the western portion of the field has 
not retained a sufficient hydrocarbon column to be 

controlled by capillary seal, it is likely that the 

actual seal failure was more catastrophic, but may 
have been preceded by a capillary breach. As 
discussed below, the timing of the modelled 

capillary seal failure agrees well with independent 
estimates of seal failure timing. 

Geological observations 

Together, these two flow models depict a scenario 
in which hydrocarbons migrate rapidly from the 

syncline into the trap, and then subsequently leak 

through the capillary seal where the overlying shale 
sequence is thinnest. This scenario is supported by 
several observations. 

First, a seismic 'gas chimney' is interpreted to 
exist over the western portion of the discovery. 

Figure 18 shows the chimney on a SW-NE line 
from a 3-D seismic survey made over the area. The 

discontinuous reflectors and incoherent seismic 

data indicate the area in which hydrocarbons are 
thought to be migrating. In such seismically 

disrupted zones, ray paths become distorted due to 
gas saturation and fracturing in the Cretaceous 

chalk and other porous strata. We have mapped out 
the location of this chimney. Its plume-like areal 

distribution and the location of the example seismic 
line are shown on Fig. 19. 

Several observations from authigenic cements 
also support this scenario. The cross-section in Fig. 

20 shows wells and depths from which cores were 
taken and analysed. Fluid history analysis from 
cements can follow several lines of reasoning. 

Differences in cement paragenesis between hydro- 

carbon-saturated and water-saturated rocks can 
offer clues to trap fill timing. Trap fill timing can 

also be deduced from analysing hydrocarbon and 
aqueous fluid inclusion homogenization temper- 

atures and comparing these temperatures with 
calculated thermal history. To work effectively the 

fluid inclusion technique requires four components: 

(a) a conventional or rotary sidewall core sample; 
(b) detailed petrography, along with measurements 

of fluid phase behaviour conducted with a 
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Fig. 18. Seismic chimney over western portion of discovery. 

special heating and freezing stage attached to a 
petrographic microscope; 

(c) an estimate of the inclusion fluid compositions 
and their pressure, volume, temperature 

behaviour; 
(d) an estimate of the temperature-pressure history 

of the rock from burial history analysis. 

A discussion of these techniques is given by 
Goldstein (1994). Analysis of hydrocarbon fluid 
inclusions in the #3 and #6 wells, along with 
cement paragenesis indicate that a significant 
hydrocarbon accumulation must have existed at the 

discovery location by 30 Ma. 

The timing of seal failure, in the western portion 
of the field, is constrained by an analysis of the 
K-Ar ages of diagenetic illite. K-Ar ages from 
diagenetic illite can be used to estimate the time of 
hydrocarbon emplacement. The technique requires 
recognition that diagenetic illite can exist in two 
phases. First, a mixed layer smectite-illite phase 
resulting from the smectite-illite transition for 
which reaction kinetics are known, and, second, a 
fibrous illite phase. Formation of the fibrous illite 
phase is impeded by the presence of hydrocarbons, 
and it is therefore commonly assumed that the age 
of the finest fraction of diagenetic illite approxi- 
mates the timing of hydrocarbon emplacement. The 
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Fig. 19. Areal distribution of seismic chimney. 
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technique is discussed in detail by Hamilton et al. 

(1992). 

In this case the tendency of hydrocarbons to 

inhibit fibrous illite growth was used to estimate the 

time of trap failure in the western part of the field. 

Illite ages were measured on core samples from 

wells #1, #2, and #6. The ages reflect an increase in 

the abundance of fibrous illite in well #2 which 
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Fig. 21. Geochemistry of Jurassic and Tertiary hydrocarbons. 

occurred after the seal was breached in that area 

and the hydrocarbons escaped. The increase in 

fibrous illite abundance allows us to estimate that 

the seal failure occurred more recently than l0 Ma. 

At this time the formation pressure had likely 

climbed to approach the fracture gradient. 

Finally, hydrocarbon fluid inclusions were also 

found in a Tertiary reservoir penetrated by the #7 

well, east of the cross-section illustrated in Fig. 20. 

These inclusions indicated that a significant hydro- 

carbon accumulation was reservoired in the 

Tertiary as early as 10 Ma, probably coincident 

with the seal breach. This is also the timing of 

hydrocarbon charge for a number of other Central 

North Sea Chalk/Tertiary fields. 

To confirm that the hydrocarbons reservoired in 

the Tertiary originated in the Jurassic, there are a 

number of geochemical similarities between the 

two hydrocarbons. Figure 21 shows whole oil gas 

chromatagrams of both the Tertiary and Jurassic 

condensates. In addition to the general similarity of 

the GC traces, the pristane/phytane ratios, and the 

carbon isotope measurements show close corres- 

pondence between these hydrocarbons. 

In addition, the Jurassic hydrocarbons are 

interpreted to be slightly more mature than the 

Tertiary hydrocarbons, since several biomarkers 

are absent from the Jurassic condensate. It is 

likely that hydrocarbons remaining in the Jurassic 

have continued to mature and crack after the 

escape of some hydrocarbons to the Tertiary, given 

the present Jurassic reservoir temperature of 

335 ~ 

Conclusions 

This study leads us to both general observations 

and site-specific conclusions. 

In the case of reservoir-quality migration 

conduits with permeabilities of 1.0 mD or more, 

secondary migration can be effectively instan- 

taneous on a geologic time-scale. The volume of 

rock contacted by hydrocarbons can be quite small. 

Additionally, low permeability silts, with permea- 

bilities in the range of 0.01 to i.0 roD, can serve as 

effective migration conduits. The volume of rock 

contacted by hydrocarbons in silty carrier beds will 

be larger. Migration losses can be expected to vary 

directly with the volume of rock contacted. 

More specific to this site, cross-section model- 

ling suggests that capillary seal failure initiated the 

escape of hydrocarbons from Jurassic to Tertiary 

reservoirs. This correlation between hydrocarbons 

reservoired in the Jurassic and Tertiary is supported 

by the presence of a seismic chimney and geo- 

chemical similarities between the two hydro- 

carbons. 

Finally, analysis of authigenic cements supports 

modelled reservoir fill timing and seal breaching. 

These data enable models to be 'history matched' 

to both drilling results and migration timing 

constraints. 

The work described in this paper was undertaken at 
Exxon Production Research in Houston. The authors 
would like to thank both Exxon Production Research and 
Esso Exploration and Production UK Ltd for their support 
of this work and for permission to publish the results. 
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Abstract: The primary objective of this paper is to demonstrate the successful application of 
maturation modelling using velocity-based thermal conductivity in the whole cycle of 
hydrocarbon exploration (frontier, developing and mature) on the Halten Terrace, Offshore 
Norway. This seismic geochemical method, used as a critical technique for selecting a favourable 
block in the early stages of exploration in the early 80s, enabled Conoco and its partners to make 
the first oil discovery and the subsequent discovery of the giant Heidrun Field in the area north 
of the 62nd parallel. 

Additional data (modelled and measured) on the thermal conductivity and Ro values are now 
available, and provide an excellent opportunity to compare the original (pre-drilling) basin 
models and related modelled results of the early 80s with 1990s (post-drilling) state-of-the-art 
data and models. The results of the comparative study indicate that the velocity-based 
conductivity compares very well with measured data, particularly in an overpressured area where 
conventional porosity (modelled) based thermal conductivities were inadequate. The pre-drilling 
predicted values of heat flow, geothermal gradient and vitrinite reflectance (based on Arrhenius 
equation) and oil window limits also compared favourably with post-drilling measured results. 
Thus, the method of calculating thermal conductivity from seismic data provides a useful tool to 
integrate geochemistry and geophysical (seismic) data, to calibrate maturation models, and to 
enhance the value of geochemistry and basin modelling in hydrocarbon exploration. 

Basin modelling has been used for more than 

fifteen years in oil exploration. However, most of 

the applications reported in the literature are 

confined to a post-drilling evaluation of oil/gas 

prospects that are often of secondary importance 

once a discovery is made. For this reasons there are 

still some sceptics among exploration managers in 

the oil industry about the role and application of 

basin modelling or related geochemical techniques 

in a frontier area where the well data required for 

sophisticated basin modelling are absent or scarce, 

and where the chance of making a major discovery 

is greater than in a developed area. Perhaps if we 

can demonstrate a successful application of geo- 

chemistry and its related basin modelling tech- 

niques that lead to a major oil discovery, explor- 

ation managers and others could be convinced of 

the usefulness of basin modelling. With that goal in 

mind, this paper documents a case history of our 

successful use of seismic data. These data were 

often the only data available, in maturation 

modelling during the early phase of the exploration 

of the Halten Terrace in the Mid-Norway 

Continental Shelf in the early 1980s. 

The Halten Terrace has a simple burial history 

and geologic setting (Heum et al. 1986), therefore, 

it is an ideal setting to test basin modelling con- 

cepts. Another objective of this paper is to compare 

the pre-drilling modelled data with post-drilling 

measured and modelled data, and to discuss the 

significance of comparative studies in both oil 

exploration and basin modelling. The post-drilled 

data in this paper includes not only measured 

maturity levels but also modelled results from 

publicly available modelling programs such as the 

Ytikler program (Yiikler & Welte 1980) and 

BasinMod. The predicted data used in this compar- 

ative study were published by Leadholm et al. 
(1985). 

Primarily, however, the objective of this paper is 

to demonstrate that velocity-based thermal conduc- 

tivity can be one of the best parameters to calibrate 

Ho, T. T. Y., JENSEN, R. E, SAHAI, S. K., LEADHOLM, R. H. & SENNESETH, O. 1998. Comparative studies of 
pre- and post-drilling modelled thermal conductivity and maturity data with post-drilling results: implications 
for basin modelling and hydrocarbon exploration. In: DfJPPENBECKER, S. J. 8~ ILIFFE, J. E. (eds) 
Basin Modelling: Practice and Progress. Geological Society, London, Special Publications, 141, 187-208. 
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temperature for basin modelling. This is important 

because recent work by several workers (Chapman 

et  al. 1984; Waples & Kamata 1993; Wangen & 
Throndsen 1994; Zwach et al. 1994) indicated 

some problems in the method used to calculate 

thermal conductivity by conventional basin 
modelling packages. Waples & Kamata (1993) 

showed that all of the porosity models used in the 
existing public domain basin modelling packages 

incorrectly calculate the porosity that is, in turn, 

used conventionally to calculate thermal 
conductivity. A similar problem was pointed out 

earlier by Chapman et  al. (1984) in their work on 
heat flow in the Uinta Basin. In addition, Wangen 

and Throndsen (1994) show that 1-D modelling of 

thermal conductivity by conventional modelling is 

inadequate because it fails to honour the effects of 
water flow and overpressure. Recently, Jensen & 

Dor~ (1993) and Zwach et  al. (1994) demonstrated 

that hydrocarbon saturation, which is neglected in 
the conventional modelling, also significantly 

affects the calculated thermal conductivity based on 

a conventional method. These problems in the 
calculated thermal conductivity significantly effect 
basin modelling results because the calculated 

porosity is used to calculate thermal conductivity. 
Using these inaccurate thermal conductivities will 

lead to a significant error in temperature and 

maturity calculations as thermal conductivity is 
approximately an exponential function of porosity 

(see Chapman et  al. 1984; Brigaud et  al. 1990). 

The importance of accuracy in calculated 
thermal conductivity is illustrated in the spider 

diagram (sensitivity graph) shown in Fig. 1. The 

diagram depicts the sensitivity of modelled Ro 
values to various input parameters. The parameter 

values are similar to those found in the study area 
(see Fig. 1). Fig. 1 shows that the modelled Ro 

value is very sensitive to any error in thermal 

conductivity (k), in particular when the k value is 

under-estimated. For example, a 20 % decrease in k 
resulted in an increase of more than 30 % in the 

modelled Ro value; in contrast a 20 % increase in K 
value caused only a 20 % decrease in modelled Ro 

value. This aspect of parameter sensitivity will be 
discussed later. 

In this study we will concentrate our discussion 

on 1-D maturation modelling rather than on the 

sophisticated integrated basin modelling which has 
become popular in the last five years, and is more 

applicable to well-explored basins. Why do we 

restrict our attention only to 1-D maturation 
modelling in this study? Firstly, in frontier 

exploration, as a rule, we do not have the luxury of 
having subsurface geological and geochemical well 

data (such as fluid properties, kinetic parameters, 
etc.) for elaborate basin modelling involving 

reaction kinetics and fluid dynamics such as carried 

out recently by Ungerer et  al. (1990) and Forbes et 

al. (1991) in the SmCrbukk SCr Field of the Halten 
Terrace. Often the only data available in frontier 

areas are suitable only for maturation calculations. 

Fig. 1. Spider diagram showing the sensitivity of computed Ro value to various input parameters. The following 
control values were used in a base case in the modelling to construct the diagram: heat flow of 1.5 HFU, geothermal 
gradient of 31.25 ~ km -1, matrix and water thermal conductivities of 4.84 and 1.45 mcal cm -1 sec -1 ~ 
respectively, porosity of 18 %, age of 200 Ma, and depth of 6100 m (20 000 ft). 
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Secondly, maturation modelling is basic to the 
subsequent modelling of oil generation/preser- 

vation, migration and accumulation, because it 

provides the proper temperature calibration 

necessary for the subsequent modelling of hydro- 
carbon generation, migration and entrapment. The 
importance of temperature was demonstrated 

recently by Hermanrud et al. (1990). They showed 

that temperature is one of the most sensitive 
parameters effecting the outcome of integrated 

basin modelling related to the calculation of 

possible reserves. A similar conclusion related to 
hydrocarbon-generation modelling was reached by 

Cao & Lerche (1990). 

History of hydrocarbon exploration in the 

Halten Terrace 

Drilling on the Haltenbanken started in 1980, as 

one of the first ventures north of the 62nd parallel. 

This venture was not a commercial success until the 
third well in 1981 that led to the gas-condensate 

discovery in the Midgard Field (Ekem 1987). This 
disappointing initial venture was attributed mainly 

to immature Jurassic source rocks (Hollander 1982; 

Ronnevik et al. 1983; Campbell and Ormassen 

1987). The situation changed after the first oil 
(condensate) discovery in well Statoil 6407/1-2 (in 

the present Tyrihans Field). The discovery was 
made by a consortium of four oil companies of 

which Conoco was a member. This milestone was 

very significant because it sparked the oil industry's 
interest in the area, and because it was the first oil 

ever discovered north of the 62nd parallel in the 

Norwegian Sea (Vielvoye 1984; Leadholm et al. 

1985; Whitley 1992). Since this first oil discovery 

there have been seven major oil fields found 
(Larsen & Heum, 1988; fig. 2). From the standpoint 

of basin modelling, this first oil discovery is 

significant because it could be one of the very few 
examples of the early and successful applications of 

basin modelling techniques in a frontier area. 
Conoco used the seismic-geochemical method 

in our 'crude' basin modelling technique developed 

in 1982 (Ho & Sahai 1982) to select this prospect 

(coded as prospect C then) during the 5th Round 
License Application (see Whitley 1992). This 
initial maturation modelling was further refined and 

applied in 1983 to a large scale maturation 
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Fig. 2. Geological setting and the distribution of oil/gas fields on the Halten Terrace. 
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modelling of Offshore Norway during the 8th 

Round License Application in 1983; the work was 

published later by Leadholm et al. (1985). This 
expanded work involved mapping of calculated Ro 

values on time-structure maps. The work led to our 

selection of Block 6507/7 that resulted in the major 
discovery of about 750 MMB of recoverable oil in 

the Heidrun Field (Leadholm et al. 1985; Koenig 
1986; Whitley 1992), the largest oil field north of 

the 62nd parallel. For these reasons our discussion 

in this paper will focus on the work in these blocks 
to illustrate the points just mentioned. 

Br ie f  geological setting and related 

background information 

Detailed descriptions of the structural, stratigraphic 

and geological history of the Halten Terrace have 

been published by Bukovics et al. (1983), 
Hollander (1984), Bukovics and Ziegler (1985), 

Heum et al. (1986) and Dor~ (1991). A summary of 

the geological history of the area is available in the 
paper by Larsen & Heum (1988) and Jensen & 
Dor6 (1993). Of course such comprehensive 

information on the geological setting was not 

available at the time the prospects discussed here 
were evaluated for the lease applications in 1981 to 
1983. Only sketchy geological data such as those 

published by Hollander (1982) and gross 

stratigraphic information by Ronnevik et al. (1983) 

were available for correlating to a seismic section 

during the 5th Round. Naturally, more well data 
were at our disposal (from six wells) during the 8th 

Round in 1983 for mapping as were Ro values 
calculated from about 100 seismic data points 

(Leadholm et al. 1985). 
The Halten Terrace (see Fig. 2) is located 

between the 64th and 66th parallel north, and 

between six and eight degrees east longitude. 
Physiographically, it is bounded to the west by the 

Sklinna High (West Haltenbanken High) that 

makes a gradual transition into Nordland Ridge to 
the north. On the east side it is separated from 

Tr0ndelag Platform by the Vingleia and Bremstein 
Fault Complexes. The south margin is marked by 

the deeply subsided Sklinna High that separates 
the terrace from the deep MOre Basin to the south- 

west. 
The major source rocks (Spekk Formation and 

Aare Formation of the Bgtt Group shown in Fig. 3) 

on the Halten Terrace were deposited mainly during 

the Jurassic. The sedimentary basin that hosts these 
source rocks in the Halten Terrace was formed by a 

regional passive subsidence during Late Triassic to 
about middle Jurassic time. This slow subsidence 

was followed by rapid subsidence induced by an 
east-west rifting during upper Jurassic time and by 
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Fig. 3. Generalized Halten Terrace lithostratigraphy. 
(After Jensen & Dore 1993). 

a north-south right lateral wrenching during Early 

to middle Cretaceous (Larsen & Heum 1988). The 
regional subsidence was reactivated during the late 

Cretaceous and Tertiary. During the Pliocene rapid 

sedimentation due to westward shelf progradation 
was induced by the uplift of the Fennoscandian 

shield. This resulted in deposition of up to 1000 m 

of clastic sediments (Heum et al. 1986, Larsen & 
Heum 1988). The sedimentation history is 
graphically represented in Fig. 4. The figure shows 

the burial history of the potential source rocks, the 

Jurassic Spekk Formation and Aare (or Are) 

Formation (Bht Group) in well Statoil 6407/1-2 
located in the Tyrihans Field. 

Method 

Thermal conductivity and related thermal 

parameters  

The basis of our early basin modelling on the 
Halten Terrace was the derivation of thermal 

conductivity from seismic interval velocity (Ho & 

Sahai 1982; Leadholm et al. 1985). This method is 
based on the empirical relationship between 



PRE- & POST-DRILLING DATA COMPARISON 191 

8O0 - 

o 
o 

1600-  

~ 2400 - 

D 

~ 3200 - 

4000 

210 

.60% Re 

180 150 120 90 60 30 0 

Age (Ma) 

Fig. 4. Burial and maturation histories of Spekk and Aare Formations in well 6407/1-2 (Tyrihans South). 

thermal conductivity and interval velocity derived 

from the data of Goss et al. (1975). The relationship 

is justified by the theoretical functional relationship 
between thermal conductivity (k), sonic velocity (v) 
and molecular spacing (6) based on the liquid 

phase. Mathematically, the relationship is: 

k = (2Rv) 
62 (1) 

where R is the universal gas constant; and 6 = 

(m/p)l/2, where m is molecular weight and zc is 

density (see Brigman 1949; Isaacs 1981). This 
classical work by Brigman (1949) implies that there 

is a similar mechanism for the transference of heat 
energy and of compressive wave through a liquid. 

Note that according to eqn (1), the thermal 

conductivity of a solid is greater than that of the 
corresponding liquid (see Isaac 1981). 

In our study we used stacking velocities (interval 
velocities) wherever sonic velocities were not 

available. In the study area, the interval velocities 

based on stacking and sonic log differ by less than 

5 % for depth less than 2 km and less than 25 % for 
deeper section (>2 km). The calculated conduc- 

tivities were combined within a stratigraphic unit to 
estimate a weighted average conductivity (thick- 

ness-weighted harmonic mean) for a given 
stratigraphic unit. In the post-drilling study, we 

used well logs to calculate interval velocity from 

sonic velocity, and to calculate interval geothermal 

gradient. The gradient was derived from well-log 
bottom-hole temperature corrected using the AAPG 

method for correcting temperature to equilibrium 

conditions (Kehle 1973). Drill-stem test temper- 

atures were also used in the temperature gradient 
calculation wherever the data were available. 

Geochemical analysis 

Well cuttings and cores were collected during the 
second phase of modelling in the mid 1980s to be 

described later from five wells in the surrounding 

area for vitrinite reflectance analysis. The samples 

were also measured for quantitative fluorescence to 
determine equivalent Ro values (Thompson-Rizer 

& Woods 1987). These maturity data were then 
combined with Ro data measured in the late 1980s 

to the early 1990s by six other laboratories for 
samples from nine wells in the study area. We used 

about four core samples from the Spekk Formation 

and six samples of Aare coal and sediments from 
the Heidrun Field for Rock-Eval analysis and for 

kinetic analysis by our in-house time slice pyrolysis 

gas chromatography method. These kinetics related 

data were used for an independent validation of the 
maturity data (vitrinite reflectance and oil/liquid 

window). The kinetic analysis is out of the scope of 
this paper and will be treated in another paper in the 
future. 

Theoretical basis for maturation modelling 

Since the introduction of the TTI method by 
Waples (1980), who derived the time-temperature 
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index from the original empirical scheme of 

Lopatin (1971), several methods based on the same 
principle have appeared in the literature (Royden et  

al. 1980; Welte & Yiikler 1981; Middleton 1982). 
This empirical approach is based on the old idea 

held by physical chemists (see for example, Pauling 

1945) that reaction rate doubles with every increase 
of 10 ~ in temperature. The application of this rule 

of thumb to organic maturation has been questioned 

by several geochemists (Tissot et  al. 1987; 
McKenzie & Quigley 1988; Wood 1988; Larter 

1989; Burnham & Sweeney 1989; Sweeney and 
Burnham, 1990). Recently, Waples et al. (1991) 

also documented the inadequacies of the TTI 

method and concluded that the TTI method should 

be replaced with a kinetic-based method. 
In 1982 we developed a computerized matur- 

ation model based on the Arrhenius equation. This 
program is called REMOD; its application in 

various settings was discussed by Leadholm et al. 

(1985), Dembicki & Pirkle (1985), McLimans 

(1987) and Daines et  al. (1990, 1991). 
Our kinetic-based model has the following 

general form: 

lnRe = a + b �9 In EXP ( -E / (RT( t ) ) )d t  (2) 
o 

T(t) = To + q �9 t (3) 

q = dT /d t  (4) 

where Re is the estimated (theoretical) Ro value; a 

and b are constants, in which b is related to the 

Arrhenius constant); E is activation energy in 
cal mol-1; R is the universal gas constant (1.987 

cal Kelvin -l mol-J); T(t )  is the subsurface 
temperature in Kelvin at time t (in Ma); To is the 

initial temperature (in Kelvin K); and q is heating 

rate in K Ma -l. Note from equation (3) that we 
approximate palaeotemperature by a linear equa- 

tion instead of quadratic form as proposed by 

Lerche et al. (1984). We prefer the linear approxi- 
mation because so much uncertainty is associated 

with palaeotemperature, in particular in a case 

involving a frontier area. 
The time-temperature integral f(EXP(- 

E/ (RT( t ) ) )d t )  in equation (2) is similar to that 
published by Wood (1988). However, there are 

several differences in our approach compared with 
that of Wood (1988). The primary difference is that 

we used an average value of activation energy 

derived from about 80 vitrinite reflectance values 
instead of using an assumed activation energy 

based on laboratory experiments, as reported by 

Wood (1988). These Ro values are based on 
samples from 13 wells, worldwide, with known 

burial histories and present subsurface 

temperatures. The well data (formation age and 

surface and subsurface temperatures) along with 
measured Ro values were input to a computer 
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Fig. 5. Numerical optimization of pseudo-activation 
energy required for the maturation model used in 
REMOD. 

program containing eqs (2) and (3) to search for an 

optimum value of activation energy by a least 
squares method that minimized the errors between 

calculated and observed Ro values. This one 

dimensional search, shown in Fig. 5, results in an 
optimum value of activation energy (E) of 30 

kcal mo1-1. This derived activation energy value is 

lower than those based on artificial laboratory 

maturation methods (for example, a value of 52 
kcal mo1-1 was used by Wood (1988)). For this 

reason, our calculated value of activation energy 

can be regarded as pseudo-activation energy as 

suggested by Waples (1985) because it results from 
the mathematical averaging of several values of 

activation energy values as discussed by Jtintgen & 
Klein (1975). We believe our pseudo-activation 

energy derived from the field data is mathe- 
matically and chemically reasonable at this stage of 

our understanding about the formation of vitrinite. 

This is because the process involves complex 
physico-chemical processes that are difficult to 

represent as multiple parallel reactions proposed by 

Burnham & Sweeney (1989) (see also Ungerer 
(1993) and Waples (1994)) The other major 

difference is: we used two regression equations in 

the form of equation (2) instead of the one equation 
used by Wood (1988). The numerical values for the 

constants in the equations are presented in Table 1. 
These two equations are used to represent sequen- 

tial reactions to accommodate different maturation 

rates during diagenetic (Equation A in Fig. 6) and 

catagenetic (Equation B in Fig. 6) stages, and to 
compensate for a difference in Arrhenius factors in 
the two stages. Thus, our approach is different from 
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Table 1. Numerical constants used in the kinetic 

modelling of vitrinite maturation 

Maturation E a b 
Stage* (cal mo1-1) 

Diagenetic 
(Eqn A) 30000 2.198 0.072 
Catagenetic 
(Eqn B) 30000 4.667 0.137 

* use eqn 2 when time-temperature integral (in 
logarithm) is -37.985. 

those of Wood (1988), Tissot & Espitalib (1975), 

Espitalib et al. (1991) and Burnham & Sweeney 

(1989) who treat the formation of vitrinite in 

multiple parallel reactions. 

Computed Ro values based on our model were 

compared with measured valued from several wells 

in nine basins worldwide. The results showed that 

the computed values are within _11% of the 

measured values and that the model can predict the 

top of the oil window to within 120 m of the 

expected depth. The latter is consistent with the 

result of Javie (1991) who showed that the 

analytical error of _+2 kcal mol -t commonly associ- 

ated with kerogen kinetics leads to _+120 meters 

error in the estimate for the top of the oil window. 

M o d e l l i n g  o f  t h e r m a l  a n d  m a t u r a t i o n  

h i s tor ie s  on  the  H a l t e n  T e r r a c e  

Tissot & Welte (1987) discussed the applications of 

geochemistry and related basin modelling 

techniques in oil exploration, and categorized the 

exploration programme into three stages based on 

the availability of well data. Similarly, the pro- 

gramme of exploration can be classified according 

to the applicability of basin modelling (see Ho et al. 

1992). 
The first phase can be called the hypothesis- 

testing (or concept building) stage. At this stage an 

explorer has to establish a conceptual model about 

the geologic and geochemical make-up of a basin 

based on the testing of plausible models using 

mainly seismic data, with very limited well control. 

The second phase of exploration can be identified 

as the model-calibration stage, because there are 

sufficient well data at this level of exploration to 

fine-tune the models established in the first stage. 

The third phase of exploration programme can be 

recognized as the 'problem-solving' phase. This 

stage of basin modelling in exploration can be used 

as a trouble-shooting tool to solve some geological, 

geochemical and fluid flow problems in a well- 

explored, mature basin using well-established 

models. In other words, it can be used in a manner 

analogous to the reservoir simulation models used 

by engineers. However, since uncertainties in 

parameters (in particular those related to oil 
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migration) still exist even in a mature basin, its use 

as a problem-solving tool is limited to semi- 

quantitative or qualitative analysis at present. In 

spite of this limitation, Ungerer et al. (1990) 

presented a good example of the third stage of basin 

modelling. Ungerer et al. (1990) applied two- 

dimensional basin modelling techniques to better 

understand hydrocarbon leakage in the SmCrbukk 

Field in the Halten Terrace. Their modelling results 

showed that the development of fracture due to 

overpressuring in the northern structure in this field 

was responsible for the leakage; hence 6506/12-4 

was a dry hole. 

In this paper we will give a case history of our 

applications of maturation modelling in the full 

cycle of Halten Terrace exploration (frontier, 

developing and mature stages) that started in the 

early 1980s. Even with this full cycle, we recognize 

that our model is not complete, and will continue to 

undergo transformations as new data and 

techniques become available. 

First stage: hypothesis-testing or concept- 

building (The 5th Licensing Round) 

The maturity of potential upper Jurassic source 

rocks and the location of the oil window were the 

major problems encountered in the early 80s by 

explorers working in the Halten Terrace. This was 

particularly important because the Midgard gas 

discovery indicated immature upper Jurassic rocks 

(Hollander 1982; Ronnevik et al. 1983; Campbell 

& Ormassen 1987). Therefore, maturation 

modelling became a critical part of the exploration 

programme, and was a major objective of our basin 

evaluation during the 5th Round of License 

Application in 1982. 

Prior to the 5th Round, only the Midgard Field 

had been drilled. The data from this area were, as is 

common in the industry, kept tight by the operator. 

Consequently, we had to rely heavily on seismic 

data during this concept-building stage of basin 

modelling. To carry out this work we used the 

seismic-geochemical techniques outlined in Ho & 

Sahai (1982) and Leadholm et al. (1985) to derive 

geothermal gradients for three prospective 

structures coded as Prospects A, B and C. These 

publications show that thermal conductivity can be 

estimated from interval velocity. Table 2 gives the 

results of this calculation for Prospect C. These data 

are significant, because Prospect C was the only 

structure associated with a mature oil kitchen; the 

other prospects available for lease at that time were 

found to be less mature or immature. 

As shown in Table 2 an assumed heat flow value 

of 1.5 HFU was used in the calculation of average 

geothermal gradients. This heat flow value was 

Table 2. Geothermal gradients estimated from the 
velocity-based thermal conductivity for Prospect C in 
the 5th Round 

Thermal properties 
Location 

On-structure Off-structure 

Heat flow (HFU) 1.5 1.5 
Thermal conductivity 
(mcal cm -2 S -1 ~  3.97 4.34 
Geothermal gradient 
(~ km -1) 37.78 34.56 

taken from what was thought to be the value in an 

analogous basin, the Central North Sea. The 

Central North Sea was used for this purpose 

because the heat flow profile in the Central North 

Sea is available in the literature (Evans & Coleman 

1974; Evans 1977; Tothet al. 1981). This approach 

based on tectonic analogy, is further supported by 

the similarity of a heat flow value of about 1.1 HFU 

on the east side of the Central Graben, near the 

coast, to a heat flow value of 1.14 HFU observed in 

an analogous area on the east side of Trondelag 

Platform (Swanberg et al. 1974). Additionally, the 

estimated value is close to the average global heat 

flow of oceanic crust (Turcotte & Schubert 1982) 

which, in our opinion, was the best estimate, at that 

stage of our understanding, for the thermal regime 

in the Halten Terrace. 

The estimated thermal conductivity data shown 

in Table 2 are the average conductivity calculated 

from nine time intervals at Prospect C. They were 

based on the stacking velocities at nearby 

shotpoints. Note in the table that the calculated 

conductivity for the kitchen is larger than that for 

the structure due to a greater compaction and 

pressure in the kitchen (off-structure) than in the 

structure. As a result, the geothermal gradient is 

greater for the structure than for the kitchen. 

The geothermal gradients based on several 

thermal conductivities and velocity-derived depths 

to the tops of Palaeocene and upper and middle 

Jurassic were input to the computer program to 

delineate the possible liquid window in the 

prospective area. The results of this simplified 

modelling are shown in Fig. 7. The modelling was 

done for both the tops of upper and middle Jurassic 

because they were known to be the source rock and 

reservoir, respectively, in the North Sea. At 

Prospect C the liquid window was predicted to be 

between 2200 and 4120 m below the sea floor. The 

source rock, off-structure, was predicted to begin 

oil generation at about 40 Ma (indicated by the 

calculated Ro value of 0.6 %) and was predicted to 

be presently at the light oil or condensate gener- 
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Fig. 7. Burial and maturation histories based on seismic data available in the 5th Round for upper and middle Jurassic 
horizons in Prospect C. 

ating stage as indicated by the calculated Ro value 

of about 1.3 % for the source rock at this location. 

Similarly, the source rock at the structure was 

predicted to be in the oil window (Fig. 7). 

Drilling of Prospect C in 1983 resulted in the 

first oil discovered north of 62nd parallel in the 

North Sea. This is the present southern branch of 

Tyrihans Field. The initial drilling report of a 

condensate discovery (oil gravity of 45 ~ in 

this structure proved our maturation modelling 

prediction of a mature oil-prone source rock in this 

area. It is clear from these results, that it is possible 

to use only minimum data (four seismic horizons 

and stacking velocities), to produce valid and 

reasonably accurate models of maturation. 

Second stage: model-calibration (the 8th 

Licensing Round) 

Further validation of our original concept building 

was carried out during the 8th Licensing Round in 

1983 (see Leadholm et al. 1985). In this second 

stage of model calibration multiple gradients 

derived from velocity-based thermal conductivities 

were used for stratigraphic units instead of the 

single average gradient employed in the previous 

work. Available well data were used to calibrate the 

maturation model used by our computer program 

REMOD. Figure 4 represents the modelling results 

for a well drilled near the prospect C of the 5th 

Round. Note in Fig. 4 that the well data available at 

this stage provided us with the data necessary to 

improve our burial and maturation models. The 

burial history was significantly altered for the 

Tertiary, with rapid subsidence occurring in the last 

five million years, rather than throughout the 

Tertiary as seen in Fig. 7. 

With more data available, the thermal model 

was also modified to more accurately reflect the 

thermal difference between sedimentary layers. For 

example, present-day thermal conductivities of 
2.56, 3.81, 4.06 and 5.8 mcal cm -1 s -1 ~ -1 were 

derived for the Neogene, Palaeocene, upper 
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Jurassic and lower Jurassic sections, respectively, 

for the well with the modelling results shown in 

Fig. 4. Similarly, various heat flows that increase 

westwards were calculated from well data for 

various areas (see Leadholm et  al. 1985). The heat 

flow was calculated by the thermal resistance 

method similar to that of Chapman et  al. (1984). 

After calibrating the maturation model with well 

data so that Re (estimated reflectance) matched 

measured Ro, the measured and calculated values 

were mapped for the top of Spekk Formation (see 

also Leadholm et  al. 1985). A total of 85 measured 

Ro values from 6 wells and 77 calculated Re values 

from 79 seismic shot points was used in the 

mapping (Fig. 8). The mapping shows that the 

maturity increases basinward towards the west side 

of the area due to the increase in burial depth and 

the high heat flow associated with Mesozoic- 

Tertiary volcanic activity in this area (Bukovics et 

al. 1983; Boen et al. 1984). Note also that there is 

a wide zone of mature source rock (defined by the 

0.6 and 1.2 % Re contours) near the centre of the 

mapped area. This fairway marks the location of the 

possible oil kitchen on the Halten Terrace. 

On the basis of this map, Block 6507/7, 

containing the structure marked as Prospect B, was 

selected by Conoco out of nine blocks available for 

lease during the 8th Round in 1983. The block was 

selected because mapping suggested that the 

potential reservoir in Prospect B was fed by a large 

drainage area to the southwest, therefore a possible 

trapping of a large volume of oil generated in the 

kitchen was envizaged. The drilling results in 1985 

validated the idea when a large oil column of about 

300 in was found in the Heidrun structure (Koenig 

1986). It should be noted that the oil-mature zone 

defined in 1983 also encompasses the oil fields 

known at that time or discovered later such as 

Tyrihans and Smorbukk Fields. Furthermore, the 

kitchen in this zone has been thought to be the 

source of oil in the Draugen Field discovered later 

in 1984 (Ellenor & Mozetie 1986). 

To obtain a cross-sectional view of the gener- 

ation window, present depths for the oil and gas 

Hakenbanken 

0 2 0 0 ~  

Fig. 8. Present-day maturation map made for the 8th Round for the top of the upper Jurassic (Spekk Formation). 
Modified from Leadholm et al. (1985). 
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windows, calculated by REMOD for the selected 

shotpoints, were converted to two-way times and 

posted on a seismic section, as shown in Fig. 9. 

Figure 9 shows that the depth to the top of the oil 

window is deeper in the northwest part of the 

section than in the southeast part, and that the 

window gradually increases in width from the 

northwest to the southeast side of the section. This 

is obviously due to a higher heat flow in the west 

than in the east side of the basin as discussed earlier 

(Leadholm et al. 1985). 

Third stage: problem solving (The 13th 

Licensing Round) 

Over sixty wells have now been drilled on the 

Halten Terrace, making this a prime location for the 

third stage of basin modelling - -  problem solving. 

Our increased knowledge has resulted in more 

sophisticated basin models of temperature and 

burial history, such as that shown in Fig. 10. The 

heat flow history in Fig. 10 is based on the 

stretching theory of McKenzie (1978). We used a 

stretching factor (beta) of 1.3 to model heat flow 

during the rifting event in late Jurassic/Early 

Cretaceous time (see Jensen & Dor~ 1993). Note 

that the maximum heat flow used is 1.23 HFU (see 

also figs 1 and 8(A) of Jensen & Dorb (1993)). 

We are now in a position to use these upgraded 

models to determine where we might next expect to 

find either oil or gas. We can also use the available 

data and models to test or compare the accuracy or 

performance of various modelling algorithms, or to 

test the sensitivity of results to various parameters. 

These subjects will be covered in the next sections. 

N W  Rep Line A-A' 
Top ~ R-o ~.~ 

two T ~  t~ure R~ 3.24 
WAY 

1.70 
SE 

Fig. 9. Seismic section showing present-day hydrocarbon generation window in the Halten Terrace area. This section 
is located on the northwest end of the seismic line A-A' in Fig. 8. 
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Fig. 10, Detailed burial, heat flow and maturation histories of the Jurassic sediments on the Halten Terrace. 

To elucidate the significance of the comparative 

studies, measured data and modelled data will be 
compared on the basis of within-well, among-wells 

(i.e. in map view) and among various basin 

modelling algorithms. 

Comparison of pre-drilling models and 

predicted data with the post-drilling 

results 

Measured and computed thermal 

conductivities based on our model: intra-well 

comparison 

Measured values of thermal conductivity for 

sandstone and shale core samples of sandstones and 
shales from five wells in the thermal conductivity 

database of the Rogaland Research Institute of 

Stavanger, Norway were compared with the 

velocity-derived thermal conductivities for the 
same wells and horizons (Fig. 11). There is a good 

agreement between the computed and observed 
values. It should be noted that the Heidrun Area 

sample is the only sample not from the same 

location, but from a point 5 km away. It should be 

further noted that the measured thermal con- 
ductivity is based on a small water-saturated core of 

about 1 ~ (2.54 cm) by 1.5" (3.81 cm). The differ- 

ences in measured and computed values for the five 

wells range from 0.1 to 32.4 % with the overall 

difference of about 16 %. This difference, which is 
close to the 15 % analytical error, is geologically 

insignificant because the available data from well 
samples indicate that thermal conductivity can vary 

by as much as 28 % for the same formation in a 

well in this area. The maximum difference of 

32.4 % (see Heidrun, upper Jurassic in Fig. 11) is 
found in upper Jurassic organic-rich shale. This 

difference could be due to a pressure-temperature 
effect that is commonly neglected in laboratory 

measurements. It could also be caused by a scaling 

problem, because the measured value represents 
'single grain' organic-rich shale as compared to 

bulk conductivity calculated for the whole upper 

Jurassic section in this location. The higher 
modelled value could represent inhomogeneous 

organic (kerogen) distribution in the upper Jurassic 

section of this location. This inhomogeneity in 
mineral grains probably explains a relatively large 

discrepancy in the Midgard data shown in Fig. 11. 

According to the spider diagram shown in Fig. 1, 
this maximum difference (+32.4 % deviation) 

causes an under-estimation of Ro value by 22 % 

that, as will be discussed later, is geologically 
insignificant in most cases. 
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Fig. 11. Comparison of computed and measured thermal 
conductivities. 

Measured computed thermal conductivities 

based on other models: intra-well 

comparison 

Thermal conductivities calculated by other basin 
modelling programmes (Platte River Associates' 

BasinMod and the Ytikler programme) were also 

compared with our modelling results. With the 
exception of the Midgard sample, all the samples 

discussed previously (see Fig. 11) were used in the 
comparison. The results are shown in Fig. 12. 

The figure shows that, in general, all the 

modelled values agree with the measured values, 

with the exceptions of the values in the SmCrbukk 
S0r location. In this location, the measured value is 

almost identical to the value calculated by the 
velocity-based method. However, the values 

calculated by other models (in particular that based 

on the Yiikler method (Ytikler & Welte 1980) for 

the SmCrbukk Scr case are significantly lower than 
the measured value (see Fig. 12). This range of 

difference is geochemically very significant as 
suggested on the spider diagram in Fig. 1, This 
range of error (-30 % to -70 %) could equate to an 

increase in calculated Ro (Re) of 40 % to more than 

100 %. Ehrenberg et al. (1992) and Jensen & Dorb 

(1993) showed that the Smcrbukk SCr Field is 

located in a transition zone where pore pressure 
changes from normal to overpressure (see Fig. 13). 
Therefore, the under-estimated thermal conduc- 

tivity values based on the conventional modelling 

techniques mentioned are attributable to over- 

estimated fluid pressure; hence to over-estimated 
porosity. These inaccuracies of the conventional 
modelling techniques (in particular 1-D technique) 

pertaining to modelling compaction-related 

porosity and pore pressure in an overpressured area 

have recently been discussed widely in the 
literature (Jensen & Dorb 1993; Waples & Kamata 

1993; Hermanrud 1994; Wangen & Trondsen 
1994). 

Measured and computed Ro values based on 

our model: intra-weI1 comparison 

Measured values of vitrinite reflectance of 13 

samples from the Spekk and Aare Formation of 13 
wells were compared with the computed Ro values 

for the same depths in the wells. The results are 

presented in Table 3. The table indicates that the 
differences (in absolute deviation) range from 

about 3 % to 16 % with an average of about 8 % 

that is equivalent to a spread of 320 m. These 
differences are considered to be geologically 

Thermal Conductivity 

mcal/cm/s/~ 

0 1 2 3 4 5 
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6 7 
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Fig. 12. Comparison of computed thermal conductivities based on various methods with measured values. 
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insignificant for two reasons: 

(i) According to Bostic & Foster (1974) the 

maximum differences in Ro values can be as 

high as 20 % for shale and 30 % for sandstone. 

(ii) On the basis of Ro trend with depth, Vik & 

Hermanrud (1991) have recently reported that 
Ro spreads of 200 to 400 m are normally 
observed in the Northern North sea. 

The conclusion based on a 'point-to-point' 

comparison (Table 3) is substantiated by the overall 
trend of increasing Ro value with present depth 

shown in Fig. 14. This theoretical trend, based on 
our modelling at location D59 (Figs 8 and 9), fits 

the trend based on measured data well. Note also 

that both the REMOD and the LLNL models fit the 

measured data well (Fig. 14). The measured data 
are based on about 80 measurements performed by 

six different laboratories for core and cuttings 

samples from 11 wells. Considering remarkable 
inter-laboratory discrepancies in measured Ro 

values reported by Dembicki (1984), and possible 

difference in the types of vitrinite measured 
(Buiskool-Toxopeus 1983; Durand et  al. 1986), the 

scatter in the values is remarkably small. The 

scatter is also partly attributable to variation in 
geothermal history as implied by present geo- 

thermal gradients in the wells studied (see also 

Jensen & Dorb (1993)). In these wells the present- 
day gradients range from 33.94 to 38.85 ~ km -1 

(or 1.84 to 2.13 ~ 100ft). The gradients were 

calculated from well-log and DST (drill-stem test) 
temperatures. This range of gradients was also 

predicted previously in the 8th Round by Leadholm 

et  al. (1985) using the seismic geochemical 
technique described earlier. 

It should be noted that all the modelled Ro values 

were also validated by the kinetic modelling 
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Table 3. Comparison of pre-drilling modelled Re values Depth (m) 
with post-drilling measured Re values 

2000 

Well name Modelled Measured  Deviation 
%Re %Re % 

0.60 0.55 +9.1 
6407/1-2 0.81 0.77 +5.1 

1.13 1.08 +5.0 

6407/1-3 0.80 0.76 +5.3 
1.02 1.05 -2.9 

6407/2-1 0.55 0.48 +14.6 
0.62 0.65 -4.6 

6407/4-1 0.90 0.86 +4.7 

6506/12-1 0.93 0.83 +12.1 
1.27 1.13 +15.5 

6506/12-3 0.85 0.82 +3.6 
1.14 1.10 +3.0 

6507/7-1 0.97 0.83 +3.6 

Average absolute deviation (%) 7.9 

O d ~ o  O Measured R o 

REMOD R o 

~O~ ~ m LLNL R o 

3000 

C tL-. 
4000 4 

5000 
.2 .3 .4 .5 .6 . 7 . 8 . 9  1 2 3 

%R o 

discussed earlier by checking modelled Re values 

with transformation ratios in the manner similar to 

that reported by Forbes et al. (1991) for the Halten 

Terrace. Detailed accounts are out of the scope of 

this paper and will be presented elsewhere. 

Computed and measured Re  values: inter- 

well  comparison in map view 

Our study for the 8th round involved the mapping 

of calculated Re values. Now that we have a suf- 

ficient number of measured Re values to compare 

the early models with the actual data in map view. 

Figure 15 shows the oil generative kitchen 

defined by the 0.6 and 1.2 % Re dashed contours 

for the velocity-based thermal conductivity and 

modelled Re values for present day; the solid 

contours represent the measured Re values. As 

shown in the figure, the maps are remarkably 

similar, deviating only in the deeper portion of the 

basin in the west. This deviation is due in part to 

different method of contouring (i.e. interpolation 

and extrapolation), and, in part, to a better structural 

map. This slight deviation may be a result of an 

insufficient number of data points for measured 

Ros in the deeper part of the basin (see Fig. 15). In 

the northwest corner of the study area where both 

measured and computed 1.2 % Re contours cross, a 

high heat flow is suggested by the study of 

Leadholm et al. (1985), while insufficient 

measured data lends these contours to interpretation 

of other trends (see Fig. 15). 

Fig. 14. Depth versus Re plot based on measured and 
computed values (derived by REMOD and LLNL 
methods) for the Halten Terrace. 

The modelled Re map constructed for the third 

modelling stage (see Fig. 15) was based on the data 

points throughout the basin. As a result, lower 

thermal conductivities that should be expected were 

predicted for areas that became overpressured in 

the last five million years. These predicted values 

resulted in higher maturities in the deep areas. 

Recent work by Jensen & Dor~ (1993) indicated 

that these areas have higher geothermal gradients 

than the shallower areas. Consequently, As shown 

in Fig. 15, the shapes of the oil kitchen fairways 

based on measured and modelled Ros (see also 

Whitley, 1992) are similar to the overpressure 

distribution reported by Jensen & Dor~ (1993) 

(compare also Figs 13 and 15). This similarity 

implies that the velocity-based modelled Re values 

can be used, along with measured values to 

compensate for the uncertainty associated with the 

paucity of well data, to reduce exploration risk. 

A comparison of the oil kitchen maps with the 

distribution of present oil fields shows the 

relationships between the oil kitchen fairway and 

oil/gas fields in this area. As shown in Fig. 16, the 

oil/gas fields are distributed within or near the oil 

kitchen fairway. With our increased geologic and 

geophysical database and the calibrated thermal, 

maturation and hydrocarbon generation models, we 

can now address migration questions with more 



202 T . T . Y .  n o  ET AL. 

.o+o..o f , ;~ o~' ;// 
, - , Modelled R o # i '. ! ; ,  )Z,' / 0 i / 

0 WelILocations ,~ ,''(j (~,. Ollx I 

[ ~.,.;"'/ f ~ .eit?drun 1 \ 
. . . . .  ~ e "  // i ~/I~I ? 

_"$. "~ " o/rg/~./ o ~ ?/: i 
 Ll/o (oj to 

i \umi..'V -~ ,kli 1 , 4 o )  
! ,I ' o , ~I / 

+' / 

k ,  l ,,, (%t  / t ,~,! 
> ) \ ,  '~?k~-~j/~-----I ~ "},;it] ̀ 

? C  I 1 " _ _ _ _ s ,  .... .. , , ,7 . . f l  I ,V i t  ,,. 

W .... ; - I V / I ! Z ~ ~  i 
\ ,  ~ - "  J .f./" I# + 

64<> N i . , 

6 o E  7OE 8OE 

+ 

7 
Fig. 15. Maturity map (based on measured and modelled Ro values) for the top of the Upper Jurassic (Spekk 
Formation) on the Halten Terrace. 

confidence than was possible during the earlier 

stages of exploration. 

Discussion 

Applicability of  maturation modelling in 

frontier exploration using the 5th Round as 

an example 

In the foregoing discussion we focused our 

attention mostly on the 8th and 13th Rounds results 

because we have more field and modelled data for 

comparison than we did for the 5th Round. From 

the standpoint of basin modelling and exploration, 

the 5th Round predictions are interesting and 

important because the modelling was done solely 

on the basis of geophysical data. Therefore, it is 

important to test the reliability of maturation 

modelling based only on seismic data. The 5th 

Round predicted value of 2200 m (measured from 

sea floor), indicated by 0.6 % computed Ro in Fig. 

7 for the onset of oil generation, is about 600 m (or 

21%) shallower than the measured data (see Fig. 

14). This discrepancy is due partly to an error of up 

to 25 % in the interval velocity used in our 

calculation for deeper sections discussed earlier. 

The difference could also be attributed to the 

relatively high heat flow value used in the 5th 

Round - -  1.5 HFU as compared to the present 

value of 1.28 HFU. The spider diagram (Fig. 1) 

indicates that a 15 % decrease in heat flow value 

causes a decrease in modelled Ro value of about 

17 %, and is acceptable for the level of modelling 

carried out in the 5th Round. The difference in the 
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Fig. 16. Relationships between oil kitchen fairway 
(hatched area defined by 0.6 and 1.2 % Ro contours) and 
oil fields on the Halten Terrace. 

depth to the top of the oil window sounds more 

alarming considering the reliability of _+400 m error 

using the kinetic-based method reported recently by 

Nielsen & Dahl (1991) and an Ro spread of 200 to 

400 m at a given depth shown recently by Vik & 

Hermanrud (1994). 

From the standpoint of frontier exploration the 

critical issue is often the presence or absence of a 

mature source rock or oil window. Therefore, the 

exact level of maturity and location of the oil 

window are relatively unimportant at the concept- 

building stage. For instance, at the time of our 

evaluation in 1981 and 1982 the presence of a 

mature source rock on the Halten Terrace was the 

key factor in the selection of prospects (see 

Hollander 1982; Ronnevik et al. 1983); in fact, 

mature source rocks in the deeper western part of 

the Halten Terrace were speculated (Hollander 

1981, 1982, 1984). Therefore, this difference 

becomes a minor issue because the prognosis based 

on the 'crude' maturation model available at that 

time did show (Fig. 7) an oil-mature source rock 

down-dip from the Midgard Field - -  the only 

location with known maturity at that time. The 

source rocks at Midgard were later shown to be 

relatively immature (Elvsborg et al. 1985). 

Reliabi l i ty  and  advantages  o f  using velocity- 

based  thermal  conduct iv i ty  

Thermal conductivity of sediments has been known 

to show a strong correlation with seismic (sonic) 

velocity (Goss et al. 1975; Evans 1977; Houbolt & 

Wells 1980). Recently, this idea has been expanded 

by the work of Vacquier et al. (1988) and Brigaud 

et al. (1990) who use several wireline log 

parameters to correlate them with thermal 

conductivity. All of these well-log based empirical 

techniques give reasonable conductivity values 

because they are explicable on the basis of the 

theoretical mechanism of eqn (1). 

According to the recent publication of Brigaud et 

al.(1990) the well-log based technique has an 

analytical error of about -+20 %. Vacquier et al. 

(1988) indicated an error of _13 %, which is close 

to the value of +10 % reported by Goss et al. 

(1975). Our technique, as mentioned earlier, is 

based on the correlation of thermal conductivity 

measured in the laboratory with sonic velocities or 

interval velocities from well logs reported by Goss 

et al. (1975). These variations in the precision are 

related to lithologic type, porosity, water content, 

temperature, etc. According to the study of thermal 

conductivity carried out by Chapman et al. (1984) 

for three different rock formations in the Uinta 

Basin (Utah, USA), typical conductivity across a 

formation is about 30 %. This variation within a 

formation is very close to the maximum difference 

between the measured and calculated values 

shown for the Halten Terrace samples presented 

in Fig. 11. 

Ho et al. (1991) compared measured and 

velocity-based modelled thermal conductivities for 

10 samples from the Halten Terrace, and found that 

about 90 % of the samples studied have a difference 

of less than 30 %; and 70 % of the samples have a 

difference of less than about 16 %. The results are 

very encouraging for using the interval velocity as 

a parameter for predicting thermal conductivity in 

an unknown area. Of course the differences 

mentioned are only based on limited samples. 

Therefore, we think that more work should be 

carried out to increase the conductivity database, 

thus enabling conductivity mapping for better 

thermal models. More measured conductivity data 

correlated with well logs, which can be very site- 

dependent, will therefore help to establish a 

predictive model for thermal conductivity on the 

Halten Terrace. 

It is well known that the controlling factors of 

thermal conductivity - -  lithology, porosity, water 

content, temperature and compaction - -  are all 

correlatable to seismic velocity, as suggested by the 

Eqn (1). This is why velocity is a good predictor of 

thermal conductivity for problems in exploration 
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and basin modelling as demonstrated by the results 
presented in Table 3. 

There are three other reasons or advantages for 
using the seismic geochemical modelling technique 

in exploration and basin modelling: 

(1) It is a good technique for the interpolation of 

thermal conductivities between wells. Trad- 

itionally, the conductivity used in basin 

modelling has been based on compaction- 
related modelled porosity, or on wireline logs 

(such as proposed by Vacquier et al (1988) and 
Brigaud et al. (1990)). These techniques have a 

disadvantage of being unable to cope with 

changes in lithofacies. This weakness is not 
found in the velocity-based technique used in 

this work because the lateral change in 

lithofacies or even geopressure between wells 
is also reflected in seismic velocity at least in a 

bulk sense. This seismic reflection of lateral 

change in lithology in Offshore Norway, is also 
illustrated in a paper by Gonzalez & Tufekcic 

(1991). In the Halten Terrace the application of 
the seismic geochemical technique is especially 

important as the major control of geothermal 
gradient in this area is due to differences in 

lithofacies (Vik & Hermanrud 1991). 

(2) The velocity-based thermal conductivity can be 
a complementary parameter for calibrating or 

checking thermal conductivity based on calcu- 
lated porosity commonly done by basin model- 

ling computer packages. This is especially 
important in basin modelling because Waples 

& Kamata (1991) reported a considerable 
inaccuracy in calculated porosity based on the 
simple compaction models found in most 

computer packages on the market and in the 

literature. The uncertainty in porosity is not the 

only problem inherent in this conventional 
method; there are also problems in duplicating 

lithologic composition, water flow (see 
Wangen & Trondsen (1994)), water saturation 

(see Jensen & Dor6 (1993) and Zwach et al. 
(1994)) and compaction within a well using 
existing basin modelling techniques. These 

rock properties are also reflected in the seismic 
velocity; therefore, the velocity-based con- 

ductivity represents subsurface conditions 

relevant to thermal conductivity better than 
those based on calculated porosity. 

(3) The seismic geochemical modelling technique 

described here can be a link between geo- 
chemistry and seismic techniques to enhance 

the value of organic geochemistry. This is 
because the technique enables geochemists to 

translate geochemical concepts into the seismic 

language used and understood by most 
explorers. Traditionally, geochemistry has been 

used as post-drilling technique for trouble 
shooting or prospect evaluation. Therefore, it is 

not viewed as being as valuable as the seismic 
method because the latter has an advantage of 

being used without well data, thus, allowing 

explorers to select a prospect ahead of their 
competitors - -  a vital exploration strategy in a 
major oil company. 

Geochemistry also has a lesser role in the 

traditional exploration decision making process 
because once oil is found, subsequent 

evaluation based on well data (including 
geochemical data) becomes a minor task 

relative to pre- drilling work. Shell Oil 

Company reports that geochemistry helped to 
improve the forecasting efficiency by about 

35 % over traditional methods of finding 
structures by the seismic method (Murris 1984; 

Sluijk & Parker 1986). This reduction of 
exploration risk due to geochemistry has also 

being expressed recently by Amoco (Leonard 

1989). Hence, inclusion of the seismic geo- 
chemical modelling technique in front-line 
operations for exploration will, without 

question, further enhance the value of geo- 
chemistry by enabling explorers to apply 

geochemistry in frontier areas where the 

chance of making a major oil discovery is 

better than in developed areas as is demon- 
strated in this work. 

Limitation of  the seismic method for 

calculating thermal conductivity 

The seismic geochemical techniques described 
have some limitations. Some of these drawbacks 

are related to the quality of seismic data. They are 

more applicable to marine environments land 
because onshore environments are more prone to 

static noise problems than offshore environments. 
The other problem relates to the difference in 

velocity profiles from different operators. One way 

to overcome these problems is to use velocities 
from sonic logs whenever it is possible to do so. 

The other limitation of this velocity-based 

technique is that it is applicable mainly to the 
modelling of the present-day oil window as it 

calculates only present-day thermal conductivities. 

In this connection, this shortcoming is not a 
problem in the Halten Terrace because, as discussed 

earlier (see Figs 4 and 10), the rapid subsidence, 

that is responsible for the major hydrocarbon 
generation in this area, has continued to the present 

time for the past 5 Ma. In other words, this 

technique is most applicable to an area with a late 

major thermal or subsidence event in its geological 
history. How to carry the velocity-based thermal 
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conductivities back through t ime is a research 

problem to be dealt with in the future. 

C o n c l u s i o n  

We have demonstrated in this paper the successful 

application of  seismic geochemical  modell ing in 

early stages of  oil exploration. This velocity-based 

calculation of  thermal conductivity from seismic 

stacking velocities,  enabled us to predict  the 

presence of  a mature source rock on the Halten 

Terrace. This prediction was later substantiated by 

drilling and subsequent maturation and thermal 

conductivity measurements;  thus confirming the 

reliability of  our methodology. 

Our study shows that seismic geochemica l  

modell ing is a useful tool for frontier exploration 

and is also a potential tool to complement  the 

convent iona l  me thod  of  calculat ing thermal  

conductivities for basin modell ing in both frontier 

and developed areas. This method  provides a 

means to integrate geochemical  and geophysical  

data used in basin modelling; therefore, it also 

enhances  the explorat ion value of  organic 

geochemistry and basin modell ing as a pre-drilling 

tool for prospect evaluation and selection rather 

than just  as a post-drilling or postmortem tool. 
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Abstract: Basin modelling is a powerful quantitative tool and in order to be able to use modelling 
for the correct purpose and to expand the variety of problems where basin modelling with 
advantage can be applied, it is necessary to view basin modelling in the context of the general 
exploration process. Results from basin modelling are often directly used for ranking and risking 
of exploration targets. Due to the integrated nature of basin modelling it is applied more or less 
routinely throughout the exploration process for quantitative assessments. Awareness of some 
fundamental limitations of the models used is therefore vital in order to assess the overall 
uncertainty associated with the results. It will be shown how, through sensitivity analysis and 
risking of the modelling results, uncertainty ranges and confidence levels can be attached to the 
results. Examples of how sensitivity analysis helps in the process of understanding the system 
behaviour, reveals the critical factors, and provides the resolution limits on specified parameters 
will be given. Finally, a probabilistic procedure for assessing the uncertainty ranges and the level 
of confidence associated with modelling results will be given. A case history shows how the 
procedure can be used for providing risked entry parameters for the general risk assessment. 

Basin modelling is used routinely as a quantitative 

tool in exploration for the purpose of predicting 

ahead of drilling the volume and type of 

hydrocarbon trapped in a prospect. In the context of 

the general exploration process basin modelling is 

applied as a quantitative tool in basin analysis (Fig. 

1). Basin analysis again provides the necessary 

geological  and quantitative input for reserve 

estimates at play level or at prospect level. 

Therefore the results fi'om basin modelling can be 

made to play an important role in the general 

procedures for risking plays and/or prospects. 

Since the first basin models appeared in the late 

1970s/early 1980s (Yi~kler et al. 1978; Welte & 

Ytikler 1981; Durand et al. 1984; Lerche & Glezen 

1984; Bethke 1985) both the models and the way 

models are used have undergone significant 

development. Models on the one hand include more 

processes and have improved the calibration to 

observed parameters. On the other hand the users 

have matured and are now becoming aware of the 

importance of knowing the limitations of a given 

model. The field of basin modelling itself has 

developed through three major stages. During the 

first stage the major effort was put into the 

description of processes and actually building 

models that included both dynamical evolution of 

the sediments and some sort of maturity model- 

l i n g -  the models were forward deterministic 

models. During the second stage of development 

calibration was in focus and sophisticated inverse 

schemes were developed first of all for recon- 

structing the thermal history from thermal 

indicators (Lerche et al. 1984; Lerche 1988) and 

later for calibrating the rock parameters deter- 

mining compaction and pressure build-up (Lerche 

1991). Development of inverse models made it 

possible to investigate two important aspects of 

basin modelling. First of all the sensitivity of model 

results to the choice of input parameters and 

constants could be analysed not only as a response 

function from changes in the parameters but as a 

misfit  to or departure from observed control 

information such as Ro, formation pressure, 

porosity, formation thickness, etc. Second, inverse 

methods provide a means of directly determining 

the limits of resolution of any calibration parameter 

or model constant in a set of control parameters, 

either as a single parameter or in combination with 

any number of other parameters. With the develop- 

ment and use of inverse methods in basin modelling 

came an increasing understanding of the inability of 

complex basin models to provide a unique answer 

and basin modelling slowly entered its third stage 

of development. This stage takes on the uncertainty 

on basin modelling results, developing the use of 

THOMSEN, R. O. 1998. Aspects of applied basin modelling: sensitivity analysis and scientific risk. 
In: DOPPENBECKER, S. J. & ILIFFE, J. E. (eds) Basin Modelling: Practice and Progress. Geological Society, 
London, Special Publications, 141, 209-221. 
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Fig. 1. Basin modelling is a quantitative tool in basin analysis and provides part of the entry parameters for play 
analysis and prospect evaluation. 

probabilistic methods in the evaluation of basin 

modelling results with the purpose of evaluating the 

scientific risk associated with results from such 

models. 

This paper deals with the aspects of resolution 

limits on parameters, sensitivity analysis and 

assessment of the scientific risk. The theoretical 

aspects will be covered in some detail where 

needed, otherwise references will be given to texts 

with thorough treatment of the theoretical back- 

ground. Examples are used to illustrate specific 

points of practical use of the methods described. 

Determination of parameters 

Ahead of running a simulation using any basin 

model, a large number of constants and other 

parameters, describing features of the basin evo- 

lution together with the behaviour of the rock-fluid 

system over the time frame of the basin formation, 

have to be determined. In the process of calibrating 

basin models these parameters are varied and 

eventually fixed in such a way that some acceptable 

agreement with observed parameters such as 

porosity, permeability, Ro, formation temperature, 

formation pressure, etc. is obtained. 

There are numerous ways of determining para- 

meters to be used in basin modelling studies. One 

can simply use the model default values and argue 

that these are adequate, one can rely on experience 

and use so called qualified guess, one can use the 

optimization procedures available in some basin 

model codes, or one can determine the parameters 

from observed related entities by applying inverse 

methods. A few general requirements, however, are 

that the determination of parameters is done in a 

consistent way and that the results are reproducible 

and independent of the user. Furthermore, in order 

to apply sensitivity analysis and probabilistic 

evaluation procedures, it is necessary to determine 

the acceptable dynamic range of variation for each 

of the parameters. Inverse methods will most likely 

fulfil all these general requirements. Different 

inverse methods are available and have been 

described in detail elsewhere (Glasko 1984; Lerche 

1988, 1991; Press et al. 1986). In this paper two 

different inverse schemes are used for the purpose 

of determining modelling parameters; a linear 

search scheme valid for one or two parameters and 

a non-linear tomographic scheme valid for multiple 

parameters. The linear scheme has the advantage of 

mapping the misfit of the modelled to the observed 

quantity over the entire search range. The 

disadvantage of linear search is that the search is 

slow especially for two parameters. The advantage 

of the tomography scheme is that several para- 

meters can be determined simultaneously and the 

method is fast. The disadvantage being that the 

misfit function is not mapped in detail and only the 

path from the initial guess to the minimum is 

mapped. 

In principle there are three classes of parameters 

to be determined in the process of calibrating basin 

models. The first class, referred to as dynamical 

parameters, are parameters associated with the 

geohistory such as time-rock parameters which 

describe the behaviour of the physical rock entities 
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with time and burial (compaction, erosion, fluid- 
flow, porosity, permeability, and pressure etc.). The 
dynamical parameters impact on the general 
geometrical reconstruction of the basin. The second 
class, referred to as thermal parameters, are 
parameters associated with the thermal history and 
describe the time-temperature behaviour imposed 
on the rock system (thermal conductivity and 
palaeoheat flow etc.). The thermal parameters 
impact on the reconstruction of the thermal history 
of the rocks. The third class of parameters is related 
to the petroleum system and the reconstruction of 
the hydrocarbon generation history (hydrocarbon 
kinetics, primary migration, secondary migration, 
source rock parameters etc.). In the following two 
sections examples of determination of dynamical 
and thermal parameters will be given. The third 
class of parameters will not be treated in detail but 
rather will be incorporated in the section dealing 
with risking of model output. For the simulations 
the 1-D Dynamical and Thermal Indicator Tomo- 
graphy (DTIT) code developed at the University of 
South Carolina is used. 

Dynamical parameters 

Sediments undergo major reduction in thickness 
with burial due to the load of overlying sediments. 

The reduction in thickness is governed by the 
ability of the pore water to flow out of the sediment. 
Hence some calibration of the constants in the 
equations relating porosity to pressure and 
permeability to porosity is often necessary in order 
to obtain an adequate match of observed to 
modelled thickness, pressure, permeability and 
porosity. In the following example shale 
compaction is modelled by: 

_1 

e=  ( pf _]A (i) e, ~ - - ~  ] 

where e is the void ratio, e, is the depositional void 
ratio, Pf is the frame pressure or the part of the 
pressure supported by the rock frame work, Pf, is a 
scaling frame pressure at deposition, and A is a 
shale-type specific constant determining the overall 
level of compaction to a given load. Void ratio, e, is 
related to porosity, q~, by: 

e 
O = (2) 

(1 +e) 

For sandstone, the compaction is modelled by: 

e=e,-C(pf-pf,) (3) 

where C is a rock specific constant governing the 
overall compaction behaviour of the sandstone. 
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Fig. 2. A typical set of control parameters may consist of formation thickness, fluid pressure, porosity, and formation 
temperature. Control parameters help determine constants in the equations used in modelling. 
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The porosity-permeability relation is modelled 

using the following equation: 

(e; 
k = k, - ~ ,  (4) 

where k is the permeability, k, the permeability at 

the depositional void ratio e,, and B a rock specific 

constant determining the change of permeability 

with loss of porosity. 

In the process of calibration the key question is 

how well constants and other describing parameters 

can be determined from observations. In the 

following stratigraphy, measured pressure, and 

measured sandstone porosity at reservoir level (Fig. 

2) is used to illustrate this point. The set of 

observations (control parameters) available for 

determining the appropriate rock parameters are 

formation thickness, total depth, fluid pressure, and 

sandstone porosity measured in a cored section. 

Determination of the rock constants is then done by 

a series of tomographic and linear searches. 

Multiple parameter tomography is used first to 

narrow the search range for the parameters then 

single parameter linear search is performed to 

evaluate the resolution limits of each of the 

parameters. As an example of parameter deter- 

mination and evaluation of resolution limits the 

sandstone parameters C (C has the dimension of 

pressure -1) and B (dimensionless) and the shale 

parameters e, (dimensionless) and B (dimension- 

less) is used (Fig. 3). The mis-fit function is the 

dimensionless mean squared residual (MSR) of the 

modelled to the measured quantity. By inspection it 

is seen that the sandstone parameters are found to 

be resolved only to a level of less than a threshold 

value. The parameter B which is governing the loss 

of permeability with compaction must in this case 

be less than roughly 3.2 limiting how tight the sand 

can be to around 3 mD at 12 % porosity. The best 

value of B is seen to be 2.7 giving around 10 mD at 

12 % porosity. However, any value of B less than 

the above ment ioned 3.2 gives a reasonable 

combined fit to all of the control observations. The 

parameter C which determines the compactional 

behaviour of the sand as a function of the frame 

pressure is similarly determined to some threshold 
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Fig. 3. Parameters are not always well determined. The sand parameters are determined to be less than a threshold 
value. Once the parameters are set to values below the threshold the system seems insensitive to sand C and B. The 
shale depositional void ratio, e,, is determined within a range between 1.2 and 2.6 as indicated by the broad valley in 
the rnis-fit function. The B parameter is determined to less than a threshold value. There are, however, values above 
the threshold that give an acceptable fit to the observations. This is due to an interplay of low permeability resulting 
in high overpressure and fracturing of the rock with bleed off of pressure. 



ASPECTS OF APPLIED BASIN MODELLING 213 

value, in this case less than roughly 0.0023 
indicating that the sandstone is highly under- 

compacted. 

T h e r m a l  p a r a m e t e r s  

Thermal history can be determined in a similar way 

(Lerche 1988). Observed vitrinite reflectance from 

the well together with measured present day 

formation temperatures will for this purpose be the 
control data. An appropriate model for heat flow 

variation with time is chosen; in this case, a rift 
basin, an exponential decay with time of a heat flow 

anomaly from the time of rifting to the present day. 

The relationship is expressed by: 

Qt = Qo exp(flt) (5) 

where Q(t) is the heat flow at the time, t, in million 

years. Q0 is the heat flow at the present day and fl 
is a constant determining the rate of decay of the 

heat flow anomaly. The present day formation 
temperature helps determine the present day heat 
flow and the observed vitrinite reflectance profile is 

used to determine fl in eqn (5). In this case there is 
significant scatter in the measured Ro leading to 

some difficulty resolving the palaeoheat flow (Fig. 

4). The linear search reveals a minimum in the 

misfit function at fl = 0.001 with the shape of the 
misfit function around the minimum revealing a 

distinct lack of resolution of t ,  which in fact can lie 

anywhere between -0.0065 and +0.0045. 
The previous paragraphs show how it is possible 

from observations to determine a best value of any 
parameter bracketed by a minimum and a maxi- 

mum value. A common procedure is then to 

evaluate how this uncertainty is reflected in results, 
by some linear sensitivity plot. As an example, the 

sensitivity of source rock maturation to uncertainty 

in determining the maximum heat flow anomaly is 
shown (Fig. 5). These kind of plots are valuable for 

illustrating the possible range of results that will 

satisfy a given set of control observations and for 
evaluating critical parameters. The plot does not, 

however, address the question of the likelihood of 

the answer lying above or below a given threshold 
value. As will be shown in the next section there are 

some quite simple methods available for eval- 
uating, in a probabilistic manner, the uncertainties 

inherited from the limits of resolution of parameters 

in control data. 

Probabilistic evaluation 

Knowledge of the resolution limits and sensitivity 
does not automatically provide a quantitative 
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Fig. 4. When the control data are highly scattered the resolution of information in the data becomes poor, indicated by 
the broad valley in the mis-fit function. 
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Fig. 5. The consequences of poor resolution of heat flow history can be dramatic as illustrated here where the timing 
of oil generation is plotted against the maximum palaeoheat flow before decay of the anomaly. Palaeoheat flow is 
here a critical parameter and without better constraint peak oil generation is predicted to have taken place between 
70 Ma and 2 Ma. 

measure of confidence that should be attached to 

model results. In order to evaluate the likely 

validity of model results, a measure is required of 

the level of confidence that can be ascribed to any 

output from such computer models. Quantitative 

basin analysis deals primarily with measurements 

of physical properties, interpreted qualities, and 

equations simulating geological processes of 

interest. As illustrated in the previous section the 

major limitation is the accuracy by which any of 

these quantities can possibly be obtained. As a 

consequence we have to accept ranges of uncer- 

tainty on all parameters entering the equations 

connecting measurements with the physical quan- 

tities being modelled. 

One well known procedure for assessing the 

probability of a particular result being correct, 

based on ranges of uncertainty of input parameters, 

is to define ranges of possible values for each 

parameter, together with a frequency distribution of 

the occurrence of each value within the range, then 

perform a series of random Monte Carlo computer 

runs. While the Monte Carlo method is extremely 

effective, the computer time needed for Monte 

Carlo simulation, when dealing with complex 

systems such as basin models becomes a major 

problem. 

Fortunately, there are other methods available for 

assessing uncertainty and risk which are less 

intensive of computer time. The method to be used 

here is an analytical probabilistic approximation 

method that has been proposed for use in explor- 

ation economics (Lerche 1992). Apart from being 

useful in exploration economics the method pro- 

vides us with a generic tool for uncertainty evalu- 

ation (Thomsen 1994). For a general introduction 

to the method the reader is referred to Lerche 

(1992a,b,c) and the following is merely a short 

summary of the general points relevant to the 

arguments used for the application presented in this 

paper. 

The method is based on three intrinsic 

assumptions: 

(i) cumulative probabilities are adequate for the 

kind of problems we are concerned with; 

(ii) a triangular distribution adequately describes 

the individual frequency distributions; 

(iii) the empirical rules for sums and products of 

distributions (see later) are valid. 

The first assumption implies that we are 

concerned with the probability of a quantity being 

above or below a threshold (P(x > y) or P(x < y)). 
With p(x) being the differential probability of 

obtaining x in the range x to x+dx we get: 

P(x > y) = lp(x)dx (6) 

Y 

P(x <y) = (x)dx = (x)dx- (x)dx- 1 -P(x  > y). 

0 0 y 

(7) 

Later, from the third assumption, we shall see 

that the two distributions for the differential 

probabilities necessary to be concerned with are the 

normal distribution and the log-normal distribution. 

There are a few statistical parameters needed in 
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order to be able to apply the cumulative probability 
method: the mean value of x, the mode value and 
the variance. The mean value or the first moment of 

x is given by: 

El(x )  = x~ exp (-~-) ; (8) 

the mode value by: 

x m = x l  exp(-/.t 2) " (91) 

and the variance by: 

0 .2 = E l ( x ) 2 [ e x p ( ~ 2 ) - l ]  ; ( lO) 

where x �89 is the median value (Fig. 6) and # a scale 

parameter (see eqn 16). 
Due to the fact that most of the parameters being 

determined in basin modelling are determined only 
by a likely minimum value, a likely most probable 

value, and a likely maximum value, the second 

assumption is necessary and the argument is: 
because of the inability to exactly determine the 

distribution of the parameters an approximation by 
a triangular distribution adequately describes the 

true distribution of the individual parameters being 

evaluated (Fig. 7). Using Simpson's triangular rule 
(Lerche 1992) approximations of the relevant 

values can be obtained: 

1 
El(~)~5(~m~. +Xmp+Xmax] ; (11) 

d --E'(x)2 [XminXmax + Xmp(Xmin + Xmax)] " (12) 

2 6 

and the second moment is given by: 

Ez(x) = El(X) 2 + cr 2 (13) 

Estimates of/.t, x �89 and x,n are then given by: 

and 

2 
x ~ = El(x)exp(~---)- [ l +Edl(X)2],�89 

(15) 

3 

(16) 

Thus, the cumulative probability, P, takes on the 

values: 

P = 0 . 1 6 o n  El(x)e p ~ -  , (17) 

100 

10 

~ P  

P = 84 % at x~ = xv2exp(p) I . / ~ 

P=50%atx l~  -" 

B"~ ~ ~ '  = 68*/o at <x> = xv2exp(g212) I 

a, Xm = x, I 

0.1 

.01 .1 1 5 10 2 0 3 0  50 7 0 8 0  9 0 9 5  99 99.9 99.99 

Percent 

Fig. 6. A log probability plot with important parameters indicated. 



Fig. 7. An illustration of how the determined minimum, most likely (or best), and maximum values are used to 

describe the probability distribution with Simpson's triangular rule (modified from Lerche 1992). 

(18) P = O.84 on E~(x)exp(lu- ~-~--21 

2000 

P=O.68onE,(x) , (19) 

(20) 

1000 

The third assumption is that the following two 

empirical rules are valid: First it appears that N 

independent  random variables f rom any frequency 
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Fig. 8. Determination of heat flow/3 for a set of vitrinite reflectance data. Accepting a 10 % error in the fit to the data 
it is seen that the minimum and maximum values bracket the distribution of Ro. 
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distribution add to give a sum: 

SN(-Xl +_X2 +_X3 +_...+_XN) (21) 

which is approximately normally distributed as N 

becomes large (this is usually obtained for N > 3 or 

4), with the mean value: 

N 

EI(SJ-- EEl(X,) (22) 
i=1 

and the variance: 
2 N 2 

~ S N )  :i~= l~Xi)  ( 2 3 )  

Second, it appears that N independent random 
variables from any frequency distribution multiply 

to give a product: 

p__{_~ v a l  -~a2 v a 3  yaN~ (24) 
,Zlk l ,L1..2 ,llk 3 " " " Wlk N ] 

which is approximately log-normally distributed as 

N becomes large (this is usually obtained for N > 3 
or 4), with the mean value: 

N 

E~(eN) --- 1--I E,(x; i) (25) 
i=1 

and the scale parameter,/.t, given by: 

N 

112(pN) ~ Z ] ] 2 ( / i )  , (26) 
i=1 

arguing that the validity of the first assumption is 

straight forward. For instance once the pore volume 

available for hydrocarbons in a prospect (HCPV) 
has been estimated, it becomes interesting to 

evaluate the probability that at least this volume of 
hydrocarbons has migrated to the prospect and has 

been trapped there which is exactly what a 

cumulative probability distribution can be used for. 
For the validity of the second assumption the 

following argument can be used. The shape of the 
mis-fit function within the acceptable range for 

each of the parameters being evaluated given by the 
probable minimum value, the probable most likely 

value, and the probable maximum value gives an 

indication of the overall shape of the frequency 
distribution of the parameter. A triangular distri- 

bution can now be fitted to the shape of the mis-fit 

function to obtain an approximate distribution 
(compare for instance Figs 7 and 8). For the third 

assumption the empirical rules can be verified by 
simply multiplying and adding distributions of truly 

independent parameters. The validity of the 
assumption then becomes a question of whether or 

not the individual parameters being evaluated are 

truly independent. Arguing that these three 

assumptions are valid within the limitations 
mentioned it is possible to use the above formulae 

to assess the probabilistic uncertainty or scientific 

risk associated with modelling output as we shall 
see in the following section. 

Risking model output 

In this section it will be demonstrated how it is 

possible, by use of inverse methods for assessing 
the thermal history from a distribution of vitrinite 

reflectance values with depth, to obtain a measure 

of the sensitivity of the results from modelling to 
the uncertainty in the palaeoheat flow determin- 

ation. At the same time the determination of the 
resolution limits of the palaeoheat flow from the 

distribution of vitrinite reflectance values by linear 

search is used for assessing the likely most 
probable, the likely minimum, and the likely 

maximum heat flow history. 
A general model of the geological evolution 

suggested some constraints on the palaeoheat flow 
model implying a maximum heat flow anomaly 

around 130 Ma. Inversion of vitrinite reflectance 

with the purpose of revealing a general trend for the 
heat flow history then indicated a decay of the heat 

flow anomaly from its maximum value at 130 Ma 

to the present day value at around 60 Ma. Using 
this to constrain the heat flow history a new linear 

search was performed in order to obtain a heat flow 

history most consistent with both the observed 
vitrinite reflectance and the geological model. In 

order to comply with the requirements from the 
geological model, the equation for the heat flow 

evolution with time was modified from the simple 

form in eqn (5) to a more complex form allowing 
both a focus of the heat flow anomaly and a faster 

decay of the anomaly: 

0,,, =  ex++alsinC 

where tma x is the oldest stratigraphic age (in this 
case 160 Ma), the present day heat flow, Qo, is 

fixed at 1.3 HFU (=55 mW m-2), A 1 at 0.25, A 2 at 
-0.30, and A 3 at 0.12 for the base case. The linear 
search for the ]3 parameter in eqn (27) now allowed 

for an evaluation of the resolution limits of ]3 in the 
vitrinite reflectance and the determination of the 

most likely, the minimum, and the maximum value 

for ]3 (Fig. 8). The resulting heat flow histories 
show fair agreement for the Tertiary heat flow but 

an increasing discrepancy towards the peak of the 
heat flow anomaly indicating an increasing lack of 

resolution of the heat flow with time before present 
(Fig. 9). 

Having determined the dynamic range of 

variation of heat flow history most consistent with 

the observations and the geological indications, the 
results can be used for evaluating the maturity level 
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Fig. 9. The resulting heat flow histories acceptable 
within the resolution limits of the heat flow/3 in the 
vitrinite reflectance. 

of the basin by extrapolation of the results to 

pseudo-wells in basin position. With the three heat 

flow histories the present day depth to an 'oil 

window' defined to lie between vitrinite reflectance 

of 0.6 % to 1.3 % can be evaluated using the 

probabilistic approach. First P(16), P(68), and 

P(84) are calculated and plotted in a log-normal 

probability diagram then a straight line is fitted 

through the three points for extrapolation beyond 

the P(16) and P(84) (Fig. 10). The diagram 

represents the probability that the 'oil window' (Ro 

between 0.6 % or 1.3 %) is located at a particular 

depth or shallower. For instance, at the depth of 

3100 m below the sea floor there is only a 5 % 

chance that the vitrinite reflectance has reached 

0.6 % whereas at 3340 m below the sea floor there 

is a 95 % chance that a vitrinite reflectance of 0.6 % 

has been reached. The depth below the sea floor to 

an iso Ro of 0.6% can then be expressed as 
3,~an+100 "~"-140 m with a 10 % chance of being wrong. 
Similarly the depth below the sea floor to an iso Ro 
of 1.3 % is predicted to be A~Rn+170 . . . .  -180 m with a 10 % 
chance of being wrong (Fig. 10). 

The three heat flow histories will naturally result 

in different hydrocarbon generation histories for a 

given source rock. The uncertainty in assessed 

hydrocarbon generation has a direct impact on the 

volumetric calculations for undrilled prospects. 

Using the same procedure as above and allowing 

for the uncertainty in predicted hydrocarbon 

generation potential, uncertainty in source rock 

total organic carbon (TOC), and uncertainty in 

actual source rock thickness P(16), P(68), and 

P(84) for the total volume of oil generated can then 

be evaluated (Fig. 11; Thomsen 1994). By inspec- 

tion it is seen that the slope of the straight line fit is 

Pseudo Well 1 

104 

E 

r- 

1000 I lllll IIlll I 1 I 
.01 .1 1 5 10 2 0  3 0  5 0  70  8 0  9 0  95  9 9  9 9 . 9  9 9 . 9 9  

Percent 

Fig. 10. With the uncertainty in palaeoheat flow, depths to an Ro of 0.6 % and 1.3 % can be predicted for pseudo- 
wells and risked using the cumulative probability method. Note that depth is below sea floor. 
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quite high indicating high uncertainty on the 

estimated volume. In fact, within the P(5) to P(95) 

range the total volume generated varies by an order 
of magnitude from 0.46 • 106m 3 km -2 at P (5) to 

8.77 • 106m 3 km -2 at P(95). The amount of 

expelled and migrated hydrocarbons can be 

evaluated and risked in the same way taking into 

account the uncertainty in estimated total 

generation and uncertainty in predicted source rock 

porosity and hydrocarbon saturation (Fig. 12). It is 

easily seen that there is roughly a 15 % chance that 

no hydrocarbons have been expelled. The mean 

value, P(68), suggests a most likely expulsion 

normalized with respect to drainage area of 
1 •A+1.26 X 106 m 3 k m  -2 with a 10 % chance of "'-"-'-1.64 
being wrong. The probable charge is evaluated 

considering residual saturation in the carrier bed 

and loss through the seal and through fractures. 

Again, by calculating P(16), P(68), and P(84) and 

fitting the best straight line through the points it is 

seen that there is roughly a 17 % chance that none 

of the expelled hydrocarbons ever made it to the 

trap. The most likely charge, P(68), normalized 

with respect to drainage area thus yields a volume 
of 1 la+0.88 v 106 m 3 km-2. .1,-,_1.10 ,, 

The previous paragraphs illustrate the point that 

if only the 'best' values of all the parameters are 

used (a typical mean case) the prediction would be 

a hydrocarbon bearing structure. Furthermore, the 

risking of the charge will not be directly linked to 

quantifiable observations but rather reflect some 

level of qualified guesswork. Following the out- 

lined procedure presented here a direct measure of 

the risk of a dry structure due to lack of charge is 

obtained and indeed any number picked off the 

diagrams has the risk associated with it. 

Discussion and conclusion 

Predictions of occurrences of hydrocarbons are 

obviously associated with major uncertainties. 

Sometimes the uncertainties are overwhelming and 

one can be tempted to ignore them. The general 

idea is to try to constrain the results from modelling 

by calibrating the model both with respect to 

observations - -  that is control parameters - -  and 

with respect to an underlying geologic model. 

Calibration using control parameters can be done as 

a pure mathematical excercise whereas calibration 

to a geologic model is not a purely mathematical 

procedure. One of the major uncertainties in 

evaluation of hydrocarbon generation is the palaeo- 

heat flow. In the example used in the section 

'Risking model output' the heat flow history was 

constrained both by vitrinite measurements and a 

geologic model indicating a time for a maximum 

heat pulse and a general form of heat flux 

behaviour. In this particular case the individual 

parameters in the heat flow equation (eqn 27) 

cannot be allowed to vary independently because of 

the constrain imposed by the geologic model. 

Because of the non-linear dependency of the para- 

meters in eqn (27) due to the geologic model, the 

probabilistic method is not used on the parameters 

but rather on the resulting heat flow history. The 

minimum, best, and maximum heat flow histories 

are determined by the distribution of the vitrinite 

reflectance measurements and the actual values of 

the resulting heat flow histories at any instant in 

time are used for the probabilistic evaluation thus 

avoiding violation of the intrinsic assumption of 

independent parameters. If any of the parameters 

being evaluated show a dependency - -  whether the 

relationship is linear or non-linear - -  the proba- 

bilistic method should not be used on the 

parameters themselves but rather on the results. 

Hopefully the examples presented here illustrate 

the importance that instead of ignoring uncertain- 

ties, one should use the uncertainty in sensitivity 

analysis and reveal critical parameters. Finding the 

limits of resolution in a set of control observations, 

of parameters that connect the measured quantities 

to the processes being active during the formation 

and evolution of sedimentary basins (including 

generation, expulsion, migration, and accumulation 

of hydrocarbons) can be extremely helpful in deter- 

mining the most critical sources of uncertainty. 

Acceptable parameter ranges, constrained by 

observations and geological models can be used to 

determine the overall uncertainty quantitatively and 

can eventually be used for assessing the scientific 

risk. 

Evaluating resolution limits and performing 

sensitivity analysis can help assess model 

limitations and whether the limitation is in the 

available data or in the model itself. The procedure 

presented here illustrates the stepwise path from 

sensitivity analysis, parameter determination, and 

probabilisfic evaluation to obtaining a risked model 

output. The probabilistic method provides a way of 

obtaining a measure of the level of confidence that 

can be assigned to any result from basin modelling. 

Basin modelling can thereby provide direct - -  and 

reproducible - -  entry parameters for the overall 

risking of prospects and plays. 
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A novel approach for constraining heat flow histories in 
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Abstract: We examine the application of a novel inversion procedure to determine a heat flow 
history from down-hole thermal indicator data from 2 wells in northern Canada. The approach is 
based around Occam's razor in that we attempt to constrain the simplest heat flow history 
consistent with the observed data. Simple models are defined in terms of the variation about the 
present day heat flow and the inverse problem is to minimise a combined function of the data 
misfit, weighted by the individual error on each observation, and the model complexity. 

The results obtained for the 2 wells, Pan Am Beaver River YT G-01 and Imperial Island River 
No. 1 in the Liard Basin, agree with heat flow histories determined from forward modelling. 
However, the inversion approach discussed provides useful estimates of model resolution and 
sensitivity. The effect of variations in the data errors and the nature of the forward model are also 
considered. As we expect intuitively, the quality of the solution depends directly on the quality 
of the input data and forward model. 

Thermal history modelling is one of the major 
components of  modem integrated approaches to 

sedimentary basin analysis. This aspect is partic- 

ularly important for assessing maturation levels 

and timing of hydrocarbon generation - -  probably 

the key aims in exploration-related basin 

modelling. In detail, the thermal evolution of a 

sedimentary basin will be determined by a variety 

of physical factors and processes. Generally, 

however, the most significant factor that must be 

considered is the heat flow from the deep Earth up 

into the basin sediments. Heat flow is estimated 

from the product of an observed temperature 

gradient and some measure of the integrated 

thermal conductivity over the depth that the 

temperature gradient has been measured. The 

advantages of  considering thermal evolution in 

terms of heat flow rather than temperature 

gradients are well known. For example, temper- 

ature gradients will vary with depth because of 

variability in thermal conductivities due to litho- 

logical differences and compaction. Moreover, heat 

flow has a direct interpretation in terms of the 

physical processes involved in basin formation and 

is one of the first-order predictions of many basin 

formation models. 

Conventionally, most applications of thermal 

history modelling use a forward approach, where 

the temperature history of a given sedimentary 

layer is determined by combining the burial history 

with an a priori specified heat flow history and 

adopting an appropriate form of the energy 

conservation equation. The validity of a given 

thermal model is assessed by comparing various 

types of observed thermal indicator data (e.g. 

vitrinite, fission track, organic geochemistry) with 

model predictions. If a model is deemed unsuitable 

(i.e. does not fit the data), then the heat flow history 

is adjusted manually. This process is repeated until 

satisfactory agreement between the observed data 
and model predictions is achieved. 

Unfortunately, this ad-hoc approach has several 

major drawbacks. Firstly, it is usually time con- 

suming. Secondly, and more importantly, it does 

not explicitly allow the observed data to determine 

the form of the heat flow history. Thirdly, such 

approaches generally do not explicitly incorporate 

the errors inherent in the data. Finally, it is not 

possible to quantify the resolution of the model 

readily. Therefore, we cannot address how much 

useful information on the thermal history is 

contained in the observed data, let alone how this 

maps into the preferred model. 

In this paper, we consider a methodology 

recently proposed by Gallagher & Sambridge 

(1992) specifically to address some of these 

GALLAGHER, K. & MORROW, D. W. 1998. A novel approach for constraining heat flow histories in 
sedimentary basins. In: DUPPENBECKER, S. J. & ILIFFE, J. E. (eds) Basin Modelling: Practice and Progress. 
Geological Society, London, Special Publications, 141, 223-239. 
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problems. The approach is based around a robust 

inversion method which has been applied to other 

geophysical  modell ing problems, such as 

electromagnetic sounding (Constable et  al. 1987) 

and 3-D seismic velocity structure (Sambridge 

1990). Here, we wish to concentrate on the 

philosophy and application of the approach to 

thermal history modell ing,  rather than the 

mathematical details. The latter are summarized in 

the original paper and references therein. In 

essence, the aim of the inversion is to find the 

simplest model (in our case we are interested in the 

heat flow history) which predicts the observed data 

adequately (i.e. to within the known uncertainties). 

The motivation for seeking the simplest heat flow 

history is that variation, or structure, in the simple 

model should also occur in the true heat flow 

history. Moreover, if we fit the observed data to 

within their known, and often variable, errors, a 

more complicated heat flow model is not required 

nor indeed justified by fitting the data. Thus, we 

want to fit our observed data well but, with the 

approach described here, we can avoid over- 

interpreting data, heat flow and the thermal history. 

The approach has been referred to as Occam's 

Inversion (Constable et al. 1987), after William of 

Occam's razor - -  'it is vain to do with more what 

can be done with less'. 

Inversion methodology 

G e n e r a l i t i e s  

The general approach used in inversion problems 

requires an appropriate forward model (in our case 

a form of the energy conservation equation to 

calculate temperature), some parametrization of the 

unknown model (here, the heat flow history) and a 

measure of how well the observed data (e.g. 

vitrinite reflectance, fission track data) are matched 

by the values predicted for a given heat flow 

model. 

We adopt a relatively simple forward model to 

predict temperature as a function of heat flow into 

the base of the sedimentary basin. More involved 

thermal models can be incorporated into the 

inversion scheme described in this paper, but we 

consider the simple model  presented here is 

adequate for most situations. Thus, we neglect 

transient, advective and internal heat source 

contributions. The first two terms can generally be 

neglected as a consequence of the short thermal 

time constant associated with a sedimentary 

column a few kilometres thick - -  we are only 

considering the value of heat flow at the base of the 

sedimentary basin, not on the lithospheric scale. 

Internal heat sources are generally of second-order 

importance relative to the deep heat flow. With 

these assumptions, the heat flow is constant 

through the sedimentary column at any given time, 

and the energy balance is expressed as 

Tzz = o (1) 

where T is temperature, z is depth and k z is the 

thermal conductivity, the subscript indicating this 

property is a function of depth. The solution to this 

equation is given as 

Tt(z) = Tt(O) + Qt dz (2) 
o z 

where Q is the heat flow into the base of the 

sedimentary column, T(0) is the surface temper- 

ature and the subscript t refers to time. 

The heat flow history, or heat flow as a function 

of time, is the desired solution to our inverse 

problem, so we need to specify, or parametrize, the 

form of this function in terms of the model  

parameters we wish to determine. As discussed by 

Gallagher & Sambridge (1992), we want to use a 

parametrization that imposes the least constraint on 

the heat flow, allowing it to be as flexible as 

required to fit the data. Given these requirements, a 

suitable form is then one where the heat flow 

history is defined in terms of a constant value over 

a small time interval, i.e. 

Qt = Qi ti>t>ti_ 1, i = 1,N (3) 

with the present day (to) heat flow given as QI" 

More complex functions could be defined. For 

example, we could use linear or quadratic variation 

over each small time interval, with the additional 

condition that these local functions are continuous 

across successive time intervals. However, the 

simple discrete value function readily allows an 

interpretation of the role of each model parameter 

and is also of a form amenable to impose the 

simplicity constraints we discuss later. The last 

general requirement is a measure of how well we fit 

the observed data with our predicted values. This is 

usually referred to as the misfit or objective 

function, and in any inversion scheme the aim is to 

find the model that yields the minimum value of the 

misfit. A standard misfit function is the weighted 

least squares, or L 2 norm, measure. For N observed 

data (d i, i = 1,N), this is given as 

~)= ~(di~ 2 
-:~ (4) 

i=1 (Yi 

where (Yi is the error associated with the i-th datum. 

It is important to recognize that we do not expect to 

obtain a misfit of zero because of the errors in the 

data. However, given certain assumptions, we can 

define an expected value for the misfit. If we obtain 
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a value of q) equal to this expected value, r then 

we can infer that we have obtained an adequate fit 

to the observed data. If the data have independent 

Gaussian errors, then the appropriate value of  9" is 

N, the number of data. It can be seen from equation 

(4) that we will obtain a value r 1 6 2  if the 
difference between each observation, d/~ and  

the predicted value, d/predicted' is less thafi its 

associated error, q., on average. 

Defining a simplicity : least rough or 

smoothest models 

Assuming that we know the burial history, the other 

important constraint we can impose is the present 

day heat flow. This is generally determined from 

down-hole temperatures, and some assumed, or 

inferred, thermal conductivity profile in the sedi- 

ments. It is straightforward to obtain an internally 

consistent heat flow estimate, and it is not crucial 

that this value represent the true present day heat 

flow very accurately. This is because the observed 

data will be sensitive to variations about the 

estimated, rather than the absolute value. We shall 

return to this aspect later. Thus, we are interested in 

heat flow variations with time, and we want to keep 

these variations as simple as possible, while still 

achieving a satisfactory fit to the data. 

Two types of simple model can be defined in 

terms of the rate of change of heat flow with time. 

Recalling that we have parametrized the heat flow 

history in terms of discrete values over small time 

intervals, the first derivative of the heat flow with 

respect to time can be written as a first-order finite 

difference approximation, 

OQl=~t (Qi-Aai-1) (5a) 

i 

and the second derivative with respect to time can 

be written as 

~2Q [ = (Qi+! - 2Qi + 2 At 2 . (5b) 

i 

The first derivative represents the rate of change of 

heat flow over time, while the second derivative 

represents the rate at which the rate of change in 

heat flow varies. Thus, the sum of the derivatives is 

a measure of how much variation there is in the 

heat flow history. For each type of derivative we 

define this measure as a sum of squares, so all 

terms are positive, 

N 

R1 = ~(Oi - Oi-1 )2 (6a) 
i=2  

and 
N-1 

R2 = ~(Qi+l - 2Qi + Q~I )2 �9 (6b) 
i=2  

The choice of the symbol R reflects that this 

function is a measure of model roughness or 

'wiggliness' about the present day heat flow. Thus, 

if we minimize R l, equivalent to the sum of squares 

of the first derivatives, we are trying to keep the 

heat flow constant for the whole thermal history. 

Similarly, if we minimize R 2, equivalent to the sum 

of squares of the second derivatives, we try to keep 

the rate of change (increasing or decreasing) in heat 

flow constant for the whole thermal history. In both 

cases, the smaller the sum of the relevant 

derivatives, the smoother (or less rough) the heat 

flow history will be. Obviously, a constant heat 

flow over the total thermal history is as simple as 

we can get and this situation would lead to zero 

sum of derivatives for both the first and second 

derivative cases. 

We can now specify our inversion philosophy 

more precisely, bearing in mind a comment  

attributed to Albert Einstein, 'Everything should be 

made as simple as possible, but not simpler'. Thus, 

while we want to keep the heat flow history as 

simple as possible (by minimizing the sum of the 

derivatives), this simple heat flow history needs to 

fit the data adequately (i.e. to a misfit level of 0"). 

Thus, we can define a combined objective function, 

which incorporates the data misfit  and the 

smoothing constraint. This is given as 

U = (~ - r +/ /R (7) 

and the aim is to find the heat flow history which 

minimizes U. The parameter/.t is a number which 

controls the trade-off between fitting the data and 

keeping the model simple or smooth. A large value 

of/.t means that the smoothing term dominates the 

overall objective function. As # decreases, the data 

fit becomes more important and the model will 

tend to exhibit more variation or structure in 

attempting to provide a better fit to the data. 

Therefore we want to find the largest value of/.t 

associated with a model which predicts the data 

misfit as &.  This is equivalent to finding the 

simplest (i.e. least complex) heat flow history that 

predicts the data adequately. However, there is no 

guarantee that we will predict the observed data 

equivalent to a value equal &,  but still we are 

interested in heat flow that corresponds to the 

minimum value of U. 

The significance of the simplest heat flow model 

is this : any variation in this heat flow history is the 

minimum required to satisfy the data. Thus, the 

true heat flow history must have at least the same 

amount of variation over time. Furthermore, while 

the true heat flow may be more complicated than 
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our simplest model,  the data alone cannot 

distinguish between the two. Therefore, we require 

additional information to justify the inclusion of 

more complexity in the heat flow model. In other 

words we are addressing how much information on 

heat flow variations back in time is actually 

contained in the observed thermal indicator data. 

This is obviously a very important part of any 

interpretation procedure. 

As discussed by Gallagher & Sambridge (1992), 

the inverse problem we are interested in is non- 

linear, although the mathematical formulation we 

use is based on the solution to a linear problem. 

This means firstly that we need to adopt an iterative 

scheme, where we assume an initial heat flow 

model and successively update it until we reach 

convergence (i.e. the data misfit is q~* or as close as 

we can get). Secondly, the nature of the problem is 

such that we do not expect to always improve the 

misfit as we allow more complexity by decreasing 

/1. The non-linearity generally results in the 

situation where the data misfit can become worse 

for small values of/.t. The general algorithm is to 

start with a large value of/_t, and progressively 

decrease it until we find a minimum in the overall 

objective function. This may or may not lead to a 

data misfit less than or equal to q~*. If not, the best 

model is used as the starting model for the next 

iteration and the process repeated. If we find a 

model which has a data misfit less than r then we 

assume that we are over-fitting the data. In this case 

we search for the largest value of/1 which yields a 

data misfit equal to q~*, recalling that a larger/1 

means a simpler model. 

In practice, we can use either first or second 

derivative smoothing to obtain a solution. The heat 

flow history departs from the appropriate smooth- 

ing constraint only where it is required to fit the 

data. An advantage of using both smoothing 

models in 2 separate inversions is that they diverge 

when the heat flow becomes poorly constrained, 

allowing us to assess which parts of the heat flow 

history are well resolved (Gallagher & Sambridge 

1992). 

The mapping of data information into the heat 

flow history can be assessed by examining the 

partial derivatives used in the numerical inversion 

scheme. The partial derivatives are the rate of 

change in a predicted thermal indicator with 

respect to heat flow as a function of time. We can 

then see how different data values are influenced 

by the heat flow at different times. Thus, we can 

write the partial derivative of the i-th predicted 

datum with respect to the j-th heat flow parameter 

as 

~d i Ad/ 
- -  = - -  ( 8 )  

~Qj AQi 

then 

~d i ~-1 
AQj= Adi \--~j ] . (9) 

If we replace Ad i with d/~ - d/predicted, then we 

can approximate AQ. using the partial derivatives 
J . . . 

calculated at the best solution. This is very much an 

approximation, however, as we implicitly assume a 

linear relationship between the data misfit and heat 

flow. Furthermore, changing the heat flow for one 

observation will generally influence the data fit for 

other observations. Consequently, it is not possible 

to use this information to find a better data fitting 

solution - -  indeed we hope to have already found 

this. However plotting some estimate of AQ. for 
' . J 

each observation can be qualitatively useftil to 

illustrate the sensitivity of each datum to each heat 

flow parameter. In practice, we have found it 

informative to examine Ln(IAQ;I), such that 

small values of this function Jindicate high 

sensitivity. 

Another approximate integrated measure of  

model sensitivity over all the data or resolution for 

each can be obtained from the following 

expression: 

LFI(y'ANi(~I)')\i~=I ~i ( 1 0 )  

Again, the absolute value of this function has no 

particular useful interpretation. Rather it is the 

relative magnitudes that indicate where the model 

parameters influence the overall data-fit most 

significantly. 

Application of methodology to real data 

To illustrate the practical application of the 

methodology to real data, we have selected data 

from 2 wells from the Liard Basin region in 

southeastern Yukon Territory and northeastern 

British Columbia. This basin has been defined on 

the basis of its anomalously thick upper Palaeozoic 

sequence and contains Canada's northernmost 

producing gas fields : the Beaver River, Kotaneelee 

and Pointed Mountain fields. Morrow et al. (1993) 

undertook a study of organic maturation of these 

wells incorporating suites of new vitrinite reflect- 

ance measurements as constraints for forward 

thermal history modell ing,  the aim being to 

improve understanding of the source and matur- 

ation history of the gas fields. The vitrinite 

reflectance values range up to nearly 5 %, indi- 

cating extreme heating relative to the generally 

accepted oil window values of 0.5-1.2 %. 

However, results obtained with the inversion 

scheme presented here depend on the ability of the 
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data to resolve heat flow variations over time. 

Consequently, the approach is suitable for any 

range of reflectance, provided the predictive or 

forward vitrinite reflectance model is applicable 

over that range. 

The 2 wells we have selected, Pan Am Beaver 

River YT G-01, and Imperial Island River No. 1, 

were both included in the study of Morrow et al. 

(1993). The former well is in the Liard Basin 

proper, with a thick Upper Palaeozoic sequence, 

while the latter lies =100 km to the east of the 

basin, in the Interior Plains, where the Upper 

Palaeozoic sequence is thin. Figure 1 illustrates the 

burial history of these 2 wells, demonstrating the 

difference in Upper Palaeozoic burial. A summary 

of the basic data used for these calculations is given 

in the Appendix and Morrow et al. (1993) discuss 

the information used to construct these burial 

histories in more detail. Although it is important to 

note that the estimates of eroded section are 

probably not definitive, we accept these as the 
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Fig. 1. Burial histories for Pan Am Beaver River YT G- 
01, and Imperial Island River No. 1, Liard Basin, 
Western Canada (after Morrow et al., 1993). 

optimum burial scenarios to date for the purposes 

of this paper. The details of the data we use in 

this paper are summarized in the Appendix. 

P a n  A m  B e a v e r  R i v e r  Y T  G-O1 

The modelling study of Morrow et al. (1993) used 

the EASY%Ro algorithm, based on the Burnham & 

Sweeney (1989) kinetic model, to predict vitrinite 

reflectance having specified the heat flow history a 

priori. Initially, Morrow et al. (1993) specified 

time invariant heat flows of between 40 and 

140 mW m -2 at intervals of 20 mW m -2. None of 

the individual simulation results provided a 

satisfactory fit to the data, although the obser- 

vations were bounded by the predictions with heat 

flow between 60 and 120 mW m -2, the deeper 

vitrinite observations being more consistent with 

the higher values of heat flow. Thus, Morrow et al. 

(1993) inferred that heat flow was not time 

invariant, and produced a refined model where 

heat flow was high during the Palaeozoic 

(135 m W m  -2) and lower in the Mesozoic and 

Tertiary (80 and 60 mW m -2  respectively). 

We used the same raw stratigraphic and thermal 

data adopted by Morrow et al. (1993) as input for 

the inversion scheme, although the details of the 

forward modelling (e.g. decompaction procedures, 

calculation of thermal conductivities) differ to 

some extent. The calculated standard deviation of 

the individual vitrinite reflectance distributions 

were adopted as the input errors for each observed 

value. However, some of the individual means 

actually reflect only one observation. In these 

cases, the associated error is assigned as 20 % of 

the sample value, compared to an average relative 

error of about 10 % for the more well-defined mean 

values. The present day heat flow was calculated 

using the bottom hole temperature (BHT) (227 ~ 

@ 5590 m) and surface temperature of 10 ~ The 

estimate of ---77 mW m -2  is in agreement with the 

regional heat flow data reported by Majorowicz et 

al. (1988). The present day heat flow was con- 

strained at this value, and the initial heat flow 

model was constant over time. 

The results of the inversion using both first and 

second derivative smoothing are given in Fig. 2, 

where we also show the best models found during 

successive iterations. For a given iteration, the 

starting model is taken as the best model found 

from the previous iteration and the inversion 

scheme attempts to update this model such that the 

misfit decreases. The second derivative smoothing 

solution converged to the expected misfit after 7 

iterations, while the solution from the first 

derivative smoothing effectively stalled within 5 % 

of the convergence misfit criterion. Such a 
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Fig. 2. Heat flow solutions for Pan Am Beaver River YT 
G-01, using first and second derivative smoothing. The 
initial heat flow model was constant and set equal to the 
present day estimate, and successive iterations are 
labelled accordingly. The final models are shown as 
heavier lines. The equivalent stratigraphic age of each 
vitrinite sample is indicated by the short vertical dashes. 

difference occurs because of the different paths 

each approach takes through the model space 

because of the linearizing approximations involved 

in the scheme, combined with the influence of the 

different smoothing constraints. 

Both smoothing models give broadly similar 

best solutions, with a heat flow minimum occurring 

between 200 and 80 Ma, thereafter increasing to a 

value higher than the present day value. The timing 

of this heat flow low is consistent with that inferred 

by Morrow et al. (1993) based on the relatively low 

vitrinite reflectances (<0.5 %) preserved in the 

Early Carboniferous Mattson Formation. Both 

inversion solutions have a local heat flow 

maximum around 200 Ma, corresponding to the 

time of near maximum burial. At this time, the first 

derivative smoothing solution has a small spike. 

The extra complexity is introduced in an attempt to 

reduce the misfit, and is also compensated for by a 

change in the form of the heat flow minimum. 

However, the improvement to the misfit between 

this final solution and the prior iteration is <0.5 %, 

while the model roughness increases by 100 %. 

Although an igneous intrusion could be responsible 

for a short-lived and local heat flow anomaly, there 

is no other evidence for such an event and the 

amplitude of this feature is probably too low to be 

attributed to such a cause. Furthermore, the first 

derivative solutions prior to the final iteration look 

very similar to the final second derivative heat flow 

in terms of the timing of the heat flow minimum, 

and a small difference in the errors assigned to the 

data would have resulted in convergence on one of 

these simpler solutions. 

The heat flow for both smoothing solutions is 

essentially the same between 250 and 350 Ma. 

After this time the first derivative model heat flow 

tends to stay at a constant value, while the second 

derivative model heat flow keeps increasing, 

although both models fit the data equally well. As 

shown by Gallagher & Sambridge (1992), this 

divergence illustrates a lack of resolution of this 

part of the heat flow history. Thus, the first 

derivative smoothing will keep the heat flow flat or 

at a constant value unless the data fit requires 

additional structure. Similarly, the second 

derivative smoothing tries to keep the rate of 

change of heat flow constant. Therefore, if the heat 

fl0w needs to increase back in time to fit the data, 

then the second derivative smoothing will tend to 

keep the heat flow increasing, while the first 

derivative smoothing will keep the heat flow 

constant if no other structure is required. Thus the 

two solutions are compatible overall, particularly if 

we consider the lack of convergence in the first 

derivative model which introduced additional 

complexity without significantly improving the 

data fit. 

Looking at the fit to the data (Fig. 3), we can see 

how the predicted values from both of the best 

solutions differ from the constant heat flow case 

(iteration 0). While the two solutions predict very 

similar values, the first derivative model predicts 

slightly higher values for the deeper samples. A 

constant heat flow over-predicts relative to the 

shallower observations and under-predicts the 

deeper values. Qualitatively, then, we would infer 

that we need a higher heat flow early on, and a 

lower heat flow more recently, precisely the form 

of the inversion solutions. 

In Fig. 4 we show the minimum of the data 

misfit and the relationship between the data misfit 

and the model roughness for each iteration. During 

each iteration, the model roughness (R 1 or  R2) 
correlates inversely with/J such that for decreasing 

/.t, the model roughness increases (or smoothness 

decreases). It can be seen that successive iterations 

require progressively more complex models, as 

measured by increasing R, to reduce the data misfit. 
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This figure clearly illustrates the lack of significant 

improvement over the last few iterations of the first 

derivative smoothing model,  while the model 

roughness begins to increase rapidly. 
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The temperature histories for each solution are 

shown in Fig. 5. Here we can see that the timing 

and value of maximum temperature is similar for 

both models, reflecting the general wisdom that 

vitrinite reflectance is dominated by the maximum 

temperature experienced by the host sediment. 

There are two main episodes where maximum 

temperatures are achieved. For the deeper samples, 

the time is about 340 Ma, corresponding to the time 

where the rate of burial drops off (see Fig. 1). For 

the shallower samples, the maximum temperatures 

occur just before 200 Ma, reflecting a time of near 

maximum burial depth. This timing corresponds to 

the place where the evolving first and second 

derivative smoothing models diverge rapidly, as if 

the solutions pivot around this time (Fig. 2). 

GaiIagher & Sambridge (1992) showed how the 

heat flow solutions for the two type of smoothing 

tend to agree where the heat flow is well resolved 

and diverge elsewhere. While this is broadly true 

for our solutions here, the similarity between the 

two solutions in terms of the increasing heat flow 

after 250 Ma is not really an indication that this is 

well resolved. Rather, this path is the simplest (in 
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Fig. 5. Temperature histories for the stratigraphic layers 
containing the vitrinite reflectance observations 
corresponding to the best heat flow models for Pan Am 
Beaver River YT G-01. 
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both senses of our smooth models) to achieve the F i r s t  

two timings of maximum temperature for the 4oo 

shallower and deeper samples. 

In Fig. 6, we show the evolving vitrinite 

reflectance, illustrating when individual vitrinite 

values reach their maximum values. As we expect, 

this timing reflects the maximum palaeotemper- E 

ature for a particular sample, and there are two 

significant times, =340 and =200 Ma. If  we 

examine the sensitivity plot, Ln([AQ, ) as a 

function of individual data points di, fol" the first 

derivative smoothing solution, (Fig. 7), we can see 

how the different data points are influenced by the 

heat flow at different times. An advantage of this 

plot over just examining the evolving vitrinite 

reflectance (Fig. 6) is that the latter will plateau at 

its maximum temperature while the sensitivity plot, 
as well as revealing the more well-resolved parts of Second 
the heat flow history, can show structure after the 400 

time of maximum palaeotemperature.  In this 

particular example, it is clear that the heat flows 

around 340 and 200 Ma are the dominant influ- 

ences on the data fit, with a secondary influence 

around 100 Ma, corresponding to the time of E 

maximum burial. The darker horizontal bands in "~ 
O 

T i m e  (Ma) 

30o 20o lOO 0 

T i m e  (Ma) 

30o 200 100 0 

0 

1 

2 

3 

4 

5 ~ T  T r 

400 300 200 100 

T i m e  (Ma) 

,,.., 2 -  

o 
n- 3 -  

S e c o n d  

5 i i i 

400 300 200 100 

T i m e  (Ma) 

Fig. 6. Evolution of vitrinite reflectance for the best heat 
flow models for Pan Am Beaver River YT G-01. 

Fig. 7. Model sensitivity or resolution as a function of 
the individual data points for the best heat flow models 
from Pan Am Beaver River YT G-01. A darker shading 
indicates a greater sensitivity of a datum to the heat flow 
at that time. 

this plot correspond to data points that are well 

predicted by the data (i.e. a small individual misfit 

as achieved tor samples 7 and 9), while the darker 

vertical bands correspond to times where the heat 

flow is well resolved. Again, as we would expect 

intuitively, the heat flow around the times of near- 

maximum burial is generally the most important, or 

equivalently, the most well constrained from the 

data. Thus, the heat flow around 100-80 Ma cannot 

be much higher, otherwise maximum palaeo- 

temperatures will occur at this time. 

The integrated model sensitivity (Fig. 8) shows a 

similar trend to the previous plot, although lacks 

the detail of the influence on individual data points. 

The dominance of the burial history is reflected in 

the symmetry of this plot and the burial history for 

the deepest sample. We can easily see that the first 

derivative model is dominated by the heat flow 

spike around 200 Ma, while the second derivative 

model is less extreme. The relative importance of 
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the heat flow at 340 and 100-80Ma is also 

apparent in these plots. 

Thus, the various illustrations of model  

sensitivity and resolution provide different insights 

into the nature of the heat flow solutions obtained 

from the inversion procedure. As we expect, these 

solutions are strongly influenced by the timing of 

maximum palaeotemperature but can also reflect 

potentially well-resolved heat flow lows (partic- 

ularly if these correspond to periods of maximum 

burial). 

Imper ia l  I s land  R iver  No. 1 

Morrow et al. (1993) examined the same range of 

time invariant heat flows ( 4 0 - 1 4 0 m W m  -2) to 

model the vitrinite reflectance from the Imperial 

Island River No. 1 well, and concluded that the data 

were adequately explained by a constant heat flow 

between 80 and 100 m W  m -2, provided that the 

Cretaceous subsidence (and subsequent erosion) 

was considerably more than the 700 m of section 

preserved in local synclines nearby. The preferred 

thickness of this missing section was 2100 m, a 

value consistent with an independent estimate 

inferred from apatite fission track data (Arne 

1991). As noted by Morrow et al. (1993), this late 

stage burial/erosion event should dominate the 

maturation history, with the pre-Cretaceous thermal 

history having a relatively minor influence. We 

have used the calculated standard deviation of the 

individual vitrinite reflectance distributions as the 

input errors, as for the Pan Am Beaver River YT G- 

01 well. The data quality for the Imperial Island 

River No. 1 well is variable. In particular, the 

deepest mean value is based on only one measure- 

ment. An additional limitation of this data set is the 

restricted spread in the stratigraphic age of the 

vitrinite host sediments. Thus, of the 16 data points, 

all except one are hosted in sediment between 355 

and 377 Ma. We would expect all these samples to 

have experienced their maximum palaeotemp- 

eratures at the same time, so the potential for 

resolving variations in heat flow over time 

becomes limited. 

The present day heat flow was calculated using 

the BHT (122 ~ @ 2 4 9 9 m )  and a surface 

temperature of 10 ~ leading to a value of 

=78 mW m -z, again consistent with the regional 

heat flow (Majorowicz et at. 1988). 

The results of applying the inversion scheme 

with the Imperial Island River No. 1 input data are 

shown in Fig. 9, for both types of smoothing. These 

results confirm the conclusion of Morrow et al. 

(1993) in that both first and second derivative 

smoothing produce heat flow models in which 

maximum palaeotemperatures are dominated by 

the late Cretaceous burial episode. The best 

solutions show a heat flow maximum around 
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75 Ma, then a progressive decrease in heat flow 

back in time. The general inference of Morrow et 

al. (1993) is supported in that the heat flow back to 

the time of maximum burial is more or less 

constant. As this episode dominates the data fit, we 

would expect the heat flow prior to this time to be 

constant for the first derivative model and vary at a 

constant rate for the second derivative model. The 

latter does so until it approaches zero around 

270 Ma, then starts to increase. This structure is an 

artefact of the constraint that we do not permit the 

heat flow to become negative. The apparently 

anomalous structure in the first derivative model is 

attributable to the lack of convergence, combined 

with the iterative approach to deal with the non- 

linearity of the problem. However, we do not 

consider the solution in either case to closely 

represent the 'true' heat flow, and the unrealistic 

structure in both solutions clearly points to this. 

These problems are further demonstrated by the 

fact that the constant heat flow predicts the data 

reasonably well, although there is a tendency to 

over-predict the observed values (Fig. 10). Thus, 

we would not expect the inversion heat flow 

solution to depart too significantly from a constant 

value. It is also significant that both best solutions 

did not converge to the desired misfit criterion. The 

best solution misfits were about 100 % higher than 

this level, although the misfit of the two best 

solutions differed by less than 0.5 %, the first 

derivative solution having the slightly better fit. 

This lack of convergence in misfit is attributable in 

part to the 2 deepest data points, which both appear 

anomalously high. As nearly all the data have the 

same effective stratigraphic age and the data with 

reflectance values between 1 and 2 % are separated 
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Fig. 10. Predicted and observed vitrinite reflectance for 
Imperial Island River No. 1; + - -  first derivative 
smoothing; x - -  second derivative smoothing; 
o - -  observed. The predictions from a constant heat flow 
model (equal to the present day value) are shown as a 
dashed line. 

by only a few hundred metres, it will be difficult to 

achieve a good fit with any heat flow model. 

The other contribution to the lack of con- 

vergence comes from points which have very low 

associated errors. For example, 3 data points have 

errors less than 0.03, and these account for --80 % 

of the total misfit. Equation (4) shows that smaller 

associated errors (the a term) will result in a larger 

value of misfit for a given difference between the 

observed and predicted values. Obviously, this is a 

desirable property as we want the less error-prone 

data to have more influence. The convergence 

requirement is to fit the data to within error, at least 

on average. Therefore, the larger the error, the less 

well we need to fit the actual value and the 

converse is true. It is also important to appreciate 

that we do not expect to fit all the data to within the 

individual errors. Some of the data may be incon- 

sistent, or outliers. The fitting process attempts a 

best fit through the data, not each individual 

observation. Thus, if the error terms on the three 

data points mentioned above were 0.1 (which is 

less than the mean error of 0.12), we would have 

achieved numerical convergence with these heat 
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Fig. 11. Temperature histories for the stratigraphic layers 
containing the vitrinite reflectance observations 
corresponding to the best heat flow models for Imperial 
Island River No. 1. 
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flow solutions. Obviously, when assessing the 
convergence criterion and indeed the applicability 

of this inversion methodology at all, it is also very 
important to understand not only how good the data 

are, but also how well reliable the error terms are. 
We return to this aspect later. 

The thermal histories associated with the 2 best 
heat flow solutions are shown in Fig. 11 and the 

dominance of the Cretaceous burial episode is 

apparent. The individual data sensitivity plot (not 

shown) and the integrated model resolution (see 
Fig. 15 later) also emphasize this feature showing 
relatively little structure outside this time. In this 

paper, we are only interested in demonstrating the 

application of the inversion methodology. In 
practice, however, these results warrant a reasses- 

sment of the burial history for this well. This does 

not mean that the scenario adopted here is 
wrong - -  rather the strong dependence of the 

thermal history on the amount of burial and 
subsequent erosion means that we would want to 

determine these parameters as reliably as possible. 

It is possible to specify the amount of burial and 
erosion as a parameter to be found and include this 

in the inversion scheme. Generally, we expect 
some trade off between the heat flow and amount 

of burial and the stability of the inversion will be 

sensitive to this relationship. A more straight- 

forward option would be to vary the amount of 
burial and subsequent erosion and look for the 
value that leads to the simplest heat flow history. 

Parameter sensitivity 

The discussion of the model results above assumes 
that the details of the forward model are correct. 

That is, not only have we assumed that the vitrinite 

reflectance and burial history models are 

appropriate, but also that parameters such as the 
down-hole thermal conductivity structure and the 

estimate of present day heat flow (which obviously 
depends on the thermal conductivity) are accurate. 

Furthermore, we have also briefly discussed the 

effect of the errors assigned to the observed data in 
determining the nature of the best fit heat flow 

solution. A detailed analysis of the model and 
parameter sensitivities is beyond the scope of this 

paper, but it is appropriate to examine some 

additional situations. It was stated earlier that it is 

not too important that the present day heat flow 
represent the absolute value very accurately, 

provided that we have obtained an internally 
consistent heat flow estimate. For the situation with 

one BHT measurement at depth z, then the heat 
flow is determined as 

Q = K ~ (z)-T(O))z ( l la)  

where K is an integral of the thermal conductivity 
over depth, 

K -1 = dz . ( l ib)  

As the observable data in equation (11) are the 
down-hole temperature(s), these need to be 

honoured. This is achieved by keeping the ratio 

Q/K constant. Thus, when we vary k(z) (and 
therefore K), then the calculated value of Q will 

vary sympathetically to predict the present day 

temperatures adequately. 
In practice, we specify the matrix thermal 

conductivity of particular lithologies or formations 

and calculate a lithology and porosity dependent 

thermal conductivity structure. Therefore, we do 
not expect a 1:1 correspondence between the heat 

flow history (or indeed the present day heat flow) 
and our specified thermal conductivity parameters. 

However, to demonstrate that the solutions do not 

change wildly, we have determined heat flow 
solutions for Pan Am Beaver River YT G-01 

specifying the matrix thermal conductivity (km) for 
all lithologies as 2 W m  -1K -1 and also as 

4 W m -1 K -1, resulting in present day heat flow 

estimates of 67 and 123 mW m -z, respectively, for 

a BHT of 227 ~ @ 5590m and surface 
temperature of 10 ~ The calculated down-hole 

thermal conductivity and temperature gradient for 
the original model and the 2 constant values of 

matrix conductivities, using the same porosity- 

depth model, are shown in Fig. 12. We have only 
used the BHT to determine the heat flow, with no 

intermediate temperature constraints. As can be 
seen the predicted present day temperatures differ 

between the 2 constant matrix thermal con- 

ductivities and the original model, generally being 
somewhat higher at greater depth in the latter. This 

is a reflection of the high thermal conductivity in 

the deepest stratigraphic unit. 
The inversion generated heat flows, using first 

derivative smoothing, and the predicted vitrinite 

reflectances are shown in Fig. 13, together with the 
original best fit solution. Obviously, the absolute 

values of heat flow differ significantly, but the 
general form of all 3 solutions is broadly similar, 

showing a slight decrease in heat flow back to 

about 200 Ma, then a relatively rapid increase to 
about 330-340 Ma. 

The main difference between the heat flow 

models is the prediction of the deepest (>3500 m) 
samples, although these data have relatively large 

errors and are likely to be a relatively poor fit 
anyway. The difference between these solutions in 

terms of the actual thermal histories is greater than 

the difference between the original first and second 
derivative smoothing models described earlier, 

with maximum palaeotemperatures differing by up 
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Fig. 12. Down-hole thermal conductivity structure and 
predicted temperatures (at the depth of each vitrinite 
datum) for Pan Am Beaver River YT G-01 in the earlier 
models (solid line) and also using constant matrix 
thermal conductivities (km) of 2 and 4 W m -] K -1. 

to 40 ~ for the deepest samples (equivalent to 

about 15 %). However, this discrepancy is similar 

to the differences in the predicted present day 

temperatures. The model incorporating a matrix 

thermal conductivity of 4 W m -I K -j tends to result 

in the lowest temperatures. This is manifested in 

the under-prediction of the deeper samples relative 

to the heat flow models. The general timings of 

maximum palaeotemperatures are much the same, 

with the shallower samples reaching peak 

temperatures around 200 Ma, and the deeper 

samples peaking around 300-340 Ma. Overall, 

these results are reassuring in that it is probably not 

necessary to obtain detailed thermal conductivity 

down-hole measurements for individual lithologies 

or formations, provided we are interested in 

relative heat flow variations. 

Much of the difference in these solutions is 

attributable to the fact that the estimated heat flow 

is based only on the present day BHT. In reality, we 

can generally assume thermal conductivities for 

particular lithologies which would provide a far 

better approximation to the true value than the 

constant values we adopted here and the heat flow 

solutions would be less variable. However, the 

absolute heat flow values and reliability of the 

temperature histories will depend on the quantity 

and quality of the down-hole temperature measure- 

ments. Good temperature data is very important, 

not least because we can use this to assess the 

suitability of the inferred down-hole thermal 
conductivities. 

As another example of model dependence on 

input data, we re-ran the inversions for Imperial 

Island River No. 1, but assigned an error of 0.05 to 

all the observed vitrinite reflectances. This value is 

less than half of the mean error originally adopted 

for this data. Thus each datum is weighted equally 

and as these errors are relatively small, we are 

essentially looking to overfit the data, relative to 

the original solutions. The heat flow histories and 

predicted vitrinite reflectances are shown in Fig. 

14. Both the first and second derivative smoothing 
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solutions using the equal errors have similar 

misfits, and lead to a better fit than the original 

solutions, but the weighted misfit is numerically 

much the same, and we have not achieved 

convergence. As we expect, the two solutions 

obtained with the small errors are also less smooth 

(by a factor of =2, as measured by eqs 6a and 6b) 

than the original solutions as we introduce more 

structure to try and improve the fit to the data. The 

two sets of solutions are similar back to the timing 

of maximum burial (=70 Ma) and then tend to 

diverge, in much the same way as the original first 

and second derivative solutions do, reflecting a 

lack of resolution. However,  the heat flows 

obtained with the small errors tend to converge 

much later and increase up to a peak value around 

about 350 Ma. Using the criterion that overlap 

between the first and second derivative solutions 

indicates that good resolution would lead us to 

conclude that this part of the thermal history is well 

Fig. 15. Integrated model sensitivity or resolution for the 
best heat flow models shown in Fig. 14; + - -  first; 
x - -  second derivative. 

resolved, in contrast to our earlier conclusion. 

However, this reflects the fact that the solution now 

provides a better fit to the deeper samples, 

particularly the deepest which had a relatively large 

error in the initial inversions. Recalling that all 

except the shallowest sample have stratigraphic 

ages between 350 and 370 Ma, the heat flow needs 

to be initially high, and decline rapidly in order to 

achieve this, without unduly over-predicting the 

other samples. The evolution of shallowest sample 

is determined by the heat flow at the time of 

maximum burial at =70 Ma. The integrated heat 

flow sensitivity plot (Fig. 15) clearly shows the 

increased contribution of the early heat flow to the 

overall data fit, particularly for the second deriv- 

ative smoothing. The individual data resolution 

plots, not shown here, also show the influence of 

this earlier heat flow high on the prediction of the 

deeper observations. 

Although we can improve the absolute level of 

agreement between the observed data and predicted 

values by reducing the magnitude of the errors, the 

weighted misfit has not altered significantly and 

the final solutions contain considerably more 

structure. As we suggested earlier, this particular 

data set is problematic in that firstly we do not 

achieve a satisfactory range in the effective 

stratigraphic age of the vitrinite and secondly the 

burial history is such that the Cretaceous 

burial-erosion episode dominates the solution. 

While the solutions obtained with the inversion 

procedure are unrealistic, these are not totally 

negative results. We consider that it is important to 

show that there are severe limitations when using 

this data set and that the palaeoheat flow/thermal 

history cannot be well resolved. The inversion 

approach discussed here demonstrates these 

problems clearly. 
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Summary 

There are two basic philosophies that can be 

adopted in thermal history modelling - -  forward 

and inverse modelling. The two approaches are to 

some extent complementary in that forward model- 

ling is a convenient method of testing whether data 

are consistent with a given hypothesis, while the 

inversion approach allows the thermal indicator 

data to determine the form of the thermal history. 

Regardless of whether a preferred hypothesis 

exists, it is clearly important to understand the 

information (on thermal histories for example), 

contained in the observed data. Then, the inversion 

procedure is the most appropriate approach. 

However, given that data are error prone, the non- 

linear inversion problem is non-unique, i.e. more 

than one solution will exist. In this case, the 

recommended approach is to try and bound some 

property of the family of all possible solutions (e.g. 

Parker 1977). The property of thermal histories we 

have examined in this paper is the roughness or 

complexity of the heat flow. 

The inversion procedure as applied to vitrinite 

reflectance provides heat flow solutions that reflect 

the timing of maximum palaeotemperatures. This is 

because, although vitrinite reflectance is an 

integrated measure of the thermal history for an 

individual data point, the time-temperature integral 

in the Burnham & Sweeney model is dominated by 

maximum temperature. Other vitrinite reflectance 

models have a more significant or different time- 

dependence (see Gallagher & Sambridge 1992), as 

can other thermal indicators (e.g. apatite fission 

track analysis, isomerisation and aromatisation 

reactions). The inversion scheme we have 

discussed here is set up to incorporate multiple data 

types in one pass, although we have not yet 

obtained sufficient quality data to proceed in this 

direction. However, individual thermal indicators 

and their predictive models need to be considered 

in terms of their ability to resolve temperature 

histories, rather than just maximum temperatures. 

In specific situations, some data types may provide 

more information than others. Of course, an 

advantage of parametrizing the thermal history in 

terms of heat flow means that thermal indicator 

data from different stratigraphic horizons can 

provide multiple constraints to reduce the potential 

lack of resolution. The 2 examples considered here 

illustrate how the quality of data influences the heat 

flow solution. The Pan Am Beaver River YT G-01 

well has reasonable quality data. Consequently, we 

achieve reasonable inversion results, although the 

somewhat restricted spread in effective 

stratigraphic age of the vitrinite data does lead to 

some lack of resolution. In contrast, the quality of 

the Imperial Island River data is considerably 

worse. The effective stratigraphic age of the 

vitrinite is very restricted, more or less equivalent 

to 2 data points. Furthermore, the nature of burial 

history results in maximum temperatures occurring 

more or less at the same time for all horizons. The 

quality of the heat flow solution reflects these 
limitations. 

Having solved the problem of generating a heat 

flow model consistent with the observed data, it is 

important to examine the model sensitivity and 

resolution. Certainly a direction for future work is 

the development of more directly quantitative or 

probabilistic estimates of model resolution and data 

sensitivity (Gallagher 1998). Another refinement is 

to allow the present day heat flow to vary within a 

specified range, rather than setting it equal to a 

constant value. For example, the uncertainties in 

the down-hole temperatures and thermal con- 

ductivities can be mapped into upper and lower 

bounds on the heat flow estimate. These constraints 

are readily incorporated into the inversion scheme 

by a transformation of the relevant model para- 

meters (Gallagher 1998) and the procedure is 

invoked in the same way described in Gallagher & 

Sambridge (1992). 

We would like to thank M. Sambridge and D. Issler for 
useful discussions on various aspects of the problems 
addressed here and E Brigand and K. Nakayama for 
reviews of an earlier version of the manuscript. 
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Appendix 

Basic  data f o r  thermal  his tory calculations.  

Table A1. Stratigraphic and lithological details of Pan Am Beaver River YT G-01 (after Morrow et al. 1993) 

237  

Formation name Depth Age Lithology fractions 

(m) (Ma) 1 2 3 4 5 6 7 

Quaternary 15 44 0.5 0.5 0 0 0 0 0 

Wapititi - 140(4) 75 1 0 0 0 0 0 0 

Kotanalee -45(4) 88 0.2 0.3 0.5 0 0 0 0 

Dunvegan -45(4) 98 1 0 0 0 0 0 0 

Sully -140(4) 101 0 0 1 0 0 0 0 

Sikanni -25(4) 102 0.5 0.5 0 0 0 0 0 

Lepine -163(4) 106 0.15 0.15 0.7 0 0 0 0 

Scatter -70(4) 109 0.1 0.10 0.8 0 0 0 0 

Garbutt -90(4) 111 0 0 0.5 0 0 0 0.5 

Garbutt 137 113 0.5 0.25 0.25 0 0 0 0 

Tod Grayling -503(3) 228 0.1 0.1 0.8 0 0 0 0 

Tod Grayling 434 240 0.10 0.1 0.8 0 0 0 0 

Fantasq -11(2) 246 0 0 0.5 0 0 0 0.5 

Fantasq 623 258 0 0 0.5 0 0 0 0.5 

Kindle 843 268 0.5 0.25 0.25 0 0 0 0 

Mattson -255(1) 289 0.65 0.2 0.15 0 0 0 0 

Mattson 1788 337 0.65 0.2 0.15 0 0 0 0 

Golata 3042 344 0.1 0.15 0.75 0 0 0 0 

Prophet 3131 354 0 0 0.25 0.5 0 0 0.25 

Besa above Exshaw 3542 360 0 0.1 0.85 0 0 0 0.05 

Besa below Exshaw 4113 376 0 0 0.95 0 0 0 0.05 

Nahanni 4360 383 0 0 0 0 0.95 0 0.05 

Headless 4390 384 0 0 0.05 0 0.95 0 0 

Sub-Headless 5590 396 0.05 0 0 0 0.95 0 0 

A negative depth indicates lost section and the integer in brackets refers to the erosion event (see Tables A5 and A6) 

Table A2. V itrinite reflectance values for Pan Am Beaver 
River YT G-01 

Depth Ro ~Ro 

(m) (%) (%) 

871.73 0.55 0.05 

981.46 0.65 0.07 

1057.7 0.55 0.11 

1261.9 0.58 0.06 

1341.1 0.71 0.14 

1514.9 0.82 0.16 

1780.0 0.76 0.15 

1865.4 0.80 0.19 

1999.5 1.27 0.25 

2279.9 1.40 0.20 

2671.6 1.85 0.23 

2810.3 2.01 0.40 

2892.6 2.11 0.55 

3087.6 2.15 0.26 

3104.1 2.41 0.37 

3221.7 2.00 0.17 

3544.8 3.51 0.19 

3663.7 3.94 0.67 

3739.9 3.72 0.52 

3861.8 4.30 0.86 

3953.3 4.67 0.17 

4020.3 4.24 0.92 

4164.8 4.18 0.46 
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Table A3. Stratigraphic and lithologicaI details of Imperial Island River No. 1 (after Morrow et al. 1993) 

Formation name Depth Age Lithology fractions 

(m) (Ma) 1 2 3 4 5 6 7 

Quaternary 20 44 0.5 0.5 0 0 0 0 0 

Wapititi -700(4) 75 1 0 0 0 0 0 0 

Kotanalee -700(4) 88 0.2 0.3 0.5 0 0 0 0 

Dunvegan -140(4) 90 1 0 0 0 0 0 0 

Dunvegan 183 98 1 0 0 0 0 0 0 

Sully 360 101 0 0 1 0 0 0 0 

Sikanni 445 102 0.50 0.5 0 0 0 0 0 

Buckinghorse 643 113 0.15 0.15 0.7 0 0 0 0 

Tod Grayling -140(3) 240 0.1 0.1 0.8 0 0 0 0 

Kindle -20(3) 258 0.5 0.25 0.25 0 0 0 0 

Fantasq -20(2) 268 0 0 0.5 0 0.5 0 0 

Mattson -140(1) 333 0.9 0 0.1 0 0 0 0 

Rundle -200(1) 349 0 0.1 0.5 0.4 0 0 0 

Rundle -75(3) 354 0 0.1 0.5 0.4 0 0 0 

Rundle 678 356 0 0.1 0.5 0.4 0 0 0 

B anff/Exshaw 1047 361 0 0.1 0.75 0.15 0 0 0 

Kotcho/Tetcho 1346 364 0 0.1 0.5 0.4 0 0 0 

Trout/Kakisa 1417 369 0.55 0.05 0.35 0.05 0 0 0 

RedKnife 1560 370 0.05 0.05 0.8 0.1 0 0 0 

Jean Marie 1576 371 0 0 0 1 0 0 0 

Fort Simp/Muskwa 2106 374 0.15 0.1 0.75 0 0 0 0 

Slave Point 2224 376 0 0 0 1 0 0 0 

Watt/Sulphur 2247 378 0 0 0.1 0.9 0 0 0 

Keg River 2412 384 0 0 0.1 0.8 0.1 0 0 

Chinchaga 2471 390 0.05 0.05 0.05 0 0.45 0.4 0 

Sub-Chinchaga 2499 401 0.7 0 0 0 0.2 0.1 0 

A negative depth indicates lost section and the integer in brackets refers to the erosion event (see tables A5 and A6) 

Table A4. Vitrinite reflectance values for Imperial Island 

River No. 1 

Depth Ro ~Ro 

(m) (%) (%) 

607.9 0.58 0.15 

650.6 0.72 0.13 

704.3 0.76 0.15 

837.5 0.64 0.14 

841.5 0.61 0.02 

998.5 0.73 0.1 l 

1056.4 0.68 0.07 

1061.6 0.85 0.04 

1154.6 0.90 0.02 

1649.1 1.05 0.13 

1798.5 1.13 0.13 

1902.4 1.19 0.13 

1951.2 1.28 0.03 

2077.4 1.53 0.13 

2229.6 2.00 0.40 
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Table AS. Compaction constants, (0(z) = %exp[-cz]), and matrix thermal conductivity 

Lithology ID Surface porosity Compaction Matrix thermal 

(%) constant conductivity 
(c; m -1, x 10 -4) (km, W m -1K -1) 

Sand 1 0.29 3.53 4.2 

Silt 2 0.46 3.99 2.7 

Shale 3 0.51 5.30 1.5 

Limestone 4 0.51 5.18 2.9 

Dolomite 5 0.30 2.17 5.0 

Anhydrite 6 0.00 1.20 5.5 

Chert 7 0.00 1.20 2.9 

Geometric mean model was used, with kwate r = 0.607 W m-lK -1. 

Table A6. Timing of erosion events 

Erosion event ID Begin (Ma) End (Ma) 

Sub Permian 1 276 268 

Sub Triassic 2 245 240 

Sub Cretaceous erosion 3 208 113 

Tertiary erosion 4 67 44 
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