


Assessing the Accuracy of
Remotely Sensed Data
Principles and Practices

Second Edition

55127_C000.indd   1 11/4/08   7:12:20 PM



55127_C000.indd   2 11/4/08   7:12:20 PM



CRC Press is an imprint of the
Taylor & Francis Group, an informa business

Boca Raton   London   New York

Assessing the Accuracy of
Remotely Sensed Data
Principles and Practices

Second Edition

Russell G. Congalton
Kass Green

55127_C000.indd   3 11/4/08   7:12:20 PM



CRC Press
Taylor & Francis Group
6000 Broken Sound Parkway NW, Suite 300
Boca Raton, FL 33487-2742

© 2009 by Taylor & Francis Group, LLC 
CRC Press is an imprint of Taylor & Francis Group, an Informa business

No claim to original U.S. Government works
Printed in the United States of America on acid-free paper
10 9 8 7 6 5 4 3 2 1

International Standard Book Number-13: 978-1-4200-5512-2 (Hardcover)

This book contains information obtained from authentic and highly regarded sources. Reasonable 
efforts have been made to publish reliable data and information, but the author and publisher can-
not assume responsibility for the validity of all materials or the consequences of their use. The 
authors and publishers have attempted to trace the copyright holders of all material reproduced 
in this publication and apologize to copyright holders if permission to publish in this form has not 
been obtained. If any copyright material has not been acknowledged please write and let us know so 
we may rectify in any future reprint.

Except as permitted under U.S. Copyright Law, no part of this book may be reprinted, reproduced, 
transmitted, or utilized in any form by any electronic, mechanical, or other means, now known or 
hereafter invented, including photocopying, microfilming, and recording, or in any information 
storage or retrieval system, without written permission from the publishers.

For permission to photocopy or use material electronically from this work, please access www.copy-
right.com (http://www.copyright.com/) or contact the Copyright Clearance Center, Inc. (CCC), 222 
Rosewood Drive, Danvers, MA 01923, 978-750-8400. CCC is a not-for-profit organization that pro-
vides licenses and registration for a variety of users. For organizations that have been granted a 
photocopy license by the CCC, a separate system of payment has been arranged.

Trademark Notice: Product or corporate names may be trademarks or registered trademarks, and 
are used only for identification and explanation without intent to infringe.

Library of Congress Cataloging-in-Publication Data

Congalton, Russell G., 1957-
Assessing the accuracy of remotely sensed data : principles and practices / 

Russell G. Congalton and Kass Green. -- 2nd ed.
p. cm.

Includes bibliographical references and index.
ISBN 978-1-4200-5512-2 (alk. paper)
1. Remote sensing--Evaluation. I. Green, Kass. II. Title. 

G70.4.C647 2008
621.36’78--dc22 2008030228

Visit the Taylor & Francis Web site at
http://www.taylorandfrancis.com

and the CRC Press Web site at
http://www.crcpress.com

55127_C000.indd   4 11/4/08   7:12:21 PM



Dedication

The second edition of this book is dedicated to our 
families, including our spouses Jeanie Congalton and 

Gene Forsburg: our children Ashton, Emma, and Brandon 
Congalton, and our parents Bob and Janet Congalton, 

John and Jean Samson, Mary Green, William and Carol 
McDevitt, and Frank and Janet Forsburg. Together they 

have made us much more than we would be alone. We are 
forever grateful for their love, support, and companionship.

55127_C000.indd   5 11/4/08   7:12:21 PM



55127_C000.indd   6 11/4/08   7:12:21 PM



Table of Contents

Preface .......................................................................................................................xi
Acknowledgments .................................................................................................. xiii
About the Authors ....................................................................................................xv

1Chapter  Introduction ..........................................................................................1

Why Map? ..................................................................................................................1
Why Assess the Accuracy of a Map? .........................................................................1
Types of Map Accuracy Assessment ..........................................................................2
Critical Steps in Accuracy Assessment ......................................................................3
Organization of the Book ...........................................................................................4

2Chapter  The History of Map Accuracy Assessment ..........................................5

How Maps Are Made .................................................................................................5
History of Accuracy Assessment ............................................................................. 11

Positional Accuracy Assessment ......................................................................... 11
Thematic Accuracy Assessment.......................................................................... 15

3Chapter  Positional Accuracy ............................................................................ 19

What Is Positional Accuracy? .................................................................................. 19
What Are the Common Standards for Positional Accuracy? ................................... 21

National Map Accuracy Standards .....................................................................22
Principles of Error Theory and Cartographic Applications ................................22
ASPRS Interim Accuracy Standards for Large-Scale Maps ...............................23
National Standard for Spatial Data Accuracy .....................................................23
Guidelines and Specifications for Flood Hazard Mapping Partners ...................24
ASPRS Guidelines: Vertical Accuracy Reporting for Lidar Data.......................24
Guidelines for Digital Elevation Data .................................................................25

Positional Accuracy Assessment Design and Sample Selection ..............................25
How Is Positional Accuracy Analyzed? ...................................................................29

Review of Basic Statistics ...................................................................................29
Parameters and Statistics ................................................................................29
Estimating the Dispersal of Variables ............................................................30
Estimating the Reliability of the Estimate of the Mean ................................. 33

Statistics in Positional Accuracy Assessment ..................................................... 35
Vertical Accuracy ........................................................................................... 37
Horizontal Accuracy ...................................................................................... 41

Summary ..................................................................................................................50
Appendix 3.1 ............................................................................................................ 53

Determining the Required Sample Size .............................................................. 53

55127_C000.indd   7 11/4/08   7:12:21 PM



4Chapter  Thematic Accuracy ............................................................................. 55

Non-Site-Specific Assessments ................................................................................ 55
Site-Specific Assessments ........................................................................................ 56

The Error Matrix ................................................................................................. 57
Mathematical Representation of the Error Matrix ......................................... 59

5Chapter  Sample Design Considerations ........................................................... 63

What Are the Thematic Map Classes to Be Assessed? ............................................ 63
The Classification Scheme ..................................................................................64
Other Data Considerations ..................................................................................66

Continuous versus Noncontinuous Data ........................................................66
Spatial Autocorrelation ..................................................................................68

What Is the Appropriate Sample Unit? .................................................................... 70
Single Pixel ......................................................................................................... 70
Cluster of Pixels .................................................................................................. 71
Polygons ............................................................................................................. 72
Clusters of Polygons ........................................................................................... 74

How Many Samples Should Be Taken? ................................................................... 74
Binomial Distribution ......................................................................................... 75
Multinomial Distribution .................................................................................... 76

How Should the Samples Be Chosen? ..................................................................... 79
Sampling Schemes .............................................................................................. 79
Sampling Scheme Considerations ......................................................................80

Final Considerations ................................................................................................ 83

6Chapter  Reference Data Collection ..................................................................85

What Should Be the Source of the Reference Data? ...............................................86
Using Existing versus Newly Collected Data .....................................................86
Photos versus Ground .........................................................................................87

How Should the Reference Data Be Collected? ......................................................88
When Should the Reference Data Be Collected? ....................................................94
Ensuring Objectivity and Consistency .....................................................................98

Data Independence ..............................................................................................98
Data Collection Consistency ...............................................................................98
Quality Control ...................................................................................................99

7Chapter  Basic Analysis Techniques ............................................................... 105

Kappa ..................................................................................................................... 105
Margfit .................................................................................................................... 110
Conditional Kappa ................................................................................................. 113
Weighted Kappa ..................................................................................................... 113
Compensation for Chance Agreement ................................................................... 115

55127_C000.indd   8 11/4/08   7:12:21 PM



Confidence Limits .................................................................................................. 115
Area Estimation/Correction ................................................................................... 119

8Chapter  Analysis of Differences in the Error Matrix .................................... 121

Errors in the Reference Data .................................................................................. 121
Sensitivity of the Classification Scheme to Observer Variability .......................... 123
Inappropriateness of the Remote Sensing Data Employed to Make the Map ....... 125
Mapping Error ........................................................................................................ 126
Summary ................................................................................................................ 126
Appendix 8.1 .......................................................................................................... 127

Wrangell-St. Elias National Park and Preserve: Land Cover Mapping 
Classification Key ............................................................................................. 127

9Chapter  Fuzzy Accuracy Assessment ............................................................ 131

Expanding the Major Diagonal of the Error Matrix .............................................. 132
Measuring Map Class Variability ........................................................................... 133
The Fuzzy Error Matrix Approach ......................................................................... 134

The Fuzzy Error Matrix .................................................................................... 135
Implementation of the Fuzzy Error Matrix ....................................................... 137
Another Fuzzy Error Matrix Example .............................................................. 138

Summary ................................................................................................................ 140

1Chapter 0 Case Study
Accuracy Assessment for the NOAA Next-Generation C-CAP Pilot Project ....... 141

Overview of the Case Study ................................................................................... 141
Design of the Accuracy Assessment ...................................................................... 144

What Are the Thematic Classes to Be Assessed? ............................................. 144
What Is the Appropriate Sampling Unit? .......................................................... 145
How Many Samples Should Be Taken? ............................................................ 145
How Should the Samples Be Chosen? .............................................................. 145

Data Collection ...................................................................................................... 146
What Should Be the Source of the Reference Data? ........................................ 146
How Should the Reference Data Be Collected? ............................................... 147
When Should the Reference Data Be Collected? ............................................. 148
How Do I Ensure Consistency and Objectivity in My Data Collection?.......... 149

Analysis .................................................................................................................. 149
What Are the Different Analysis Techniques for Continuous versus 
Discontinuous Map Data? ................................................................................. 149
What Is an Error Matrix and How Should It Be Used? .................................... 150
What Are the Statistical Properties Associated with the Error Matrix and 
What Analysis Techniques Are Applicable? ..................................................... 150
What Is Fuzzy Accuracy and How Can You Conduct a Fuzzy Accuracy 
Assessment? ...................................................................................................... 150

55127_C000.indd   9 11/4/08   7:12:21 PM



Lessons Learned ..................................................................................................... 154
Appendix 10.1 ........................................................................................................ 155

Decision Rules for the Classification Scheme .................................................. 155

1Chapter 1 Advanced Topics ............................................................................. 159

Change Detection ................................................................................................... 159
Reference Data .................................................................................................. 160
Sampling ........................................................................................................... 161
Change Detection Error Matrix ........................................................................ 162
Two-Step Approach to Change Detection Accuracy Assessment ..................... 165
Case Study ........................................................................................................ 166

Step 1: Accuracy of the Change Areas ......................................................... 166
Step 2: Change/No Change Assessment ...................................................... 168

Multilayer Assessments ......................................................................................... 170
Appendix 11.1 ........................................................................................................ 171

Class Descriptions of the 2005 NLCD Land Cover .........................................171

Bibliography ......................................................................................................... 173

Index ...................................................................................................................... 179

55127_C000.indd   10 11/4/08   7:12:21 PM



Preface

The field of assessing the accuracy of maps derived from remotely sensed data has 
continued to develop and mature since the first edition of this book was published 
in 1999. The original eight chapters have been expanded to eleven. Of most signifi-
cance is a new chapter that covers positional accuracy. The accuracy of any spatial 
data set is a combination of both the positional accuracy and the thematic accuracy. 
Therefore, a complete presentation of how to assess the positional accuracy of a 
map has been added along with a discussion of the impact of positional accuracy 
on thematic accuracy. The use of fuzzy accuracy assessment has increased since 
the first edition, and we have included an entire chapter on this important process. 
Also, the chapter on assessing the accuracy of a map of change detection has been 
expanded with a more thorough discussion of the special sampling issues that must 
be considered to effectively assess the change. Finally, a new case study has been 
presented that is up-to-date and reflects the complications and issues one would face 
when conducting an accuracy assessment today.
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1

1 Introduction

Why Map?

The earth’s resources are scarce. As we continue to add more people to the earth, 
the scarcity of resources increases, as does their value. From land use conversion 
throughout the world, to fragmentation of tropical bird habitat, to acid rain deposi-
tion in Eastern Europe, to polar bear habitat loss in the Arctic, to the droughts in 
Africa, to wars, people have significantly affected the ecosystems of the world. The 
ever-increasing world population and need for resources continues to cause the price 
of resources to increase and to intensify conflicts over resource allocation.

As resources become more valuable, the need for timely and accurate information 
about the type, quantity, and extent of resources multiplies. Allocating and managing 
the earth’s resources requires accurate knowledge about the distribution of resources 
across space and time. To efficiently plan emergency response, we need to know 
the location of roads relative to fire and police stations, hospitals, and emergency 
shelters. To improve the habitat of endangered species, we need to know what the 
species habitat requirements are, where that habitat exists, where the animals live, 
and how changes to the habitat and surrounding environments will affect species 
distribution, population, and viability. To plan for future developments, we need to 
know where people will work, live, shop, and go to school. Because each decision 
(including the decision to do nothing) impacts the (1) status and location of resources 
and (2) the relative wealth of individuals and organizations who derive value from 
those resources, knowing the location of resources and how they interact spatially is 
critical to effectively managing those resources and ourselves over time.

Why assess the accuracy of a Map?

Thus, decisions about resources require maps, and effective decisions require accurate 
maps or at least maps of known accuracy. For centuries, maps have provided impor-
tant information concerning the distribution of resources across the earth. Maps help 
us to measure the extent and distribution of resources, analyze resource interactions, 
identify suitable locations for specific actions (e.g., development or preservation), and 
plan future events. If our decisions based on map information are to have expected 
results, then the accuracy of the maps must be known. Otherwise, implementing such 
decisions will result in surprises, and these surprises may be unacceptable.

For example, suppose that you wish to have a picnic in a forest on the edge of 
a lake. If you have a map that displays forest, crops, urban, water, and barren land 
cover types, you can plan the location of your picnic. If you do not know the accuracy 
of the map, but the map is 100% accurate, you will be able to travel to your forest 
lakeside location, and in fact, find yourself in a nice picnic spot. However, if the 
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2 Assessing the Accuracy of Remotely Sensed Data: Principles and Practices

maps are not spatially accurate, you may find that your picnic location falls in the 
middle of the lake rather than on the shore; and if the maps are not labeled correctly 
(i.e., thematically accurate), you may find yourself in a city next to a fountain, or in 
an agricultural field next to an irrigation ditch. However, if you know the accuracy 
of the map, you can incorporate the known expectations of accuracy into your plan-
ning and create contingency plans in situations when the accuracy is low. This type 
of knowledge is critical when we move from our lighthearted picnic example to 
more critical decisions such as endangered species preservation, resource allocation, 
peace-keeping actions, and emergency response.

There are many reasons for performing an accuracy assessment. Perhaps the 
simplest reason is curiosity—the desire to know how good a map you have made. 
In addition to the satisfaction gained from this knowledge, we also need or want 
to increase the quality of the map information by identifying and correcting the 
sources of errors. Third, analysts often need to compare various techniques, algo-
rithms, analysts, or interpreters to test which is best. Also, if the information derived 
from the remotely sensed data is to be used in some decision-making process (i.e., 
GIS analysis), then it is critical that some measure of its quality be known. Finally, it 
is more and more common that some measure of accuracy be included in the contract 
requirements of many mapping projects. Therefore, a valid accuracy is not only use-
ful, but may be required.

Accuracy assessment determines the quality of the map created from remotely 
sensed data. Accuracy assessment can be qualitative or quantitative, expensive or inex-
pensive, quick or time consuming, well designed and efficient or haphazard. The goal of 
quantitative accuracy assessment is the identification and measurement of map errors.

The purpose of this book is to present the theory and principles of quantitative 
accuracy assessment and to instruct readers how to adequately design and implement 
an accuracy assessment. Throughout the book, we emphasize that no single recipe 
exists for accuracy assessment. Just as there is no one way to produce a map, there 
is no one way to assess the accuracy of a map. Instead, this book will teach you to 
consider every aspect of a mapping project and to design and implement the best 
possible assessment given the strengths and limitations of each mapping project you 
conduct, fund, or rely on.

types of Map accuracy assessMent

There are two types of map accuracy assessment: positional and thematic. Positional 
accuracy deals with the accuracy of the location of map features, and measures how 
far a spatial feature on a map is from its true or reference location on the ground 
(Bolstad, 2005). Thematic accuracy deals with the labels or attributes of the features 
of a map, and measures whether the mapped feature labels are different from the true 
feature label. For example, in the picnic example, the earth’s surface was classified 
as forest, water, crops, urban, or barren. We are interested in both the accuracy of 
the location of the features so we can locate our picnic spot in a forest on the shore of 
a lake, and in the thematic accuracy so we truly end up in a forest and not in a city, 
desert, or agricultural field that was erroneously mapped as a forest.
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Introduction 3

The accuracy of any map or spatial data set is a function of both positional accu-
racy and thematic accuracy, and this book considers both. However, because the-
matic accuracy is much more complex than positional accuracy, the book devotes 
considerably more attention to thematic accuracy assessment.

critical steps in accuracy assessMent

As previously stated, there is no single procedure for conducting either a positional 
or a thematic accuracy assessment. However, all accuracy assessments include three 
fundamental steps:

 1. Designing the accuracy assessment sample
 2. Collecting data for each sample
 3. Analyzing the results

Each step must be rigorously planned and implemented. First, the accuracy assess-
ment sampling procedures are designed, and the sample areas on the map are 
selected. We use sampling because time and funding limitations preclude the assess-
ment of every spatial unit on the map. Next, information is collected from both the 
map and the reference data for each sample site. Thus, two types of information are 
collected from each sample:

Reference accuracy assessment sample data: •	 The position or class label 
of the accuracy assessment site, which is derived from data collected that 
are assumed to be correct.
Map accuracy assessment sample data: •	 The position or class label of the 
accuracy assessment site, which is derived from the map or image being 
assessed.

Third, the map and reference information are compared, and the results of the com-
parison are analyzed for statistical significance and for reasonableness. In summary, 
effective accuracy assessment requires (1) design and implementation of unbiased 
sampling procedures, (2) consistent and accurate collection of sample data, and (3) 
rigorous comparative analysis of the sample map and reference data.

Because there is no single procedure for designing and implementing accuracy 
assessments, there are a number of important questions to ask and considerations 
to think about when conducting a valid assessment. This book addresses the most 
important ones, including the following:

 1. Questions concerning the design of an accuracy assessment sample:
What are the map classes to be assessed and how are they distributed •	
across the landscape?
What is the appropriate sampling unit?•	
How many samples should be taken?•	
How should the samples be chosen?•	
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4 Assessing the Accuracy of Remotely Sensed Data: Principles and Practices

 2. Questions concerning how the reference data should be collected:
What should be the source of the reference data?•	
How should the reference data be collected?•	
When should the reference data be collected?•	
How do I ensure consistency and objectivity in my data collection?•	

 3. Questions concerning how the analysis should be conducted:
What are the different analysis techniques for continuous as compared •	
to discontinuous map data?
What is an error matrix and how should it be used?•	
What are the statistical properties associated with the error matrix and •	
what analysis techniques are applicable?
What is fuzzy accuracy and how can you conduct a fuzzy accuracy •	
assessment?
How is accuracy assessment conducted on change detection maps?•	
How is accuracy assessment conducted on maps created from multiple •	
layers of data?

organization of the Book

The organization of this book takes you through each of the previously mentioned 
fundamental accuracy assessment steps as follows:

The next three chapters (Chapters 2 through 4) introduce the basic con-•	
cepts of positional and thematic accuracy assessment. Chapter 2 begins 
with a review of the history and basic assumptions of map making and 
accuracy assessment. Chapter 3 introduces the reader to positional accu-
racy assessment, while Chapter 4 introduces the concepts of thematic 
accuracy, including the error matrix.
Chapter 5 reviews sample design considerations.•	
Chapter 6 is devoted to factors that must be taken into account during the •	
collection of reference data.
Chapters 7 through 9 detail thematic accuracy assessment analysis, which •	
is much more complex than positional accuracy assessment analysis. The 
basic analysis techniques that can be applied to an error matrix are dis-
cussed in Chapter 7. Chapter 8 discusses the causes of differences in the 
error matrix, whether from map errors or from other nonerror sources. 
Chapter 9 presents a solution to some of the nonerror differences in the 
error matrix by suggesting the use of fuzzy accuracy assessment.
Chapter 10 presents a case study that reviews all the design, data collec-•	
tion and analysis methods presented in Chapters 3 through 9.
Chapter 11 delves into more advanced topics in accuracy assessment, •	
including change detection accuracy assessment and multilayer accuracy 
assessment.
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5

2 The History of Map 
Accuracy Assessment

How Maps are Made

Before the invention of aircraft, maps were created from human observations made 
on the earth’s surface using survey equipment and the most basic, yet sophisti-
cated, remote sensing devices: the human eyes and the analytical capabilities of 
the human brain. By the early sixteenth century Portuguese navigators were able 
to map the coast of Africa (see Figure 2.1) by relying on measurements taken at sea 
from astrolabes, quadrants, cross-staffs, and other early navigation tools. During 
their exploration of the American Northwest, Lewis and Clark were able to pro-
duce the remarkably detailed map in Figure 2.2. Indian pundits secretly mapped 
the Himalayas to high precision in the mid-1800s by pretending to be Buddhist 
pilgrims (Hopkirk, 1992), keeping count of their paces using holy beads and con-
cealing compasses and other instruments in their clothing and walking sticks. 
However, all of these maps were not without error, and when observations on the 
earth’s surface were unobtainable, map makers often interpolated between field 
observations with questionable results, as illustrated in one of the earliest, and obvi-
ously incorrect, maps of California, displayed in Figure 2.3.

One of the most notorious examples of reliance on an erroneous map created 
from field observations was the disastrous Donner party in 1846, which chose to 
follow Hasting’s cutoff rather than the established Oregon–California trail dur-
ing their migration from the Midwest. As a result, they added miles to their jour-
ney (the positional accuracy was in error), were forced to cross unexpected steep 
mountains and expanses of waterless desert (the thematic accuracy was in error), as 
shown in Figure 2.4, and ended up attempting to cross the Sierra Nevada mountains 
in late fall rather than during the summer. The group ended up stranded in 20 ft of 
snow just below the summit for the entire winter, and lost almost half of their party 
to starvation, hypothermia, and cannibalism (Stewart, 1960). Regardless of how the 
map is made, not knowing the accuracy of maps can have catastrophic results!

Today, most map makers use remote sensing† rather than field observations as the 
main source of spatial information. While field observations are still important, they 
are ancillary to the remote sensing data, providing information at sample locations 
instead of a total enumeration of the area to be mapped. Since the first aerial photo-
graph was captured from a balloon in 1858, data collected using remote sensing has 
supplanted ground observations for map making. Satellites and aircraft offer humans 

†   Remote sensing is defined as the collection and interpretation of information about an object from a 
distant vantage point. Remote sensing systems involve the measurement of electromagnetic energy 
reflected or emitted from an object, and include instruments on aircraft and satellites.
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10 Assessing the Accuracy of Remotely Sensed Data: Principles and Practices

a view of their surroundings that humans cannot obtain on their own. Well before the 
first human went aloft in a balloon in 1783, humans had long been fantasizing about 
flight. Once humans invented successful flying machines, it was an easy step to put 
cameras in flying machines so that the pilot’s perspective could be shared with those 
on the ground.

We use remotely sensed data to make maps because it:

Is significantly less expensive and more efficient than creating maps from •	
observations on the earth’s surface,
Offers a perspective from above (the “bird’s-eye or synoptic view”), •	
improving our understanding of spatial relationships, and
Permits capturing imagery and information in electromagnetic wave-•	
lengths that humans cannot sense, such as the infrared portions of the 
electromagnetic spectrum.

Remotely sensed imagery is irresistible because it provides a view that can be read-
ily understood, is inimitably useful, and yet is impossible to obtain without the use 
of technology. The innovation of air and space remote sensing has fundamentally 
changed the way we conduct war, manage inventory and resources, perform research, 
and respond to disasters.

Map making with remotely sensed data requires:

 1. Precise linkage of the distances in the remote sensing imagery to dis-
tances on the ground so that spatial features can be accurately located, 
and

 2. Understanding what causes variation in the features to be mapped and 
understanding how the remotely sensed data and ancillary information 
respond to those variations, so that the spatial features can be labeled.

Remotely sensed data provide an excellent basis for making maps because (1) remote 
sensing instruments and platforms are highly calibrated, and (2) a high correlation 
exists between variation in remotely sensed data and variation across the earth’s 
surface.

However, there is never a complete one-to-one correlation between variation in 
remotely sensed data and variation on the earth’s surface. Aircraft movement, topog-
raphy, lens distortions, clouds, shadows, and a myriad of other factors can combine 
to weaken the relationship between the imagery and the earth’s surface. Thus, much 
judgment, analysis, and interpretation are required to turn remotely sensed data into 
maps, and as a result, errors can occur during the many steps throughout any map-
ping project. As illustrated in Figure 2.5, the possible sources of error are multiple 
and compounding. Error can derive from the acquisition of imagery, to its rectifica-
tion and classification, through its presentation as a map, and the application of the 
map in a decision-making process. Also, of course, error can also occur in the accu-
racy assessment itself. Accuracy assessment estimates, identifies, and characterizes 
the impact that arises from all of the sources of error.
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History oF accuracy assessMent

The widespread acceptance and use of remotely sensed data have been and will continue 
to be dependent on the quality of the map information derived from it. As we learned in 
the previous section, the history of using remotely sensed data for mapping and monitor-
ing the earth is a relatively short one. Aerial photography (analog or film-based remote 
sensing) has been used as an effective mapping tool only since the early 1900s. Digital 
image scanners and cameras on satellites and aircraft have an even shorter history begin-
ning in only the mid-1970s. The following two sections briefly review the history of posi-
tional and thematic accuracy assessment of maps created from remotely sensed data.

Positional accuracy assessment

Photogrammetry, the science of determining the physical dimensions of objects from 
measurements on aerial photographs or imagery, was first implemented in 1849 using 
terrestrial photographs taken on the earth’s surface (McGlone, 2004). Aerial photo-
grammetry, which utilizes images taken from aerial or satellite platforms, followed 

Figure 2.5 Sources of error in remotely sensed data. (Reproduced with permission 
from the American Society for Photogrammetry and Remote Sensing, from Lunetta, R., 
R. Congalton, L. Fenstermaker, J. Jensen, K. McGwire, and L. Tinney. 1981. Remote sens-
ing and geographic information system data integration: error sources and research issues. 
Photogrammetric Engineering and Remote Sensing. 57(6): 677–687.)
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12 Assessing the Accuracy of Remotely Sensed Data: Principles and Practices

soon after the first photographs were taken from aircraft. Adoption of aerial photo-
graphs to create maps exploded with:

The need to rebuild Europe following World War I,•	
Development of roll film by George Eastman (founder of Kodak),•	
Reduction of camera lens distortion,•	
Improvements in camera bodies including increased sturdiness, perma-•	
nently mounted lenses, techniques for holding the film flat, and inclusion 
of a mechanism for aligning the camera axis,
Employment of fiducial marks for the definition of the image plane,•	
Development of analytical photogrammetry equations, and•	
Invention of the stereo plotter.•	  (Ferris State University, 2007)

From the very first days of aerial photogrammetry, positional accuracy has been 
assessed by comparing the coordinates of sample points on a map against the coor-
dinates of the same points derived from a ground survey or some other independent 
source deemed to be more accurate than the map. In the early twentieth century, 
mapping scientists focused on map production and attempted to characterize each 
different contributor to positional error. Now, positional error assessment is more 
user-focused, emphasizing the estimation of the total error, regardless of the source.

In 1937, the American Society of Photogrammetry (now the American Society 
for Photogrammetry and Remote Sensing or ASPRS) established a committee to 
draft spatial accuracy standards. Soon after, the U.S. Bureau of the Budget published 
the United States National Map Accuracy Standards (NMAS) in 1941. The current 
version of the National Map Accuracy Standards was published in 1947 (U.S. Bureau 
of the Budget, 1947) and is included in the following text:

 1. “Horizontal accuracy. For maps on publication scales larger than 1:20,000, 
not more than 10% of the points tested shall be in error by more than 1/30th 
inch, measured on the publication scale; for maps on publication scales of 
1:20,000 or smaller, 1/50th inch. These limits of accuracy shall apply to 
positions of well-defined points only. Well-defined points are those that are 
easily visible or recoverable on the ground, such as the following: monu-
ments or markers, such as bench marks, property boundary monuments; 
intersections of roads and railroads; corners of large buildings or struc-
tures (or center points of small buildings). In general, what is well defined 
will also be determined by what is plottable on the scale of the map within 
1/100th inch. Thus, while the intersection of two roads or property lines 
meeting at right angles would come within a sensible interpretation, identi-
fication of the intersection of such lines meeting at an acute angle would not 
be practicable within 1/100th inch. Similarly, features not identifiable upon 
the ground within close limits are not to be considered as test points within 
the limits quoted, even though their positions may be scaled closely upon 
the map. This class would cover timber lines and soil boundaries.

 2. Vertical accuracy, as applied to contour maps on all publication scales, 
shall be such that not more than 10% of the elevations tested shall be in 
error by more than one-half the contour interval. In checking elevations 
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taken from the map, the apparent vertical error may be decreased by 
assuming a horizontal displacement within the permissible horizontal 
error for a map of that scale.

 3. The accuracy of any map may be tested by comparing the positions of 
points whose locations or elevations are shown upon it with correspond-
ing positions as determined by surveys of a higher accuracy. Tests shall 
be made by the producing agency, which shall also determine which of its 
maps are to be tested, and the extent of such testing.

 4. Published maps meeting these accuracy requirements shall note this 
fact in their legends, as follows: “This map complies with National Map 
Accuracy Standards.”

 5. Published maps whose errors exceed those aforestated shall omit from 
their legends all mention of standard accuracy.

 6. When a published map is a considerable enlargement of a map drawing 
(manuscript) or of a published map, that fact shall be stated in the leg-
end. For example, ‘This map is an enlargement of a 1:20,000-scale map 
drawing,’ or ‘This map is an enlargement of a 1:24,000-scale published 
map.’

 7. To facilitate ready interchange and use of basic information for map con-
struction among all federal map-making agencies, manuscript maps and 
published maps, wherever economically feasible and consistent with the 
use to which the map is to be put, shall conform to latitude and longitude 
boundaries, being 15 minutes of latitude and longitude, or 7.5 minutes, or 
3.75 minutes in size.”

Establishment of the standards was a critical step in implementing consistency in 
positional accuracy across the United States. However, NMAS focuses on errors 
measured at the map instead of ground scale, which became problematic over the 
years as maps migrated from paper to digital formats that can be printed at variable 
map scales. Additionally, the standards state the requirements for spatial accuracy, 
but only briefly discuss procedures for collecting samples to determine whether or 
not those standards have been met. Thus, while the accuracy percentage was stan-
dardized, the procedures for measuring accuracy were not.

In the 1960s a precursor to the present-day National GeoSpatial-Intellegence 
Agency (NGA), the Aeronautical Chart and Information Center, printed a report 
entitled Principles of Error Theory and Cartographic Applications (Greenwalt and 
Schultz, 1962, 1968) that meticulously laid the statistical foundation for estimating 
the distribution of positional map error from a sample of reference points. The basic 
concepts of the report derive from the probability theories developed in the 1800s to 
predict the probable distribution of artillery shells fired at a target. Relying on the 
root-mean-square error (RMSE)† as the parameter to be estimated in characterizing 
positional map accuracy, the report became, and has remained, the foundation for all 
other publications that stipulate the calculation of map error from a set of sample points 

†   RMSE is the square root of the average squared differences between accuracy assessment sample map 
and reference locations. The equations for calculating RMSE are presented in Chapter 3.
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(ASPRS, 1990; DMA, 1991; FGDC, 1998; MPLMIC, 1999; Bolstad, 2005; Maune, 
2007). However, unlike later publications, the report focused only on how to calculate 
error and did not address how the sample points should be chosen or measured.

In the late 1970s, the American Society for Photogrammetry and Remote 
Sensing’s (ASPRS) Specifications and Standards Committee started a review of the 
1947 standards with the goal of updating them to include standards for both hardcopy 
and digital maps. The result was the 1990 publication of ASPRS Interim Accuracy 
Standards for Large-Scale Maps (ASPRS, 1990), which stipulated that accuracy be 
reported at ground scale rather than map scale, thereby allowing the consideration 
of digital as well as hardcopy maps. The standards established the maximum RMSE 
(measured at ground distances) permissible for map scales from 1:60 to 1:20,000. 
It also cited Greenwalt and Schultz (1962, 1968) in establishing RMSE as the piv-
otal map accuracy parameter. Finally, it provided guidance on how accuracy sample 
points should be identified, measured, and distributed across the map and how these 
points should be collected.

Soon after the release of the ASPRS Standards, the Ad Hoc Map Accuracy 
Standards Working Group of the Subcommittee on Base Cartographic Data of 
the Federal Geographic Data Committee (FGDC) produced the U.S. National 
Cartographic Standards for Spatial Accuracy (NCSSA) (FGDC, 1998) to create 
positional accuracy standards for medium- and small-scale maps.

Following public review, the NCSSA was significantly modified so as to adopt 
positional accuracy assessment procedures in lieu of accuracy assessment standards. 
The result was the 1998 publication of FDGC National Standard for Spatial Data 
Accuracy (NSSDA) (FGDC, 1998), which relies heavily on the ASPRS standards 
and “implements a statistical and testing methodology for estimating the positional 
accuracy of points on maps and in digital geospatial data, with respect to georefer-
enced ground positions of higher accuracy.” The standard explicitly does not estab-
lish threshold standards (as did the NMAS and ASPRS), but encourages map users to 
establish and publish their standards, which it was recognized would vary depending 
on the user’s requirements.

Also relying on Greenwalt and Schultz (1962, 1968), the NSSDA specifies that 
positional accuracy be characterized using RMSE, requires that accuracy be reported 
in ground distance units at the “95% confidence level,”† and provides guidance on 
how samples are to be selected. NSSDA continues to be the accepted standard on 
positional accuracy assessment. It is often used in conjunction with the ASPRS large-
scale map standards, with NSSDA providing standardized processes for assessing 
positional accuracy and the ASPRS (1990) standards setting the maximum errors 
allowable for different map scales.

More recently, three new guidelines have been established for assessing digital 
elevation data. All three call for the stratification of positional accuracy assessment 
samples into land cover types. Two of the guidelines also mandate that accuracy be 
reported at the “95th percentile error” in addition to the NSSDA statistic.

†   Confusion exists in the mapping field between the terms “95% precision level” and “95% confidence 
level.” Chapter 3 examines the difference in detail.
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thematic accuracy assessment

Unlike positional accuracy, there is no government standard for assessing and reporting 
thematic accuracy. This omission is partially due to the inherent complexity of thematic 
accuracy, but primarily to the fact that when maps were made from aerial photographs, 
thematic accuracy was generally assumed to be at acceptable levels. It was the develop-
ment and use of digital remote sensing devices that had the most profound impact on 
thematic accuracy assessment of maps created from all remotely sensed data.

Spurr, in his excellent book Aerial Photographs in Forestry (1948), presents the 
early prevailing opinion about assessing the accuracy of photo interpretation. He 
states, “Once the map has been prepared from the photographs, it must be checked 
on the ground. If preliminary reconnaissance has been carried out, and a map pre-
pared carefully from good quality photographs, ground checking may be confined 
to those stands whose classification could not be agreed upon in the office, and to 
those stands passed through en route to these doubtful stands.” In other words, a 
qualitative visual check to see if the map looks right has traditionally been the rec-
ommended course of action for assessing photo interpretation.

However, in the 1950s some researchers saw the need for quantitative assessment 
of photo interpretation in order to promote their discipline as a science (Sammi, 1950; 
Katz 1952; Young, 1955; Colwell, 1955). In a panel discussion entitled “Reliability 
of Measured Values” held at the 18th Annual Meeting of the American Society of 
Photogrammetry, Mr. Amrom Katz (1952), the panel chair, made a very compel-
ling plea for the use of statistics in photogrammetry. Other panel discussions were 
held, and talks were presented that culminated with a paper by Young and Stoeckler 
(1956). In this paper, these authors actually propose techniques for a quantitative 
evaluation of photo interpretation, including the use of an error matrix to compare 
field and photo classifications, and a discussion of the boundary error problem.

Unfortunately, these techniques never received widespread attention or accep-
tance. The Manual of Photo Interpretation published by the American Society of 
Photogrammetry (1960) does mention the need to train and test photo interpreters. 
However, it contains no description of the quantitative techniques proposed by those 
brave few in the 1950s.

There is no doubt that photo interpretation has become a time-honored skill, and 
the prevailing opinion for decades was that a quantitative thematic accuracy assess-
ment was unnecessary. In speaking with some of the old-time photo interpreters, 
they remember those times when quantitative assessment was an issue. In fact, they 
mostly agree with the need to perform such an assessment and are usually the first to 
point out the limitations of photo interpretation. However, it was mostly agreed that 
the results of any photo interpretation grouped areas that were similar and that there 
was more variation between these polygons or vegetation types or forest stands than 
between them. Hence, with this goal achieved, no quantitative assessment was nec-
essary. Therefore, the quantitative assessment of photo interpretation is typically 
not a requirement of any project. Rather the assumption that the map was correct or 
at least good enough prevailed. Then along came digital remote sensing, and some 
of these fundamental assumptions about photo interpretation needed to be further 
scrutinized and adapted.
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16 Assessing the Accuracy of Remotely Sensed Data: Principles and Practices

As in the early days of aerial photography, the launch of Landsat 1 in 1972 
resulted in a great burst of exuberant effort as researchers and scientists charged 
ahead trying to develop the field of digital remote sensing. In those early days, much 
progress was made and there was not much time to sit back and evaluate how they 
were doing. This “can do” mentality is common in many developing technologies. 
The GIS (geographic information system) community has experienced a similar 
development pattern. However, as a technology matures, more effort is dedicated 
to data quality and error/accuracy issues. By the early 1980s, some researchers 
began to consider and realistically evaluate where they were going and, to some 
extent, how they were doing with respect to the quality of maps derived from digital 
remotely sensed data.

The history of assessing the thematic accuracy of maps derived from remotely 
sensed data is relatively brief, beginning around 1975. Researchers, notably Hord 
and Brooner (1976), van Genderen and Lock (1977), and Ginevan (1979), proposed 
criteria and basic techniques for testing overall map accuracy. In the early 1980s, 
more in-depth studies were conducted and new techniques proposed (Aronoff, 1982, 
1985; Rosenfield et al., 1982; Congalton and Mead, 1983; Congalton et al. 1983). 
Finally, from the late 1980s up to the present time, a great deal of work has been 
conducted on thematic accuracy assessment. More and more researchers, scientists, 
and users are discovering the need to adequately assess the thematic accuracy of 
maps created from remotely sensed data.

The history of digital accuracy assessment can be effectively divided into four 
parts or epochs. Initially, no real accuracy assessment was performed but rather an 
“it looks good” mentality prevailed. This approach is typical of a new, emerging 
technology in which everything is changing so quickly that there is not time to sit 
back and assess how good you are doing. Despite the maturing of the technology 
over the last 25 years, some remote sensing analysts and map users are still stuck in 
this mentality.

The second epoch is called the age of non-site-specific assessment. During this 
period, total acreages by map class were compared between reference estimates and 
the map without regard for location. It did not matter if you knew where it was; 
rather, just the total amounts were compared. While total acreage is useful, it is 
far more important to know where a specific land cover or vegetation type exists. 
Therefore, this second epoch was relatively short-lived and quickly led to the age of 
site-specific assessments.

In a site-specific assessment, actual locations on the ground are compared to 
the same location on the map and a measure of overall accuracy (i.e., percentage 
correct) presented. This method far exceeded the non-site-specific assessment, but 
lacked information about individual land cover/vegetation categories. Only overall 
map accuracy was assessed. Site-specific assessment techniques were the dominant 
method until the late 1980s.

Finally, the fourth and current age of accuracy assessment could be called the age 
of the error matrix. An error matrix compares information from reference sites to 
information on the map for a number of sample areas. The matrix is a square array 
of numbers set out in rows and columns which express the labels of samples assigned 
to a particular category in one classification relative to the labels of samples assigned 
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to a particular category in another classification (Figure 2.6). One of the classifica-
tions, usually the columns, is assumed to be correct and is termed the reference data. 
The rows are usually used to display the map labels or classified data generated from 
the remotely sensed image. Thus, two labels from each sample are compared to one 
another:

Reference data labels: The class label or value of the accuracy assessment •	
site, which is derived from data collected that is assumed to be correct; 
and
Classified data or map labels: The class label or value of the accuracy •	
assessment site derived from the map.

Error matrices are very effective representations of map accuracy because the indi-
vidual accuracies of each map category are plainly described along with both the 
errors of inclusion (commission errors) and errors of exclusion (omission errors) 
present in the map. A commission error occurs when an area is included in an incor-
rect category. An omission error occurs when an area is excluded from the category 
to which it belongs. Every error on the map is an omission from the correct category 
and a commission to an incorrect category.

In addition to clearly showing errors of omission and commission, the error matrix 
can be used to compute not only overall accuracy, but also producer’s accuracy, and 
user’s accuracy, which were introduced to the remote sensing community by Story 
and Congalton (1986). Overall accuracy is simply the sum of the major diagonal (i.e., 
the correctly classified sample units) divided by the total number of sample units in 

Figure 2.6 Example error matrix.
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Classified 
Data

D

65
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0

4
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7
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22

5

85

3
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8

19
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column 
total

D

C

AG

SB

row 
total

Land Cover Categories

   D = deciduous 
 
   C = conifer 
 
   AG = agriculture 
 
   SB = shrub

OVERALL  ACCURACY  = 
(65+81+85+90)/434 = 
321/434 =  74%

PRODUCER’S ACCURACY USER’S ACCURACY

D     =  65/75   =    87%   
C     =  81/103 =    79%
AG  =  85/115 =    74%  
SB    =  90/141 =    64%

D     =  65/115   =    87%   
C     =  81/100   =    81%
AG  =  85/115   =    74%  
SB    =  90/104   =    87%
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the error matrix. This value is the most commonly reported accuracy assessment 
statistic and was part of the older, site-specific assessment. Producer’s and user’s 
accuracies are ways of representing individual category accuracies instead of just the 
overall classification accuracy (see Chapter 4 for more details on the error matrix).

Proper use of the error matrix includes correctly sampling the map and rigor-
ously analyzing the matrix results. The techniques and considerations involved in the 
building and analyzing of an error matrix are the main themes of this book.
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3 Positional Accuracy

Critical to any accuracy assessment project is the determination of precisely the 
same location on both the reference data and on the imagery or map being assessed. 
If this correspondence is not achieved, then the resulting poor positional accuracy 
may cause a false thematic error to occur. For example, it is possible to be in the 
correct location and mislabel (incorrectly measure or classify) the attribute. It is 
also possible to correctly label the attribute, but be in the wrong location. In either 
case, error is introduced into the map or spatial data set. These two factors are not 
independent of each other, and great care needs to be taken to not only assess each 
of these factors but also control them to minimize the errors.

As we learned in Chapter 1, accuracy assessment is characterized by two measures: 
positional and thematic accuracy. This chapter reviews the concepts of positional 
accuracy and is organized into the following sections. The first section introduces 
positional accuracy and briefly reviews the causes of positional accuracy error. The 
second section compares and contrasts the seven common standards for positional 
accuracy. The next section reviews basic statistics and positional accuracy sample 
design and collection within the overall framework set forth in the most commonly 
used standard, the National Standard for Spatial Data Accuracy (NSSDA) (FGDC, 
1998). The fourth section explains how to analyze the accuracy assessment sample 
data to estimate positional accuracy under each standard. Finally, the last section 
compares the standards to one another and outlines a recommendation for positional 
accuracy that incorporates the concepts of existing standards, yet avoids some of the 
assumptions required by them.

A major goal of this chapter is to bring clarity to the language and equations of 
positional accuracy assessment. Since the development of the first standards in 1942, 
each new standard has introduced new concepts and interpreted old concepts in new 
ways. As a result, the language of positional accuracy assessment is often confusing, 
and the equations that comprise the accuracy assessment standards are, unfortu-
nately, sometimes incorrect.

What is Positional accuracy?

The Glossary of the Mapping Sciences (ASPRS and ASCE, 1994) defines posi-
tional accuracy as “the degree of compliance with which the coordinates of points 
determined from a map agree with the coordinates determined by survey or other 
independent means accepted as accurate.” All locations on maps and georeferenced 
images are expressed by a set of values: x- and y-coordinates for horizontal loca-
tion. Many data sets also include elevations, which are represented by the letter z. 
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20 Assessing the Accuracy of Remotely Sensed Data: Principles and Practices

Positional accuracy uses sampling to estimate the discrepancy between a map or 
image feature’s coordinates or elevations and their “true” location on the earth’s 
surface. Positional accuracy can refer to either horizontal (planimetric) or vertical 
(elevational) accuracy, and this chapter discusses both.

Several factors can affect the positional accuracy of a map or georeferenced image. 
For example, the sensor lens may be distorted, or the aircraft carrying the sensor 
may suddenly tilt or yaw, changing the relationship of the sensor’s image plane to 
the ground. However, the most important cause of positional error arises from the 
impact of topography on remotely sensed imagery. Because the sensor image plane 
is flat and the earth has relief such as hills and ravines, the scale of the remotely 
sensed imagery relative to the earth varies with topographic changes, requiring that 
some sort of adjustment be made to “terrain-correct” the image. This correction is a 
complex process that is highly prone to error.

Figure 3.1 presents an example of horizontal positional inaccuracy in which an inac-
curate road layer is displayed over the top of an ortho-corrected digital image. The 
reference data, which have been “accepted as accurate,” are survey points indicated by 
a crosshair on the figure. As you can see, the road layer does not exactly align with the 
points (i.e., there are positional errors)—the roads are shifted to the north and west of 
their “true” location, as determined by the survey points. While we can clearly see that 

Figure 3.1 Illustration of positional errors in a road map (in white) compared to the image, 
which is assumed to be accurate.

TRUE POINT LOCATION
ROADWAY DATA LAYER
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Positional Accuracy 21

the position of the road is inaccurate, we need to use quantitative accuracy assessment 
to estimate the mean error in the accuracy of the position of the road layer.

In statistics and accuracy assessment, there are two terms that are commonly used 
and confused that need clarification. Accuracy and precision are often thought of as 
synonymous, but actually have very different meanings. Accuracy refers to the bias of 
an estimator. It measures how close an estimated or calculated value is to its true value. 
Precision refers to the variability in an estimator. It quantifies how repeated measures 
of the same estimator will vary. Inaccurate measurements can be very precise, and 
accurate measurements can be imprecise. Figure 3.2 illustrates the concepts of accu-
racy and precision with an example of multiple measurements made of one location.

In positional accuracy assessment, we are interested in characterizing the accu-
racy of a geospatial data set. We take samples to determine if a bias (systematic 
inaccuracy) exists in the data set, and we estimate the magnitude and precision of 
the bias. We also strive to ensure that our measurements of each sample’s reference 
and geospatial data set’s locations are themselves accurate, and we must take enough 
samples so that our estimate of the bias (if it exists) is precise.

What are the common standards 
For Positional accuracy?

The National Standard for Spatial Data Accuracy (NSSDA) (FGDC, 1998) is 
the most widely used positional accuracy standard. However, new standards have 
been developed and several earlier standards are still in use. In addition, it is not 

Figure 3.2 Illustrations of precision versus accuracy.

Bias

(c) Precise and inaccurate 
     measurements

(a) Precise and accurate 
     measurements

(d) Imprecise and inaccurate
      measurements

(b) Less precise and less accurate
      measurements

True location

Measured location

55127_C003.indd   21 11/4/08   6:03:49 PM



22 Assessing the Accuracy of Remotely Sensed Data: Principles and Practices

uncommon to have two standards applied to the same project. This section compares 
and contrasts the seven primary positional accuracy standards:

 1. United States National Map Accuracy Standards (NMAS) (U.S. Bureau 
of the Budget, 1947),

 2. Principles of Error Theory and Cartographic Applications (Greenwalt 
and Schultz, 1962, 1968), which is cited by all subsequent standards,

 3. ASPRS Interim Accuracy Standards for Large-Scale Maps (ASPRS, 
1989),

 4. The Federal Geographic Data Committee’s National Standard for Spatial 
Data Accuracy (FGDC, 1998),

 5. The Federal Emergency Management Agency’s (FEMA) Guidelines and 
Specifications for Flood Hazard Mapping Partners (FEMA, 2003),

 6. ASPRS Guidelines, Vertical Accuracy Reporting for Lidar Data (ASPRS, 
2004), and

 7. The National Digital Elevation Program (NDEP) Guidelines for Digital 
Elevation Data (NDEP, 2004).

NatioNal Map accuracy StaNdardS

NMAS (reproduced in its entirety in Chapter 2) stipulates that:

For horizontal accuracy, not more than 10% of the points tested may be in •	
error by more than 1/30th of an inch (at map scale) for maps larger than 
1:20,000 scale, or by more than 1/50th of an inch for maps of 1:20,000 
scale or smaller, and
For vertical accuracy, not more than 10% of the elevation tested may be in •	
error by more than one half the contour interval.

The standard is very straightforward and simple and does not require any assump-
tions about the distribution of error. Using what is later termed the “percentile 
method,” NMAS merely states that no more than 10% of the samples may exceed 
the maximum error allowed. However, because it relies on map versus ground units, 
and because it provides no guidance for creating statistically valid bounds on the 
estimated error, NMAS is rarely used today.

priNcipleS of error theory aNd cartographic applicatioNS

The Principles of Error Theory and Cartographic Applications (Greenwalt and 
Schultz, 1962, 1968) report (hereafter referred to as Greenwalt and Schultz) approaches 
positional accuracy from a diametrically opposite standpoint compared to NMAS by 
proposing equations that should be applied to estimate the maximum error interval 
that would occur at various probabilities. The report interprets NMAS’ (1947) “10% 
of the points taken” to limit the size of errors to that within “which 90% of the well 
defined points will not exceed” (Greenwalt and Schultz, 1962, 1968), which it terms 
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the “map accuracy standard” (MAS). The report uses probability theory to develop 
equations for calculating one-dimensional elevation (z) “map accuracy standard” and 
two-dimensional (x and y) “circular map accuracy standard” (CMAS) statistics by 
assuming that map errors are normally distributed.† MAS is the estimated interval 
around the mean vertical error, and CMAS is the estimated interval around the hori-
zontal mean error within which 90% of the errors are predicted to occur.

While seemingly similar, the two standards—NMAS and Greenwalt and 
Schultz—are very different. NMAS stipulates the maximum size of error that 10% 
of the samples may not exceed. The Greenwalt and Schultz standard does not stipu-
late a maximum error. Rather, it calculates the probable maximum error interval 
around the mean error from the sample data.

Additionally, Greenwalt and Schultz does not specify 90% as the only probability 
level to be employed. Instead, it shows how to estimate the distribution of errors 
under various probability levels and provides tables for converting from one prob-
ability level to another.

aSprS iNteriM accuracy StaNdardS for large-Scale MapS

Similar to NMAS, ASPRS (ASPRS, 1989) standards stipulate a maximum distance 
beyond which errors may not exceed. However, ASPRS differs from NMAS in stat-
ing how to determine if the errors have exceeded the maximum acceptable error. 
Rather than stipulating that no more than 10% of the errors may exceed the stipu-
lated maximum, ASPRS states that the mean error estimated from the samples may 
not exceed the stipulated maximum distance. Most importantly, the ASPRS stan-
dards migrate the units of measurement of error from map units to ground units. The 
ASPRS standards also restate the Greenwalt and Schultz CMAS equations, but do 
not imply that the equations should necessarily be used.

NatioNal StaNdard for Spatial data accuracy

As mentioned in Chapter 2, the National Standard for Spatial Data Accuracy (FGDC, 
1998) established much-needed guidelines for measuring, analyzing, and reporting 
positional accuracy of both maps and georeferenced imagery such as orthophotos 
or orthoimages. While developed for federal agencies, the NSSDA standards have 
been widely accepted by many local and state government agencies, as well as by the 
private sector. Because of the importance of the NSSDA in establishing positional 
accuracy assessment procedures, we highly recommend that the reader download 
the NSSDA at http://www.fgdc.gov/standards/projects/FGDC-standards-projects/
accuracy/part3/chapter3.

NSSDA explicitly rejects setting a maximum allowable error at any scale and sug-
gests instead that the maximal allowable error threshold be determined as needed. 
Instead, accuracy is to be reported “in ground distances at the 95% confidence level,” 
which is interpreted as allowing “one point to fail the threshold given in the product 

†  We will examine the implications of the assumption of normality later in this chapter.
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specification”† when a sample of 20 points is used. It is not unusual for positional 
accuracy projects to use the equations of NSSDA to calculate accuracy statistics and 
to require that those statistics not exceed the distances established in the ASPRS 
(1989) standards. Similar to the ASPRS standards, NSSDA relies on ground rather 
than map units and uses the mean error as an accuracy statistic. NSSDA increases 
the probability level to 95%, an increase of 5% above the Greenwalt and Schultz-
interpreted NMAS level of 90%. NSSDA also incorporates the approach of Greenwalt 
and Schultz by referencing its equations and defining accuracy as a measure of the 
maximum error expected at a specific probability level. However, as we will learn 
later, NSSDA incorrectly implements the Greenwalt and Schultz equations.

guideliNeS aNd SpecificatioNS for flood hazard MappiNg partNerS

FEMA’s Guidelines and Specifications for Flood Hazard Mapping Partners (FEMA, 
2003) adds a new dimension to positional accuracy assessment by requiring that a 
minimum of 20 samples be collected for each major vegetation type of which there 
may be a minimum of 3, resulting in a minimum of 60 total sites sampled. The veg-
etation types specified are:

 1. Bare-earth and low grass,
 2. High grass, weeks, and crops,
 3. Brush lands and low trees,
 4. Forested, fully covered by trees,
 5. Urban areas,
 6. Sawgrass, and
 7. Mangrove.

aSprS guideliNeS: Vertical accuracy reportiNg for lidar data

ASPRS Guidelines for Reporting Vertical Accuracy of Lidar Data (ASPRS, 2004) 
ratify the FEMA guidance to stratify the landscape into different land cover classes. 
The ASPRS classes differ slightly from the FEMA classes and are:

 1. Open terrain,
 2. Tall weeds and crops,
 3. Brush lands and low trees,
 4. Forested areas fully covered by trees, and
 5. Urban areas with dense human-made structures.

The ASPRS guidelines also call for vertical accuracy to be reported in three differ-
ent ways depending on the ground cover of the area being mapped or imaged:

† While NSSDA assumes that the two quotes in this sentence refer to the same statistic, they, in fact, 
imply two different statistics. The first quote refers to a “confidence level,” which in statistics is the 
measure of reliability of the parameter being estimated, in this case the RMSE. The second quote 
refers to the estimated distribution of errors. The difference between these two statistics will be dis-
cussed in more detail later in this chapter.
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 1. “Fundamental vertical accuracy” is computed only from samples mea-
sured in open terrain and relies on the NSSDA equations for calculating 
accuracy.

 2. “Supplemental accuracy” is measured from samples taken in nonopen 
terrain cover types and is determined using the “95th percentile error” 
method, which is defined as the “absolute value in a data set of errors. It 
is determined by dividing the distribution of the individual sample errors 
in the data set into 100 groups of equal frequency. ” By definition, 95% of 
the sampled errors will be less than the 95th percentile value.

 3. “Consolidated vertical accuracy” is a combination of the samples from 
both open terrain and other ground cover classes and is reported as a 95th 
percentile error.

guideliNeS for digital eleVatioN data

The National Digital Elevation Program (NDEP) Guidelines for Digital Elevation 
Data (NDEP, 2004) essentially mirror the ASPRS (2004) lidar guidelines for vertical 
accuracy reporting in calling for the computation of Fundamental Vertical Accuracy, 
Supplemental Vertical Accuracy, and Consolidated Vertical Accuracy. Both documents 
also mandate that errors higher than the 95th percentile be documented in the meta-
data. NDEP refers to this aspect of its standard as its “truth in advertising approach.”

Positional accuracy assessment 
design and samPle selection

Positional accuracy assessment requires the appropriate selection of samples to esti-
mate the statistical parameters of the population of errors (ei) occurring in the spatial 
data being assessed. Parameters such as the mean (m), standard deviation (s), and 
standard error (s m) characterize the distribution of the population of errors and the 
reliability of estimators. The mean (m) is the expected value of a random variable. 
In the case of positional accuracy, the mean is the expected error, which is usually 
estimated by the root-mean-square error, or RMSE. The standard deviation (s) is 
the square root of the population variance. The variance measures how much the 
variables of a population deviate from the population mean. The standard error (s m ) 
is the square root of the variance of the estimate of the mean. It measures how esti-
mates of the population mean will deviate from the true mean and is used to create a 
confidence interval around an estimate of the mean. Equations for calculating these 
variables and their estimators are presented in the following text.

Estimating positional error parameters requires the comparison of coordinates 
and/or elevations of identical sample locations from:

The spatial data set to be assessed (map or imagery) and•	
The reference data, which must be an “independent source of higher accu-•	
racy” (FGDC, 1998).
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We rely on samples because measuring every point in the geospatial data set being 
assessed would be prohibitively expensive, and sampling can provide highly reliable 
estimates of the error population’s parameters.

NSSDA (FGDC, 1998) outlines several requirements that govern positional accu-
racy sampling design and collection. They are:

Data independence. To ensure the objectivity and rigor of the assessment, it 
is critically important that the reference data be independent from the data 
being tested. In other words, the reference data cannot have been relied 
upon during the creation of the map or image being assessed. Thus, control 
points or digital elevation models used to create the spatial products being 
tested are unsuitable sources of reference data.

Source of reference data. The source of the reference points depends on a 
number of factors. In some cases, a map of larger scale than the map or 
image being assessed may provide sufficiently detailed reference coordi-
nates. This is especially true if the map/image to be tested is small in scale 
and covers a large area. In other cases, such as engineering site drawings, 
much more precision is required for the reference data points; a field survey 
or use of a high-precision GPS may be required. NSSDA (FGDC, 1998) 
stipulates that the reference source data “be of the highest accuracy feasible 
and practicable.” Other handbooks suggest that the reference data be from 
one to three times more accurate than the anticipated accuracy of the data 
being tested (Ager, 2004; MPLMIC, 1999; NDEP, 2004; ASPRS, 2004).

Number of samples. The NSSDA (FGDC, 1998) requires a minimum of 20 
sample points. Other standards require a minimum of 20 samples per 
ground cover class and suggest that at least 30 sample points per class are 
preferred (NDEP, 2004; ASPRS 2004). For statistical rigor, more than 20 
sample locations should be chosen. Fewer than 20 points do not provide suf-
ficient samples for a statistically valid estimate. If the population of errors is 
normally distributed, as illustrated in Figure 3.3, then taking more than 30 
samples results in the effort or cost required to collect additional samples 
exceeding the additional sample’s contribution to the precision of the accu-
racy estimate. If the distribution of the population of errors is skewed or 
flat, then the sample size should be increased. Lopez et al. (2005) argue that 
at least 100 samples points are required to achieve a 95% confidence level. 
However, collecting reference samples, especially ground survey locations, 
can be extremely expensive and most positional accuracy assessments rely 
on the NSSDA minimum of 20 samples.

As an alternative, the number of samples required to meet a specified 
probability level can be calculated as long as reliable approximations of the 
mean and standard deviation are available. The equations for this calcula-
tion can be found in Appendix 3.1 of this chapter.

Identification of samples. The samples must consist of “well-defined points” 
that “represent a feature for which the horizontal position is known to a high 
degree of accuracy and position with respect to the geodetic datum” (FGDC, 
1998). What constitutes a “well-defined point” will vary with the scale of 
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the map or imagery being assessed. Each point must be clearly identifiable 
on the spatial data being assessed and in the reference data set. Any error 
in locating the test points can significantly impact the positional accuracy 
results. NSSDA (FGDC, 1998) suggests that, “For graphic maps and vec-
tor data, suitable well-defined points represent right-angle intersections of 
roads, railroads, or other linear mapped features, such as canals, ditches, 
trails, fence lines, and pipelines. For orthoimagery, suitable well-defined 
points may represent features such as small isolated shrubs or bushes, in 
addition to right-angle intersections of linear features. For map products at 
scales of 1:5000 or larger, such as engineering plats or property maps, suit-
able well-defined points may represent additional features such as utility 
access covers, and intersections of sidewalks, curbs, or gutters.”

Distribution of samples. The sample points must also be well distributed across 
the project area, and represent the full variety of topography, as topography 
has the largest impact on positional accuracy. Several options are available 
for distributing samples across the map or image being assessed:

The points may be randomly selected using a random number genera-•	
tor. However, the sample points must be identifiable on the imagery 
or map being assessed, as well as on the reference data. Only a sub-
set of the total population of map or image points will be identifiable. 
Additionally, locating random points in the field can be problematic if 
the points fall on private property or inaccessible terrain.
NSSDA suggests that samples “may be distributed more densely in the •	
vicinity of important features and more sparsely in areas that are of 
little or no interest.” However, emphasis on “important features” will 
most likely result in a biased sample that may produce biased estimates 
of the error population parameters.

Figure 3.3 Shape of the normal distribution.
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Figure 3.4 illustrates the ASPRS-suggested (1989) systematic sampling •	
method, which ensures that the sample points are well distributed through-
out the map or image being assessed. To implement the ASPRS sample 
distribution, first, the map or image is divided into quadrants. Next, a 
minimum of 20% of the sample points are allocated to each quadrant. 
To ensure adequate spacing between the sample points, no two points 
should be closer than d/10 distance from each other, where d is the diago-
nal dimension of the map or image. This spacing will minimize spatial 
autocorrelation (a topic that will be discussed in detail in later chapters). In 
addition, using the ASPRS systematic sample distribution requires assum-
ing that the sample distribution is not correlated with map or image error. 
This is a reasonable assumption because most positional error is correlated 
with topography, and topography is rarely distributed on a grid pattern.

In summary, the design and collection of positional accuracy assessment requires the 
simultaneous consideration of several factors. Often there is a trade-off between well- 
distributed sample points and easily identifiable sample points. It is not uncommon 
for some of the desired sample points to fall on private land which may be inacces-
sible if a ground survey is being used as the reference data. Often, easily identifiable 
points are concentrated in small areas or are not evenly distributed throughout the 
map. Care must be taken to obtain the best possible combination of good test points 
that are appropriately distributed throughout the map or image being assessed.

Figure 3.4 ASPRS (1989) suggested distribution of positional accuracy assessment sample 
locations.
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hoW is Positional accuracy analyzed?

Analyzing positional accuracy involves using sample data to estimate the fit of the 
spatial data layer (map or image) being assessed to the reference layer, which is 
assumed to be correct. The accuracy of the fit is depicted by characterizing the distri-
bution of error using the error population’s estimated mean, standard deviation, and 
standard error. Because much confusion exists between the commonly used accu-
racy standards, we will begin this section with a review of the basic statistics and 
then move on to the specific equations for depicting positional accuracy.

reView of BaSic StatiSticS

The concepts in this section may be found in any standard statistics textbook. Documents 
directly relied upon for this text include Principles of Error Theory and Cartographic 
Applications (Greenwalt and Schultz, 1962, 1968), Biostatistical Analysis (Zar, 1974), 
and Analysis and Adjustment of Survey Measurements (Mikhail and Gracie, 1981).

This section first provides the equations for calculating and estimating the param-
eters of a population of values. Next, it discusses the assumptions and equations 
required to estimate the dispersal of values around the mean. Finally, it provides the 
equations for calculating a confidence interval around the estimate of the mean.

Parameters and statistics

The arithmetic mean (m ) of a population of random variables (Xi) is the expected 
value of any random variable and is calculated by

 
µX i

i

N

i
X N=∑ /  (3.1)

where
Xi = the value of the ith individual in the population, and
N = the total number of individuals in the population.

The mean is estimated from a sample by the variable X  and is calculated by

 
X x ni

i

n

=∑ /   (3.2)

where
xi = the value of the ith sample unit chosen from the population, and
n = the total number of sample units chosen.

The standard deviation (s) is the square root of the population variance, which mea-
sures how much the variables of a population deviate from their expected value (i.e., 
the population mean). The standard deviation is calculated by

 
σ µ  - ) -= 2∑ ( /( )X Ni

i

N

1  (3.3)

where Xi, m, and N are defined as before.
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The standard deviation is estimated from a sample by the variable S and is cal-
culated by

 
S x X ni

i

n

= - -∑ ( ) /( )2 1  (3.4)

where xi, X ,  and n are defined as before.
A final key parameter in statistics is the standard error ( ),σ X  which helps char-

acterize the spread in the distribution of the possible means, which could be derived 
from a single sample of a population (rather than the entire population itself). 
According to the central limit theorem, the standard error,† which is the square 
root of the variance of the population of estimated means, is a valuable parameter 
because it allows us to estimate our confidence in our estimate of the mean. There 
is a population of possible estimated means (instead of just one) because there are 
many possible values of X ,  each resulting from a different selection of samples of 
size n from the population.

The standard error is calculated by

 
σ σX n= /  (3.5)

where s and n are defined as before.
The standard error is estimated from a sample by the variable SX  and is calcu-

lated by

 
S S nX = /  (3.6)

where S and n are defined as before.

estimating the dispersal of Variables

Assuming that the frequency of the values of variables is normally distributed about 
the mean as depicted in Figure 3.3, the normal or Gaussian distribution can be used 
to approximate the distribution of population variables. Additionally, the standard 
normal distribution can be used to estimate an interval of Xi at specified probabilities 
within which the mean of the population (m) will fall. To do so, the distribution of the 
population variables must be standardized by transforming the scale of the standard 
normal distribution to the scale of the population being studied.

Figure 3.3 illustrates the shape of the normal distribution. All normal distributions 
are shaped like the curve in Figure 3.3, with the area underneath the curve equal to 1. 
The standard normal distribution represents the distribution of the standard normal 

† The term standard error is unfortunately used to denote different parameters in different professions. 
While most statistics texts define the standard error as the square root of the variance of the population 
of means ( ),σ X many mapping texts define the standard error as the square root of the variance of the 
population signified by s, which statisticians call the standard deviation.
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variable (Zi) and is unique because it has a mean of 0 and a standard deviation of 1, 
as illustrated in Figure 3.5.

The standard normal variable, Zi, is defined as

 
Z Xi i= -( )/µ σ  (3.7)

where
Zi is the value from the x-axis of the standard normal distribution at the ith prob-

ability level,
Xi is the corresponding value from the x-axis of the population of interest, and
m and s are defined as before.

Using algebra, we can transform the x-axis scale of the normal distribution to that of 
our population by solving for values of Xi such that

 

Z X

X

i i

i i

∗ = -
 = ∗ -

σ µ
σ µ

( ) and

Ζ  (3.8)

With this formula, we could transform every Zi value of the standard normal dis-
tribution into an Xi value of our population. More commonly, the transformation is 
used to calculate an interval at a specified probability level within which values of 
Xi will occur such that:

 X Xi < <µ ι ,  or using Equation 3.8, the interval becomes

 
µ σ µ σ- ∗ + ∗[ ]Z Zi i,  (3.9)

Figure 3.5 The standard normal distribution.
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Transforming the values of the normal standard distribution into that of our popu-
lation of interest requires that the distributions of variables of the normal distri-
bution and of the population of interest be almost identical. This is not a big leap 
of faith, as the normal distribution characterizes a multitude of natural phenomena 
ranging from organism population dynamics to human polling behavior. However, 
it is always important to fully understand whether or not the population you are 
studying is actually normally distributed or not. Equation 3.9 expresses the dispersal 
around the mean of the variable Xi at the stipulated probability level if and only if, 
the population of Xi’s is normally distributed. Figure 3.6 illustrates the portions of 
the normal distribution and the corresponding Zi values that match various levels of 
probability.

To summarize, determining the interval at a specific probability within which the 
mean (m) of our population of interest will fall requires simply:

 1. Assuming that the population is normally distributed,
 2. Looking up the Zi value for the specified probability level in a standard 

normal table (which may be found in the back of any statistics text or by 
searching on the Internet),

 3. Multiplying the Zi value times the standard deviation (s) of the population 
of interest, and

 4. Adding and subtracting the resulting Zi*s value from the mean (m).

For example, the interval within which 90% of the values of a normally distributed pop-
ulation with a mean (m) of 20 and a standard deviation (s) of 4 can be determined by:

 1. Looking up the Zi value for 90% probability in a Z table or from Figure 3.6. 
At 90% probability, Zi is equal to 1.645.

Figure 3.6 Probability areas and corresponding Zi values of the standard normal distribution.
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 2. Calculating Zi * s by multiplying 1.645 times the standard deviation of 4, 
which equals 6.58.

 3. Adding and subtracting 6.58 from the mean to determine the interval at 
90% probability:

 = 20 − 6.58, 20 + 6.58

 which results in the interval ranging from 13.42 to 26.58.

Therefore, we know that 90% of the values of our population will fall within a range 
between 13.42 and 26.58. Figure 3.7 shows how the x-axis scale of the standard nor-
mal distribution transforms to that of our example.

Usually we do not know the true mean and the standard deviation of the popula-
tion. However, because X  and S are unbiased estimators of m and s, we can use the 
sample estimates of the mean ( )X  and the standard deviation (S) to calculate the 
interval, which becomes

 X Z S X Z Si i- ∗  <  < + ∗  µ  (3.10)

estimating the reliability of the estimate of the mean

Often we want to understand how reliable our estimate of the mean is. To do so 
requires using the sample data to develop a “confidence interval” around the esti-
mated mean. Estimating the confidence interval once again employs the standard 
normal variable (Zi), which, for the population of sample means is defined as

 
Z Xi i X= -( )/µ σ  (3.11)

and can be estimated by

 
Z X X Si i X= -( )/  (3.12)

where Xi  is the value from the population of estimated means that corresponds to the 
Zi value from the normal distribution and µ σ, , X , and SX  are defined as before.

The confidence interval on the estimate of the mean is calculated as 

 
X Z S X Z Si X i X- <  < +( ) ( )µ  (3.13)

when sample sizes are large, and by

 
X t S X t Si X i X- <  < +( ) ( )µ  (3.14)

when sample sizes are small, where ti is the value from the x-axis of the Student’s t 
distribution† at the ith probability level.

† The Student’s t distribution should be used instead of the Z distribution when sample sizes are below 
30. Similar to the Z distribution, the values of the Student’s t distribution can be found at the back of 
any statistics text or on the Web.
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There is a subtle but very important distinction between estimating the dispersal 
interval of population values around the mean at a specified probability as calculated 
in Equation 3.10, and the calculation of a confidence interval around the estimate 
of the mean as shown in Equations 3.13 and 3.14. The former expresses the disper-
sal of a population of values around the mean at specified probabilities. The latter 
expresses the reliability of the estimate of the mean at specified probabilities.

Figure 3.7 Transformation of the standard normal distribution x-axis scale to the x-axis 
scale of the example.
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An interesting aspect of the population of sample means is that it will be normally 
distributed even when the underlying population of variables is not. This impor-
tant concept, which is derived from the central limit theorem, tells us that when 
the sample size is large enough and the samples are chosen without bias, then the 
distribution of the population of means will be normally distributed even when the 
population distribution from which the samples were chosen to estimate the means 
is not normally distributed. The central limit theorem permits us to state our confi-
dence in our estimate of X  regardless of the distribution of Xi, which allows us to 
rely on, rather than assume, that the shape of the standard normal distribution is the 
shape of the distribution of sample means.

StatiSticS iN poSitioNal accuracy aSSeSSMeNt

In positional accuracy assessment, the NSSDA-specified and accepted measure of 
accuracy is the mean square root of squared differences between the map and the 
reference points. This term is called the root-mean-square error, or RMSE. RMSE is 
estimated from a sample of map and reference points. The mean square root of the 
square of the differences is used instead of the mean of the simple arithmetic differ-
ences to compensate for the fact that the errors can have both positive and negative 
values. An alternative estimator that would also deal with negative values would be 
to take the absolute value of the arithmetic mean of the errors.

The estimate of the standard deviation (S) of the squared differences is also an 
important parameter in many positional accuracy assessment standards (Greenwalt 
and Schultz, 1962, 1968; ASPRS, 1989). This chapter also suggests the use of the 
estimated standard error of the RMSE (SRMSE) to build a confidence interval around 
the estimate of RMSE.

All positional accuracy parameters are estimated by comparing reference coordi-
nates or elevations to the map or image coordinates or elevations of the data set being 
assessed at each sample location. Unfortunately, positional accuracy standards often 
confuse the estimate of the mean error (RMSE) with the estimate of the standard 
deviation (S), and the estimate of the standard deviation with that of the standard 
error (SRMSE). In addition, terms that are commonly used in other disciplines are 
often applied slightly differently in positional accuracy assessment, which also adds 
to the confusion.

For example, statisticians and mapping professionals use the term “root-mean-
square error,” or RMSE, to refer to different error population parameters. “Error” 
in positional accuracy is the difference between the reference location and that of 
the geospatial data set being assessed. It is a measure of accuracy and measures the 
magnitude of an inaccurately estimated or calculated value. “Error” in statistics is 
the difference between an observed value and its statistical estimator, and is a mea-
sure of precision.

As a result, the equations for RMSE differ between the two applications:

Mapping professionals define RMSE as the square root of the mean •	
squared differences between the sample reference sample locations and 
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the corresponding locations on the geospatial data set being assessed. The 
equation for calculating RMSE in mapping applications is

 
RMSE = ∑ ( ) /e ni

i

n
2  (3.15)

where

 e e ei ri mi= -  (3.16)

and
 eri equals the reference elevation at the ith sample point,
 emi equals the map or image elevation at the ith sample point, and
 n is the number of samples.

Statisticians define RMSE•	  as the square root of the mean squared differ-
ences between a statistical estimator of a parameter and the value actually 
observed. The equation for calculating RMSE in statistics is

 
( ) /( )e e ni

i

n

- -∑ 2 1  (3.17)

where e  is the unbiased estimator of the mean or average difference, which 
is calculated by

 
e e ni

i

n

= ∑ ( ) /2
 (3.18)

The only time that the mapping and the statistical RMSE are equal to one another is 
when the average error ( )e  equals zero, which is a condition that is rare and which 
should always be tested for by calculating ( )e  and determining if it is significantly 
different from zero. Unfortunately, many mapping standards make the assumption 
that ( )e  equals zero, which results in misleading characterizations of map error.

This use of the same term to mean different things has, understandably, led to 
much confusion. The RMSE used in mapping is the square root of the estimated 
mean of the squares of the geospatial data set’s positional errors. The RMSE used in 
statistics is the square root of the variance of the errors and characterizes how errors 
differ from the mean error. Because mapping professionals rely on statistics to char-
acterize the frequency distribution of positional errors, it is critical that confusion be 
minimized and that statistics be properly applied to mapping applications.

This chapter attempts to eliminate the confusion surrounding positional accuracy 
assessment analysis by:

 1. Detailing what equations should be used to characterize positional accu-
racy, and

 2. Correcting the mistakes in currently used standards.

First, one-dimensional vertical accuracy assessment is discussed. Next, two-dimen-
sional horizontal accuracy assessment is reviewed.
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Vertical accuracy

Statistical Parameters
The mean vertical positional error (mv)† is depicted in mapping applications by the 
vertical root-mean-square error (RMSEv) of the sample of vertical errors (evi) and is 
estimated by

 
RMSEv e nvi

i

n

= ∑ ( ) /2
 (3.19)

where

 
e v vvi ri mi= - and  (3.20)

vri equals the reference elevation at the ith sample point,
vmi equals the map or image elevation at the ith sample point, and
n is the number of samples.

An alternative estimator is the arithmetic mean of the absolute error values and is 
calculated by

 
| | | |/e e nv vi

i

n

=∑  (3.21)

The standard deviation (sv) of the population of vertical errors is estimated by

 
S e nv vi v

i

n

= - -∑ ( ) /( )RMSE 2 1  (3.22)

and the standard error of estimates of RMSEv is estimated by

 
S S n

v vRMSE = /  (3.23)

Assuming that the vertical errors are normally distributed, the estimated interval of 
errors at a specific probability can be expressed as

 RMSEv i vZ S± ( )  (3.24)

At a 95% probability level, the equation becomes

 
RMSEv vS±1 96. ( )  (3.25)

If RMSE equals zero, then the factor ±Z Si v( )  will express the interval of error at the 
probability level specified by the Zi variable and the interval at 95% will equal ±1.96 
(Sv). A 90% interval, with RMSEv to zero, will be 1.645 (Sv).

† Some mapping texts use the subscript “z” to denote vertical error. Because this text (and most statistics 
texts) uses the variable Zi to denote the standard normal variable, we use the subscript “v” to denote 
vertical error.
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The Principles of Error Theory and Cartographic Applications report is the first 
report to propose use of the Zi(Sv) interval as a standard in estimating positional 
accuracy (Greenwalt and Schultz, 1962, 1968). The report relies on estimating the 
interval Zi (Sv) at various probability levels where it is referred to as the probable error 
at 50% and the map accuracy standard at 90% (Greenwalt and Schultz, 1962, 1968). 
Figure 3.8 illustrates the portions of the normal distribution that correspond to the 
probable error at 50%, the map accuracy standard at 90%, and the NSSDA standard 
at 95%.

The Greenwalt and Schultz (1962, 1968) equations estimate the interval of errors 
around the mean error at different probability levels. Derived from the military sci-
ence of ballistics, the equations result in an estimate of the probable dispersal of error 
around the mean error (RMSEz) at specified probabilities.† Use of the interval as an 
accuracy standard was confirmed by subsequent Defense Mapping Agency reports 
(DMA, 1991), and is used in ASPRS’s large-scale mapping standards (ASPRS, 1989), 
as well as NSSDA (FGDC, 1998).

Note that the Zi(Sv) interval is not a confidence interval around the estimate of 
RMSEv, nor is it the range of expected errors at a given probability. Rather, it is 
an estimate of the maximum interval of error that will exist at a specified prob-
ability assuming that mean error equals zero and the errors are normally distrib-
uted. Unfortunately, spatial errors are often biased and interrelated, bringing the 
assumption of normality into question.

† Greenwalt and Schultz (1962, 1968) define the vertical map accuracy standard as “the size of error 
which 90% of the elevations will not exceed.” However, the interval Zi (Sz) meets this definition only 
when RMSEv equals zero. The estimated size of elevation errors which will not be exceeded at a prob-
ability level specified by Zi is RMSEv ± Zi (Sz).

Figure 3.8 Areas and Zi values of the standard normal distribution corresponding to the 
probability levels of various map accuracy standards.

50%  PE

90%  MAS

95%  NSSD A

Standard Normal  Distribution

0.05
0.1

0.15
0.2

0.25
0.3

0.35
0.4

0.45

-4.00 -3.00 -2.00 -1.00 0.00 1.00 2.00 3.00 4.00
0

Pr
ob

ab
ili

ty
 D

en
sit

y

Z Value

µ σ–σ

Z = 1.960Z = -1.960
Z =1.645Z = -1.645

Z =0.674Z = -0.674

50% PE

90% MAS

95% NSSD A

55127_C003.indd   38 11/4/08   6:04:01 PM



Positional Accuracy 39

To measure the reliability (or our confidence in) the estimate of RMSEv, we cal-
culate a confidence interval around RMSEv, by converting the general confidence 
interval equation (Equation 3.13)

 
X Z S X Z Si X i X- <  < +( ) ( )µ

to our mapping application terminology such that

 RMSE RMSERMSE RMSEv i v iZ ZS S- < < +( ) ( )µ  (3.26)

for large sample sizes, and

 
RMSE RMSERMSE RMSEv i v it tS S- < < +( ) ( )µ  (3.27)

for small samples sizes, where all variables are defined as before.
In most situations, if we have more than 30 samples, at a 95% confidence level the 

equation becomes:

 RMSE RMSERMSE RMSEv vS S- < < +1 96 1 96. ( ) . ( ).µ  (3.28)

That means that we are 95% certain that the interval contains the true, but unknown, 
population average error.

Table 3.1 displays the map and reference elevations for a hypothetical digital 
elevation data set. The errors at each sample point are calculated as well as the 
estimated RMSEv, | |, , ,e S Sv v vRMSE  NSSDA accuracy statistic, MAS, and a 95% con-
fidence interval around the estimate of RMSEv. All the equations for these calcula-
tions are shown in Table 3.2.

NSSDA
The NSSDA (FGDC, 1998) requires that accuracy be reported at the 95% level, 
which is defined by NSSDA as meaning “that 95% of the positions in the data set 
will have an error with respect to true ground positions that is equal to or smaller 
than the reported accuracy.” NSSDA references the Greenwalt and Schultz (1962, 
1968) equations, but mistakenly stipulates that the vertical accuracy interval at the 
95% probability be computed by multiplying the appropriate Zi statistic times the 
estimated mean (RMSEv) instead of the estimated standard deviation (Sv). The 
resulting NSSDA equation for calculating the NSSDA vertical accuracy statistic is†

 NSSDA Vertical Accuracyv = 1.96 (RMSEv)  (3.29)

rather than the Greenwalt and Schultz (1962, 1968) equation, which is

 Accuracyv = 1.96 (Sv) . (3.30)

Estimating the interval within which 95% of the errors will fall requires assuming 
that our errors are normally distributed and converting the scale of the standard 

† 1.96 is the standard normal distribution Z statistic (the value from the x-axis of the standard normal 
distribution) for an interval with a probability of 95%.
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normal distribution to that of the error population using the estimated standard devi-
ation as detailed in Equation 3.10 below.

 
[ ( ), ( )]X Z S X Z Si i- +

If the mean error is equal to zero, then the interval becomes the Greenwalt and 
Schultz (1962, 1968) statistic of Zi (S). While the NSSDA standard is applied ubiqui-
tously, it is valid only when RMSEv = Sv . If Sv is less than RMSEv then the NSSDA 
statistic will overestimate the error interval, and if Sv is greater than RMSEv, the 
NSSDA statistic will underestimate the error interval.

table 3.1
Vertical accuracy example

Point 
 id

vri 
reference

vmi 
map

error = evi = 
reference − map 

(vri − vmi) = evi

error squared 
(vri − vmi)2 = evi

2

absolute 
error 

(absolute evi 
− rmsev)2

 
1202 2362.2075 2361.3100 −0.8975 0.8055 0.8975 0.3502
1230 2421.5855 2420.9000 −0.6855 0.4699 0.6855 0.1442
1229 2701.6110 2701.1700 −0.4410 0.1945 0.4410 0.0183
125 705.3117 705.0190 −0.2927 0.0857 0.2927 0.0002
316 1009.2344 1009.0300 −0.2044 0.0418 0.2044 0.0103
369 920.0574 919.8740 −0.1834 0.0336 0.1834 0.0150
292 586.3659 586.2400 −0.1259 0.0159 0.1259 0.0323
143 761.4684 761.3910 −0.0774 0.0060 0.0774 0.0521
132 712.1791 712.1320 −0.0471 0.0022 0.0471 0.0669

1005 1190.4284 1190.4000 −0.0284 0.0008 0.0284 0.0769
274 809.0433 809.0500 0.0067 0.0000 0.0067 0.0894
112 387.2611 387.2960 0.0349 0.0012 0.0349 0.0734
339 965.6910 965.7480 0.0570 0.0032 0.0570 0.0619
130 1059.1342 1059.2300 0.0958 0.0092 0.0958 0.0441
113 428.7700 428.9630 0.1930 0.0372 0.1930 0.0127
122 1012.0117 1012.3100 0.2983 0.0890 0.2983 0.0001
136 308.7100 309.0110 0.3010 0.0906 0.3010 0.0000
104 529.4721 529.8260 0.3539 0.1252 0.3539 0.0023
101 427.1653 427.5840 0.4187 0.1753 0.4187 0.0128

1221 2690.1380 2689.5200 −0.6180 0.3819 0.6180 0.0975
129 483.4317 483.0480 −0.3837 0.1472 0.3837 0.0061
128 492.7014 492.5810 −0.1204 0.0145 0.1204 0.0344
114 799.9452 799.8560 −0.0892 0.0080 0.0892 0.0469
367 1273.0857 1273.0300 −0.0557 0.0031 0.0557 0.0625
108 1235.0128 1235.0300 0.0172 0.0003 0.0172 0.0833
325 1040.9078 1040.9700 0.0622 0.0039 0.0622 0.0593
250 211.4375 211.5230 0.0855 0.0073 0.0855 0.0485

1010 1189.4876 1189.6200 0.1324 0.0175 0.1324 0.0300
Sum    2.77 6.31 1.60
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FEMA, ASPRS LIDAR, and NDEP Standards
The most recent standards and guidelines for elevation data all require that the 
landscape be stratified by vegetative cover class, that a minimum of 60 samples 
be chosen, and that the different types of cover classes be evaluated using differ-
ent methods. While open terrain is evaluated using NSSDA equations, other cover 
classes are evaluated using the 95th percentile method, as is the consolidated verti-
cal accuracy, which combines open terrain samples with other ground cover types.

Figure 3.9 shows an example of positional accuracy analysis with each sample 
point sorted by ground cover type and charted by the error measured between each 
points reference and map data. Both the NSSDA statistic at ±0.82 ft, and the consoli-
dated vertical accuracy at ±0.91 ft are displayed.

horizontal accuracy

Statistical Parameters
Horizontal accuracy is more complex than vertical accuracy because the error is 
distributed in two dimensions (both the x and y dimensions), requiring the calcula-
tion of the radial error and reliance on the bivariate normal distribution to estimate 

table 3.2
Vertical accuracy example equations and statistics

definition equation Value
 

Estimated root-mean-square error of the population 
of vertical errors

RSMEv i
n

vie n= ∑ ( ) /2 0.320

Estimated absolute arithmetic mean of the 
population of vertical errors

| | | |/e e nv i
n

vi=∑ 0.234

Estimated variance of the population of vertical errors S e nv
n

vi v
2

1 1= ∑ - -( )/( )RMSE 0.059

Estimated standard deviation of the population 
of vertical errors

S e nv i
n

vi v= ∑ - -( ) /( )RMSE 2 1 0.244

Estimated standard error of the population of RMSEs S S n
v vRMSE = / 0.047

Greenwalt and Schultz MAS standard normal 
interval of evi at 90% probability

1.645 * Sv 0.401

Greenwalt and Schultz standard normal interval 
of evi at 95% probability

1.96 * Sv 0.478

NSSDA statistic 1.96 * RMSEv 0.628

95% confidence interval around the estimate 
of RMSE

RMSE ± 1.96 * SRMSE RMSE ± 0.092

which results in 
a range from 
0.228 to 0.412
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probabilities. To calculate the horizontal root-mean-square error (RMSEh),† first, the 
x-coordinate from the reference data is recorded followed by the x-coordinate from 
the spatial data set being assessed. Then the difference between the two locations is 
computed, followed by a squaring of this difference. The same process is used for 
the y-coordinate. Each test point then has an associated error distance, ei, defined by 
the following equation:

 
e x x y yh ri mi ri mi= - + -( ) ( )2 2  (3.31a)

and

 
e x x y yh ri mi ri mi

2 2 2= - + -( ) ( )  (3.31b)

where xr and yr are the reference coordinates and xm and ym are the map or image 
coordinates for the ith sample point in the spatial data set being assessed.

The equation for the average horizontal error or horizontal root-mean-square 
error (RMSEh) is calculated from the errors of the individual test sample points 
using the following equation:

 
RMSE RMSE Rh x x y y nri mi ri mi

i

n

x= - + - = +∑ (( ) ( ) )/2 2 2 MMSE y n2( )/  (3.32)

† Greenwalt and Schultz (1962, 1968) refer to horizontal error as circular error, which they designate 
with the subscript “c.” NSSDA (FGDC, 1998) refers to horizontal error as radial, designated by the 
subscript “r.” Because the errors are usually elliptical rather than circular, and because we have already 
designated the subscript “r” to indicate a reference value of an accuracy assessment sample, this text 
uses the subscript “h” to designate horizontal error.

Figure 3.9 Application of 95th percentile criteria versus NSSDA for reporting positional accu-
racy. (Courtesy of Dewberry.)
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or

 
RMSEh

hi
i

n

e

n
=

∑ 2

 
 (3.33)

where ehi is defined in the preceding equation and n is the number of test sample points.
An alternative estimator is the arithmetic mean of the absolute error values and 

is calculated by

 
| | | |/e e nhi

n

=∑
1

 (3.34)

Once RMSEh has been estimated, the standard deviation (Sh) of the population of hor-
izontal errors can also be approximated from the samples by calculating the average 
standard deviation, using the Greenwalt and Schultz (1962, 1968) equation below:

 
S S Sh x y= +( )/2

 (3.35)

where

 
S x x nx ri mi

i

n

x= - - -∑ (( ) ) /RMSE 2 1  (3.36)

and

 
S y y ny ri mi

i

n

y= - - -∑ (( ) ) /RMSE 2 1  (3.37)

The estimated standard error of the population of RMSEh’s is

 
S S n

h hRMSE = /  (3.38)

Assuming that the errors are normally distributed, the estimated interval of errors at 
a specified probability can be expressed as

 RMSEh i hZ S± ( )  (3.39)

If RMSEh is equal to zero, then the error interval becomes the Greenwalt and Schultz 
(1962, 1968) specified Zi (S).

The confidence interval around the estimate of the mean horizontal error can be 
calculated as follows:

 
RMSE RMSERMSE RMSEh i h iZ S Z S

h h
- < < +( ) ( )µ  (3.40)

for large sample sizes, and

 
RMSE RMSERMSE RMSEh i h it S t S

h h
- < < +( ) ( )µ  (3.41)

for small samples sizes.
Because horizontal error is measured in two dimensions, the bivariate standard 

normal distribution must be used to characterize the distribution of errors. Figure 3.10 
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provides a three-dimensional illustration of the bivariate normal distribution. 
Figure 3.11 is an overhead view of the bivariate standard normal probability distribu-
tion for the commonly used map standards of the circular error probable (CEP) at 
50%, the circular map accuracy standard (CMAS) at 90%, and NSSDA at 95%.

Figure 3.10 Three-dimensional representation of the standard normal bivariate distribution.
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Figure 3.11 Two-dimensional representation of the normal standard bivariate or circular 
distribution with the probabilities of common horizontal map standards (From Greenwalt, 
C. and M. Schultz. 1962, 1968. Principles of Error Theory and Cartographic Applications. 
United States Air Force. Aeronautical Chart and Information Center. ACIC Technical Report 
Number 96. St. Louis, MO. 60 pages plus appendices).
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Relying on the bivariate standard normal distribution to characterize the distribu-
tion of horizontal errors requires that we assume that the horizontal errors are dis-
tributed in a circle with Sx equal to Sy. We can test for circularity by calculating the 
ratio of the Smin to Smax (where Smin is the lower of Sx or Sy, and Smax is the larger of Sx or 
Sy). Figure 3.12 shows how differences in Sx and Sy affect the shape of the distribution 
of errors. If the ratio of Smin to Smax is 0.2 or greater, Greenwalt and Schultz (1962, 
1968) state that the circular distribution can be assumed.

As with vertical accuracy, many standards rely on the Zi (Sh) as the statistic to estimate 
horizontal accuracy (DMA, 1991; NSSDA, 1998). The statistic estimates the maximum 
interval of error on either side of RMSEh that will exist at a specified probability. The 
bivariate standard normal distribution Zi statistic at 95% probability is 2.4477 (Greenwalt 
and Schultz, 1962, 1968) and the resulting interval of errors at 95% probability is

 2.4477 ((Sx + Sy)/2)  (3.42)

or
 2.4477 Sh (3.43)

The interval of errors within which 95% of the errors will occur (assuming the errors 
are normally distributed) is

 [RMSEh − 2.447 * Sh, RMSEh − 2.447 * Sh]  (3.44)

If RMSEh is equal to zero, the estimated interval reduces to the Greenwalt and 
Schultz (1962, 1968) and ASPRS (1989) accuracy statistic of 2.447(Sh).

Because the distribution of RMSEh is one-dimensional (even though the distribu-
tion of errors is two-dimensional), a confidence interval on RMSEh at the 95% level 
is expressed by

 
RMSE RMSERMSE RMSEh hS S

h h
- > > -1 96 1 96. .µ  (3.45)

for large samples and

 RMSEh − t95%, n−1 degrees of freedom S
hRMSE > µ > RMSEh + t95%, n−1 degrees of freedom S

hRMSE

  (3.46)

for small samples.

Figure 3.12 Comparison of circular to elliptical distributions for various ratios of Smin/Smax 
(From Defense Mapping Agency. 1991. Error Theory as Applied to Mapping, Charting, and 
Geodesy. Defense Mapping Agency Technical Report 8400.1. Fairfax, Virginia).
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NSSDA
As with vertical accuracy, the NSSDA accuracy statistic incorrectly applies the 
RMSEh rather than Sh to calculate the NSSDA accuracy statistic under two different 
conditions described in the following text: when the RMSEy and RMSEx are equal 
and when they are not equal.

When the errors are circular. NSSDA defines errors as circular if RMSEy = 
RMSEx (rather than when Sx = Sy). Under NSSDA

 if RMSEy = RMSEx, then

 
RMSE RMSE RMSEh x y= =( ) ( )2 22 2

 = 1.4142 * RMSEx  = 1.4142 * RMSEy (3.47)

Applying the circular error normal distribution Z statistic at 95% probability of 
2.4477 results in

NSSDA Horizontal Accuracy = 2.4477 RMSEh or

 = 2.4477 *  RMSEh /1.4142

 = 1.7308 *  RMSEh (3.48)

Most organizations use this simplified equation regardless of whether the errors are 
distributed circularly or not.† However, as with elevational accuracy, the NSSDA 
horizontal accuracy value has no statistical basis. The population parameter that 
should be used to determine the interval of error at a specific probability level is the 
standard deviation of the horizontal errors (Sh), and not RMSEh (Ager, 2004).

When the errors are not circular. If RMSEy ≠  RMSEx, then the NSSDA stipu-
lates that the NSSDA accuracy statistic is

 = 2.4477 ((RMSEx + RMSEy)/2)  (3.49)

Tables 3.3 and 3.4 present sample reference and map coordinates from our earlier 
example and calculate the RMSEh, Sh, S

hRMSE ,  Zi * S at 95% probability, as well as 
the circular map accuracy standard (CMAS) accuracy interval at 90%, the NSSDA 
statistic, and a 95% confidence interval around RMSEh.

There is one final, very important issue that must be understood when implement-
ing positional accuracy. A different RMSE value is often calculated as part of the 
spatial data set registration process. We will call this RMSEreg. The calculation of 
RMSEreg during the registration process is a test of the goodness of fit of the regis-
tered data set to its control points. Because of its lack of independence from the data 
set being assessed, RMSEreg is not a valid measure of positional accuracy, and will 
almost always be lower (i.e., better) than RMSEz or RMSEh. Independent positional 

† Circularity is defined by Greenwalt and Schultz as Smin/Smax greater than or equal to 0.2. However, 
NSSDA restricts application of the circular distribution to those situations in which Smin/Smax is between 
0.6 and 1.0.
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table 3.4
horizontal accuracy example equations and statistics

definitions X dimension equations X dimension Values
 

Estimated root-mean-square of the 
population of errors

RMSEx i
n

xie n= ∑ ( ) /2 0.3353

Estimated absolute arithmetic mean 
of the population of errors

| | | | /e e nx
n

xi=∑1
0.1593

Estimated variance of the population 
of errors

S e nx i
n

xi x
2 2 1= ∑ - -(| | ) /( )RMSE 0.1221

Estimated standard deviation of the 
population of errors

S e nx i
n

xi x= ∑ - -(| | ) /( )RMSE 2 1
0.3494

Estimated standard deviation of the 
population of RMSEs

S S n
x xRMSE = 2/

0.0638

Greenwalt and Schultz CMAS standard 
normal (Z) interval of the population 
of errors at 90% probability

1.645*Sx 0.5748

Greenwalt and Schultz standard normal 
(Z) interval of the population of errors 
at 95% probability

1.96* Sx 0.6849

NSSDA statistic 1.96*RMSEx 0.6572
Confidence interval on the estimate of 
RMSEx at 95% probability

RMSEx  ± 1.96*SRMSE 0.3353 ± 0.1250

which results in a range 
from 0.2102 to 0.4603

definitions Y dimension equations Y dimension Values
 

Estimated root-mean-square of the 
population of errors

RMSE y i
n

yie n= ∑ ( ) /2 0.5205

Estimated absolute arithmetic mean 
of the population of errors

| | | | /e e ny
n

yi= ∑1
0.3076

Estimated variance of the population 
of errors

S e ny
n

yi y
2

1
2 1= ∑ - -(| | ) /( )RMSE 0.2292

Estimated standard deviation of the 
population of errors

S e ny
n

yi y= ∑ - -1
2 1(| | ) /( )RMSE

0.4788

Estimated standard deviation of the 
population of RMSEs

S S n
y yRMSE = 2/

0.0874

Greenwalt and Schultz CMAS standard 
normal (Z) interval of the population of 
errors at 90% probability

1.645*Sy 0.7876

Greenwalt and Schultz standard normal 
(Z) interval of the population of errors at 
95% probabilty

1.96*Sy 0.9384

NSSDA statistic 1.96*RMSEy 1.0201
Confidence interval on the estimate of 
RMSEy at 95% probability

RMSEy  ± 1.96*SRMSE 0.5202 ± .01713

which results in a range 
from 0.3491 to 0.6918

 
(Continued)
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accuracy assessment requires the collection of a separate and independent set of test 
sample points that were not used as control points in the registration process.

summary

A major tenet of most positional accuracy assessment standards is to report accuracy at 
a specified “confidence level” (FGDC, 1998; MPLMIC, 1999; NDEP, 2004). However, 
none of the existing standards provide equations for producing a confidence interval on 
the estimate of error. Table 3.5 provides a comparison of the commonly used positional 
accuracy standards. Each standard has both advantages and disadvantages:

 1. NMAS is simple to implement, but it is based on map units instead of 
ground units, making it unusable for digital data. It also omits any guid-
ance for estimating the range of errors at a given probability or for esti-
mating a confidence interval around RMSE.

 2. The Greenwalt and Schultz standard requires the assumption that the 
errors are normally distributed. The report states that the assumption of 
normality is “valid because positional error components generally follow 
a normal distribution pattern when sufficient data is available.” However, 

table 3.4 (continued)
horizontal accuracy example equations and statistics

definitions circular equations circular Values
 

Estimated root-mean-square of the 
populations of errors

RMSEh i
n

hie n= ∑ ( ) /2 0.6191

Estimated absolute arithmetic mean 
of the population of errors

| | | | /e e nh
n

hi= ∑1
0.4669

Estimated standard deviation of the 
population of errors

S S Sh x y= +( )/2 0.4141

Estimated standard deviation of the 
population of RMSEs

S S n
h hRMSE = /

0.0756

Greenwalt and Schultz CMAS standard 
normal (Z) interval of the population 
of errors at 90% probability

2.1460*Sh 0.8887

Greenwalt and Schultz standard normal 
(Z) interval of the population of errors 
at 95% probability

2.4477*Sh 1.0136

Test for circularity Smin/Smax 0.7298
NSSDAcircular statistic 1.7308*RMSEh 1.0716

NSSDAelliptical statistic 2.4477*.5*(RMSEx + RMSEy) 1.0473

Confidence interval on the estimate 
of RMSEh at 95% probability

RMSEh ± 1.96*SRMSE 0.6191 ± 0.1482

which results in a range 
from 0.4709 to 0.7673
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many practitioners are uncomfortable with this assumption and believe 
that positional errors are usually biased. Additionally, the Greenwalt and 
Schultz equations are often misinterpreted to calculate a level of confidence 
in the estimate of RMSE. However, a confidence level is a measure of the 
reliability of an estimation of a population parameter and is calculated 

table 3.5
comparison of commonly used Positional accuracy standards 
to each other and to the suggested new standard

Positional 
accuracy 
standard

uses a 
maximum 

distance of 
error 

allowed as 
the standard

Provides 
equations 

for 
estimating 

error 
Population 
statistics

requires the 
assumption 

that the errors 
are normally 
distributed

uses RMSE 
and 95% 
Percentile

requires 
stratification 

of the 
landscape 

into ground 
cover classes units

 
NMAS Yes No Not required† No, but uses 

90th 
percentile

No Map 
units

Greenwalt 
and Schultz

No Yes    Yes No No Unstated

ASPRS, 
1989

Yes Yes Not required No No Ground 
units

NSSDA No Yes    Yes No No Ground 
units

FEMA, 2003 No Yes    Yes No Yes Ground 
units

ASPRS, 
2004

No Yes Yes for RMSE, 
but not for 95th 
percentile

Yes Yes Ground 
units

NDEP, 2004 No Yes Yes for RMSE, 
but not for 95th 
percentile

Yes Yes Ground 
units

Combined 
standard: 
Zi*S and a 
confidence 
interval on 
RMSE

No Yes Yes for 
calculating the 
probable range 
of errors, but 
no for 
calculating the 
confidence 
interval around 
the estimate of 
the mean error

No Yes if desired Ground 
units

†  The assumption of normality is not required because probabilities of error distributions are not consid-
ered or calculated for the standard.
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using the standard error, not the standard deviation. The expression used 
in Greenwalt and Schultz is

 Zi S

and the range of errors around either vertical or horizontal RMSE at a 
specified probability is

 RMSE ± Zi S

where RMSE and S were defined earlier and Zi is the Z statistic for the 
specified probability. The Greenwalt and Schultz equation calculates the 
distance on either side of the RMSE beyond which errors will not occur 
at a specified probability, and does not indicate the confidence of the esti-
mate of RMSE. Contrary to statements in the NSSDA, the equations in 
Greenwalt and Schultz do not, nor do they pretend to, provide a confi-
dence level for the estimate of the RMSE.

 3. As an improvement to NMAS, the ASPRS standards use ground units, but 
do not provide for any guidance on estimating either the range of errors at 
given probabilities or a confidence level on the estimate of RMSE.

 4. NSSDA provides excellent guidance on positional accuracy sample design 
and collection methods. It also attempts to provide a means for estimat-
ing the range of errors at specified probabilities (and not, as it states, the 
“confidence level” of the RMSE estimate). However, the NSSDA equation 
is incorrect because it applies the RMSE variable in its equations where 
the estimate of the standard deviation (S) should be used instead.

An alternative clarifying standard would be to require calculation of both
the interval of errors around RMSE that captures 95% of the map errors •	
using Greenwalt and Schultz’s equations and assumptions:

       RMSE ± Zi S, and
a confidence interval around the estimate of RMSE at 95% probability•	

 RMSE ± ZiSRMSE for large sample sizes, and
       RMSE ± tiSRMSE for small sample sizes.

This standard has several advantages:

 1. It relies on widely accepted statistical theory and equations to character-
ize geospatial positional error.

 2. It corrects for the equation mistakes in NSSDA.
 3. It clarifies the difference between estimating the range of errors at a cer-

tain probability versus calculating a confidence interval on the estimate of 
RMSE.

 4. Use of the confidence interval does not require the assumption that the 
errors be normally distributed, because the population of possible RMSE 
values is normally distributed even if the population of the errors is not, 
and

 5. The equations incorporate all of the critical concepts of NSSDA accuracy 
standards, including:
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reporting the estimated accuracy of a spatial data layer rather than •	
specifying a standard to be met,
use of estimated RMSE to estimate positional accuracy, and•	
the ability to express a confidence level in the estimate of RMSE.•	

aPPendix 3.1

deterMiNiNg the required SaMple Size

If we have a prior estimate of the mean and standard deviation of our population of 
errors, we can determine how many samples we have to take to provide a specified 
confidence interval around our estimate of the mean error.

If d is the interval on either side of the mean that we want to estimate, then the 
confidence interval is

 X d±

and

 
d tS= RMSE

Because S S nRMSE = / ,  we can solve for n because

 n t S d= ( )/2 2 2

For example, let us assume that we want our confidence interval on our estimate of 
the mean vertical error in Table 3.1 to be no more than ±20% of the mean at the 95% 
confidence level. Using the value of RMSE of 0.320 and the variance (S2) of 0.059, 
we can calculate how many samples we would need to take as

 

n =

=

( . ) ( . )
( %( . ))

. ( . )

.

1 96 0 059
20 0 320

3 842 0 059

2

2

00041

or about 55 samples.
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4 Thematic Accuracy

The major focus of this book is thematic accuracy assessment. Chapter 3 presented a 
summary of positional accuracy assessment and the standard measure for reporting 
it, RMSE. This chapter introduces the most widely accepted measure for represent-
ing thematic accuracy, the error matrix. The chapter also documents the evolution of 
thematic accuracy assessment, beginning with a discussion of early non-site-specific 
assessments. Next, site-specific assessment techniques employing the error matrix 
are presented, followed by the mathematical representation of the error matrix.

NoN-site-specific assessmeNts

In a non-site-specific accuracy assessment, only total areas for each category mapped 
are computed, without regard to the location of these areas. In other words, a com-
parison between the number of acres or hectares of each category on the map gener-
ated from remotely sensed data and the reference data is performed. In this way, the 
errors of omission and commission tend to compensate for one another and the totals 
compare favorably. However, nothing is known about any specific location on the 
map or how it agrees or disagrees with the reference data.

A simple example quickly demonstrates the shortcomings of the non-site-spe-
cific approach. Figure 4.1 shows the distribution of the forest category on both a 
reference image and two different classifications generated from remotely sensed 
data. Classification #1 was generated using one type of classification algorithm (e.g., 
supervised, unsupervised, or nonparametric, etc.), while classification #2 employed 
a different algorithm. In this example, only the forest category is being compared. 
The reference data shows a total of 2,435 acres of forest, while classification #1 
shows 2,322 acres and classification #2 shows 2,635 acres. In a non-site-specific 
assessment, you would conclude that classification #1 is better for the forest category 
because the total number of forest acres for classification #1 more closely agrees with 
the number of acres of forest on the reference image (2,435 acres − 2,322 acres = 113 
acres difference for classification #1, while classification #2 differs by 200 acres). 
However, a visual comparison (see Figure 4.2) between the forest polygons on clas-
sification #1 and the reference data demonstrates little locational correspondence. 
Classification #2, despite being judged inferior by the non-site-specific assessment, 
appears to locationally agree much better with the reference data forest polygons (see 
Figure 4.2). Therefore, the use of non-site-specific accuracy assessment can be quite 
misleading. In the example shown here, the non-site-specific assessment actually 
recommends the use of the inferior classification algorithm.
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site-specific assessmeNts

Given the obvious limitations of non-site-specific accuracy assessment, there was a 
need to know how the map generated from the remotely sensed data compared to the 
reference data on a locational basis. Therefore, site-specific assessments were insti-
tuted. Initially, a single value representing the accuracy of the entire classification 
(i.e., overall accuracy) was presented. This computation was performed by compar-
ing a sample of locations on the map with the same locations on the reference data 
and keeping track of the number of times there was agreement.

An overall accuracy level of 85% was adopted as representing the cutoff between 
acceptable and unacceptable results. This standard was first described in Anderson 
et. al (1976) and seems to be almost universally accepted despite there being noth-
ing magical or even especially significant about the 85% correct accuracy level. 
Obviously, the accuracy of a map depends on a great many factors including the 
amount of effort, the level of detail (i.e., classification scheme), and the variability 
of the categories to be mapped. In some applications an overall accuracy of 85% is 
more than sufficient and in other cases it would not be accurate enough.

While having a single number to measure overall thematic map accuracy was 
an improvement over the non-site-specific assessment method, it was soon realized 

figure 4.1 Example of non-site-specific accuracy assessment.

total acres of forest = 2,435 total acres of forest = 2,322

total acres of forest = 2,435 total acres of forest = 2,635

Reference Data Classified Image #1

Reference Data Classified Image #2
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that this single number was not enough. The need to evaluate individual categories 
within the classification scheme was recognized, and thus began the use of the error 
matrix to represent map accuracy.

The error MaTrix

As previously introduced, an error matrix is a square array of numbers set out in 
rows and columns that expresses the number of sample units assigned to a particular 
category in one classification relative to the number of sample units assigned to a 
particular category in another classification (Table 4.1). In most cases, one of the 
classifications is considered to be correct (i.e., the reference data) and may be gener-
ated from aerial photography, airborne video, ground observation, or ground mea-
surement. The columns usually represent this reference data, while the rows indicate 
the classification generated from the remotely sensed data (i.e., the map). It should 
be noted that the reference data has often been referred to as the “ground truth” data. 
Now, while it is true that the reference data are assumed to be more correct than 
the map it is being used to assess, it is by no means true that these data are perfect 

figure 4.2 Spatial correspondence for the non-site-specific accuracy assessment example.

Classified Image #1 on top of the Reference Data

Classified Image #2 on top of the Reference Data

While the total acres of forest in the 
reference data (2,435) and the total 
acres of forest in the classified image 
#1 (2,322) is only 5% different, the  
spatial correspondence between the 
two data sets is low.  There is low  
agreement between the actual 
location of the forested areas in the 
Reference Data and the Map.

While the total acres of forest in the 
reference data (2,435) and the total 
acres of forest in the classified image 
#2 (2,635) is 8% different, the  spatial
correspondence between the two data
sets is higher.  There is greater
agreement between the actual location
of the forested areas in the Reference
Data and the Map.
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or represent “the truth.” Therefore, the term “ground truth” is inappropriate and, in 
some cases, very misleading. Throughout this book, the authors will use the term 
reference data to identify the data being used to compare to the map generated from 
remotely sensed data (i.e., the map).

An error matrix is a very effective way to represent map accuracy in that the indi-
vidual accuracies of each category are plainly described along with both the errors 
of inclusion (commission errors) and errors of exclusion (omission errors) present 
in the classification. A commission error is simply defined as including an area in a 
category when it does not belong to that category. An omission error is excluding an 
area from the category to which it belongs. Each and every error is an omission from 
the correct category and a commission to a wrong category.

For example, in the error matrix in Table 4.1, there are four areas that were clas-
sified as deciduous when the reference data shows that they were actually conifer. 
Therefore, four areas were omitted from the correct coniferous category and com-
mitted to the incorrect deciduous category. In addition to clearly showing errors of 
omission and commission, the error matrix can be used to compute other accuracy 
measures such as overall accuracy, producer’s accuracy, and user’s accuracy (Story 
and Congalton, 1986). Overall accuracy is simply the sum of the major diagonal (i.e., 
the correctly classified sample units) divided by the total number of sample units in 
the entire error matrix. This value is the most commonly reported accuracy assess-
ment statistic and is probably most familiar to the reader. However, just presenting 

proDucer’s accuracY user’s accuracY

D    = 65/75   = 87% D    = 65/115  = 57%

C    = 81/103 = 79% C    = 81/100 = 81%

AG = 85/115 = 74% AG = 85/115 = 74%

 SB = 90/141 = 64%  SB = 90/104  = 87%

 

table 4.1

example error matrix (same as that presented in figure 2.6)

reference Data
D c ag sb

row 
total land cover categories

D 65 4 22 24 115
 D = deciduous
 C = conifer

 AG = agriculture
 SB = shrub

OVERALL ACCURACY = 
(65 + 81 + 85 + 90)/434 = 
321/434 = 74%

classified 
Data

c 6 81 5 8 100

ag 0 11 85 19 115

sb 4 7 3 90 104

column 
total

75 103 115 141 434
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the overall accuracy is not enough. It is important to present the entire matrix so that 
other accuracy measures can be computed as needed and confusion between map 
classes is clearly presented and understood.

Producer’s and user’s accuracies are ways of representing individual category 
accuracies instead of just the overall classification accuracy, and were introduced 
by Story and Congalton (1986). Before error matrices became the standard accuracy 
reporting mechanism, it was common to report the overall accuracy and either only 
the producer’s or user’s accuracy. Sometimes, only the higher of the two accuracies 
(between the producer’s and user’s accuracies) was selected to be reported, resulting 
in misleading information about the map accuracy. A quick example will demon-
strate the need to publish the entire matrix so that all three accuracy measures can 
be computed.

Studying the error matrix shown in Table 4.1 reveals an overall map accuracy of 
74%. However, suppose we are most interested in the ability to classify hardwood 
forests so we calculate a “producer’s accuracy” for this category. This calculation 
is performed by dividing the total number of correct sample units in the deciduous 
category (i.e., 65) by the total number of deciduous sample units as indicated by the 
reference data (i.e., 75 or the column total). This division results in a “producer’s 
accuracy” of 87%, which is quite good. If we stopped here, one might conclude that 
although this classification appears to be average overall, it is more than adequate for 
the deciduous category. Drawing such a conclusion could be a very serious mistake. 
A quick calculation of the “user’s accuracy” computed by dividing the total number 
of correct sample units in the deciduous category (i.e., 65) by the total number of 
sample units classified as deciduous (i.e., 115 or the row total) reveals a value of 57%. 
In other words, although 87% of the deciduous areas have been correctly identified 
as deciduous, only 57% of the areas called deciduous on the map are actually decidu-
ous on the ground. The high producer’s accuracy occurs because too much of the 
map is labeled deciduous. A more careful look at the error matrix reveals that there is 
significant confusion in discriminating deciduous from barren and shrub. Therefore, 
although the producer of this map can claim that 87% of the time an area that was 
deciduous on the ground was identified as such on the map, a user of this map will 
find that only 57% of the time that the map says an area is deciduous will it actually 
be deciduous on the ground.

mathematical representation of the error matrix

This subsection presents the error matrix in mathematical terms necessary to per-
form the analysis techniques described in the Chapter 7. The error matrix was pre-
sented previously in descriptive terms, including an example (Table 4.1) that should 
help the reader make this transition to equations and mathematical notation easier 
to understand.

Assume that n samples are distributed into k2 cells, here each sample is assigned 
to one of k categories in the map (usually the rows), and independently to one of the 
same k categories in the reference data set (usually the columns). Let nij denote the 
number of samples classified into category i (i = 1, 2, …, k) in the map and category 
j ( j = 1, 2, …, k) in the reference data set (Table 4.2).
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Let

 

n ni ij

j

k

+ =
=

∑
1

be the number of samples classified into category i in the remotely sensed classifica-
tion, and

 

n nj ij

i

k

+ =
=

∑
1

be the number of samples classified into category j in the reference data set.
Overall accuracy between remotely sensed classification and the reference data 

can then be computed as follows:

 
overall accuracy = =

∑ n

n

ii
i

k

1 .

Producer’s accuracy can be computed by

 

producer’s accuracy j
n
n

jj

j

=
+

and the user’s accuracy can be computed by

 

user’s accuracyi =
+

n
n

ii

i

Finally, let pij denote the proportion of samples in the i,  jth cell, corresponding to nij. 
In other words, pij = nij /n.

table 4.2
mathematical example of an error matrix

j = columns 
(reference)

row 
total

1 2 k ni+

1 n11 n12 n1k n1+

2 n21 n22 n2k n2+

k nk1 nk2 nkk nk+

column total 
n+j

n+1 n+2 n+k n

 

i = rows
(classification)
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Then let pi+ and p+j be defined by

 

p pi ij

j

k

+ =
=

∑
1

and

 

p pj ij

i

k

+ =
=

∑
1

This mathematical representation of the error matrix takes a little practice to get used 
to. Actually, understanding an error matrix the very first time can take a little effort. 
However, given the importance of the error matrix in thematic accuracy assessment 
and the need for the mathematical representation for some of the analysis techniques, 
readers are encouraged to spend a little time here until they feel comfortable. Many 
examples will be provided throughout the book, as well as some case studies, to aid 
every reader in becoming an error matrix expert.
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5 Sample Design 
Considerations

Now that we understand thematic accuracy is typically represented using an error 
matrix, it is important to know how to correctly generate and populate the matrix. 
Assessing the thematic accuracy of maps or other spatial data requires sampling 
because it is not economically feasible to visit every place on the ground. Sampling 
design requires knowledge of the distribution of thematic classes across the land-
scape, determination of the types and number of samples to be taken, and choice 
of a sampling scheme for selecting the samples. Design of an effective and efficient 
sample to collect valid reference and map accuracy data is one of the most challeng-
ing and important components of any accuracy assessment, because the design will 
determine both the cost and the statistical rigor of the assessment.

Accuracy assessment assumes that the information displayed in the error matrix 
is a true characterization of the map being assessed. Thus, an improperly designed 
sample will produce misleading accuracy results. Several considerations are criti-
cal to designing an accuracy assessment sample that is truly representative of the 
map:

 1. What are the thematic map classes to be assessed and how are they dis-
tributed across the landscape?

 2. What is the appropriate sample unit?
 3. How many samples should be taken?
 4. How should the samples be chosen?

While seemingly straightforward, each of these steps has many potential pitfalls. 
Failure to consider even one of them can lead to serious shortcomings in the assess-
ment process. This chapter considers each one of these factors.

What are the thematic map classes to be assessed?

How we sample the map for accuracy will partially be driven by how the thematic 
classes of the map are distributed across the landscape. This distribution will, in 
turn, be a function of how we have chosen to categorize the features of the earth 
being mapped; referred to as the classification scheme. Once we know the clas-
sification scheme, we can learn more about how the map classes are distributed. 
Important considerations are the discrete nature of map information, and the spatial 
interrelationship or autocorrelation of that information. Assumptions made about the 
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distribution of map categories will affect both how we select accuracy assessment 
samples and the outcome of the analysis.

The ClassifiCaTion sCheme

Maps categorize the earth’s surface. For example, road maps tell us the type of road, 
its name, and location. Land cover maps typically enumerate the types, mix, and 
density of vegetation covering the earth (e.g., trees, shrubs, and grass). Land use 
maps characterize how land is utilized by humans (e.g., urban, agriculture, and forest 
management).

Thematic map categories are specified by the project’s classification scheme. 
Classification schemes are a means of organizing spatial information in an orderly 
and logical way (e.g., Cowardin et al., 1979). Classification schemes are fundamental 
to any mapping project because they create order out of chaos and reduce the total 
number of items considered to some reasonable number. The classification scheme 
makes it possible for the map producer to characterize landscape features and for 
the user to readily recognize them. Without a classification scheme, no mapping is 
truly possible. The detail of the scheme is driven by (1) the anticipated uses of the 
map information, and (2) the features of the earth that can be discerned with the 
remotely sensed data (e.g., aerial or satellite imagery) being used to create the map. 
If a rigorous classification scheme is not developed before mapping begins, then any 
subsequent accuracy assessment of the map will be meaningless because it will be 
impossible to definitively label the accuracy assessment samples.

A classification scheme has two critical components: (1) a set of labels (e.g., urban 
residential, deciduous forest, palustrine emergent wetland, etc.); and (2) a set of rules 
or definitions such as a dichotomous key for assigning labels (e.g., a “deciduous forest 
must have at least 75% crown closure in deciduous trees”). Without a clear set of rules, 
the assignment of labels to classes can be arbitrary and lack consistency. For example, 
everyone has their own idea about what constitutes a forest and yet there are many 
definitions that could result in very different maps of forest distribution. Consider a 
situation in which one agency defines forest as an area where 10% of the ground area 
is covered by trees, and another agency uses a slightly different definition according to 
which forest exists only if 25% of the ground area is covered by trees. If analysts from 
each of these agencies were together in a specific plot of land, they could label the area 
differently based on their agency’s definitions of a forest and both of the labels would 
be correct. Without class definitions expressed as quantifiable rules, there can be little 
agreement on what area on the ground or the image should be labeled.

The level of detail (i.e., number and complexity of the categories) in the scheme 
strongly influences the time and effort needed to make the map and to conduct the 
accuracy assessment. The more detailed the scheme, the more expensive the map and 
its assessment. Because the classification scheme is so important, no work should 
begin on a mapping project until the scheme has been thoroughly reviewed and as 
many problems as possible identified and solved.

In addition to being composed of labels and a set of rules, a classification scheme 
should be (1) mutually exclusive and (2) totally exhaustive. Mutual exclusivity requires 
that each mapped area fall into one and only one category or class. For example, 
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classification scheme rules would need to clearly distinguish between forest and water 
(seemingly simple), so that a mangrove swamp cannot receive both a forest and a water 
label. A totally exhaustive classification scheme results in every area on the mapped 
landscape receiving a map label; no area can be left unlabeled. One way to ensure that 
the scheme is totally exhaustive is to have a category labeled as other or unclassified.

If possible, it is also advantageous to use a classification scheme that is hierarchi-
cal. In hierarchical systems, specific categories within the classification scheme can 
be collapsed to form more general categories. This ability is especially important 
when it is discovered that certain map categories cannot be reliably mapped. For 
example, it may be impossible to separate interior live oak from canyon live oak in 
California’s oak woodlands (these two oak types are almost indistinguishable on the 
ground). Therefore, these two categories may have to be collapsed to form a live oak 
category that can be reliably mapped.

Finally, the classification scheme must specify the minimum mapping unit (mmu) 
for each class being mapped. The mmu is the smallest area of the class to be delin-
eated on the map. Figure 5.1 illustrates this concept. In this example, the rule for 
mapping a forest is specified as follows:

An area of 1 acre or more where more than 30% of the ground, as seen from above the 
tree canopy, is covered by the foliage of hardwood or conifer trees.

The minimum mapping unit for forests is one acre. Areas covered with 30% tree 
foliage, but smaller than the 1 acre minimum mapping unit will not be labeled as 
forests. Additionally, areas larger than 1 acre but containing less than 30% tree foli-
age cover will also not be labeled as forests. Reference data must be collected at the 

Figure 5.1 Example of the impact of a minimum mapping unit.

Forest
Not forest 
because tree 
foliage cover 
is less than 
30%

Not forest 
because area 
covered in 
tree foliage is
less than 1 
acre in size

Forest

Forest

Forest

Forest

Forest

Fo
re

st
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same minimum mapping unit as was applied to the map generated from the remotely 
sensed data. For example, it is not possible to assess the accuracy of a Landsat 
30 m × 30 m pixel with a single 1/20 hectare ground inventory plot, nor is it pos-
sible to assess the accuracy of an AVHRR 1.1 km × 1.1 km pixel using a 30 m × 30 m 
pixel.

Figure 5.2 provides a dichotomous key for a simple, yet robust, classification 
scheme for a fire/fuel mapping project. Note how the scheme specifies a minimum 
mapping unit and is:

Totally exhaustive—every piece of the landscape will be labeled,•	
Mutually exclusive—no one piece of the landscape can receive more than •	
one label, and
Hierarchical—detailed fuel classes can be lumped into the more general •	
groups of nonfuel, grass, shrub, timber slash, and timber litter.

It is critical that accuracy assessment reference data be collected and labeled using 
the same classification scheme as that used to generate the map. This may seem 
obvious until you are tempted to use an existing map to assess the accuracy of a 
new map. Rarely will any two maps be created using the same classification scheme. 
Any differences between the classification scheme of the map and the classification 
scheme of the reference data may result in discrepancies between map and reference 
accuracy assessment site labels. The result will be an assessment of classification 
scheme differences, and not of map accuracy.

oTher DaTa ConsiDeraTions

continuous versus Noncontinuous data

Most statistical analysis assumes that the population to be sampled is continuous and 
normally distributed, and that samples will be independent. Yet we know that clas-
sification systems, for all their power in organizing chaos, also take a continuous land-
scape and divide it into often arbitrarily discrete categories. For example, tree crown 
closure rarely exists in discrete classes. Yet when we make a map of crown closure, we 
impose discrete crown closure classes across the landscape. For example, we may create 
a crown closure map with 4 classes; class 1 from 0 to 10% crown closure, class 2 from 
11 to 50% crown closure, class 3 from 51 to 75% crown closure, and class 4 from 76 to 
100% crown closure. Given this boundary between two crown closure classes at 75%, 
one can expect to find confusion between a forest stand with a crown closure of 73% that 
belongs in class 3 and a stand of 77% that belongs in class 4 (see Chapter 9 for a discus-
sion on fuzzy accuracy assessment). In addition, categories tend to be related spatially, 
resulting in autocorrelation (discussed next in this chapter). In most situations, some 
balance between what is statistically valid and what is practically obtainable is desired. 
Therefore, knowledge of these statistical considerations is a must.

Most students who have completed a beginning statistics course are familiar with 
sampling and analysis techniques for continuous, normally distributed data. It is 
these techniques such as analysis of variance (ANOVA) and linear regression that 
are most familiar to the reader.
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However, thematic map information is discrete, not continuous, and frequently 
not normally distributed. Therefore, normal theoretical statistical techniques that 
assume a continuous normal distribution may be inappropriate for map accuracy 
assessment. It is important to consider how the data are distributed and what assump-
tions are being made before performing any statistical analysis. Sometimes there is 
little that can be done about the artificial delineations in the classification scheme; 
other times the scheme can be modified to better represent natural breaks. Care and 
thought must go into this process to achieve the best analysis possible.

spatial autocorrelation

Spatial autocorrelation occurs when the presence, absence, or degree of a certain 
characteristic affects the presence, absence, or degree of that same characteristic in 
neighboring units (Cliff and Ord, 1973), thereby violating the assumption of sample 
independence. This condition is particularly important in accuracy assessment if an 
error in a certain location can be found to positively or negatively influence errors 
in surrounding locations (Campbell, 1981). Clearly, if spatial autocorrelation exists, 
the sampling must ensure that the samples are separated by enough distance to mini-
mize this effect, or else the sampling will not adequately represent the entire map.

The existence of spatial autocorrelation is clearly illustrated in work by Congalton 
(1988a) on Landsat MSS data from three areas of varying spatial diversity/complexity 
(i.e., an agriculture, a rangeland, and a forested site), which showed a positive influence 
over 1 mile away. Figure 5.3 presents the results of this analysis. Each image, called a 
difference image, is a comparison between the remotely sensed classification (i.e., the 
map) and the reference data. The black areas represent the error, those places where the 
map and the reference label disagree. The white areas represent the agreement.

Figure 5.3 Difference images (7.5-minute quadrangles) showing the pattern of error for three 
ecosystems of varying complexity: agriculture, rangeland, and forest. (Reproduced with permis-
sion from the American Society for Photogrammetry and Remote Sensing, from Congalton, R. 
1988. Using spatial autocorrelation analysis to explore errors in maps generated from remotely 
sensed data. Photogrammetric  Engineering and Remote Sensing. 54(5): 587–592.)

Error (disagreement) Non-error (agreement)

AGRICULTURE RANGELAND FOREST
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The pattern of differences between the map and reference labels are readily 
explainable in an agricultural environment in which field sizes are large and typical 
misclassification would result in an error in labeling the entire field. In the agricul-
tural difference image in Figure 5.3, the fields are circular fields employing cen-
ter-pivot irrigation, and examples can be seen of misclassifying entire fields. For 
example, a field that is mapped as corn when it is actually wheat will result in an 
entire field (center pivot area in Figure 5.3) being mislabeled. Therefore, it is not sur-
prising that the errors occur in large areas and that there is a positive autocorrelation 
over a large distance.

However, the results are more surprising for the rangeland and forested classes. 
Both classes are more spatially complex (i.e., have more fragmentation, edges, and 
mixtures of land cover) than the agriculture class, and therefore one would expect 
them to be less spatially autocorrelated. Primarily because of rangeland fencing, the 
rangeland class does have some of the fields similar to agriculture, but it also reflects 
some of the edge effects more common to the complex forest class.

The forest class is the most spatially complex, and most map error would be 
expected to occur along the edges or transition zones between forest types. Although 
viewing the forest difference image does tend to confirm these edge problems, 
the results of the analysis still indicate that there is strong positive autocorrelation 
between errors up to 30 pixels away. In other words, if an error occurs at a given 
location, it is more likely that another error will be found, even up to this rather large 
distance away (i.e., 30 MSS pixels or about 240 m), than a correct classification.

The existence of spatial autocorrelation can violate the assumption of sample 
independence which, in turn, can affect the sample size and especially the sampling 
scheme used in accuracy assessment. Spatial autocorrelation may indicate the exis-
tence of periodicity in the presence of a class across the landscape that could affect 
the results of any type of systematic sample if the systematic sample design repeats 
the same periodicity. For example, maple trees need ample water and, in arid land-
scapes, are usually located along streams. A systematic sampling scheme based on 
choosing samples near streams would repeat the periodicity of the maple forest class 
and would result in a biased choice of samples that would oversample maple forests 
and undersample other map classes.

In addition, autocorrelation may affect the size and number of samples used in 
cluster sampling because each sample unit may not be contributing new, independent 
information, but rather, redundant information. Therefore, it would not be effective 
to collect information in a large cluster sample since very quickly each new sample 
site in the cluster would be adding very little new information. However, cluster 
sampling is a very cost-effective method, especially in the field, when the cost of 
traveling from one sample to another can be very high. Even when the accuracy 
assessment samples are taken in the office from aerial imagery, cluster sampling can 
create savings in setup time for each image. Therefore, it is important to consider 
spatial autocorrelation and balance the impact of having spatially autocorrelated 
samples against the efficiencies of cluster sampling. This can be done by limiting 
the number of samples taken in the cluster to 2–4, making sure that each sample unit 
in the cluster is taken in a different thematic class, and spreading the samples as far 
apart as possible.
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What is the appropriate sample uNit?

Sample units are the portions of the map that will be selected for accuracy assess-
ment. There are four possible choices for the sampling unit: (1) a single pixel, (2) a 
cluster of pixels (often a 3 × 3 pixel square), (3) a polygon (or object), and (4) a cluster 
of polygons.

single Pixel

Historically, a large number of accuracy assessments have been conducted using a 
single pixel as the sampling unit. However, a single pixel is a very poor choice for the 
sampling unit for many reasons:

First, a pixel is an arbitrary rectangular delineation of the landscape that •	
may have little relation to the actual delineation of land cover or land use 
type. It can be a single land cover or vegetation category (i.e., a pure pixel) or 
more often than not, it can be a mixture of land cover or vegetation classes.
Second, before the relatively new geocoding and terrain correction proce-•	
dures were adopted, it was almost impossible to exactly align one pixel on 
a map to the exact same area in the reference data. Therefore, there was 
no way to guarantee that the location of the reference pixel was identical 
to the location of the map pixel. Even with terrain correction and georef-
erencing, it is still not possible to get an exact alignment of the boundaries 
of a pixel. Similarly, until global positioning system (GPS) came along, 
there was no practical way to ensure that ground-collected reference data 
was being collected for the exact map pixel being assessed. Even with 
GPS, this correspondence is not guaranteed to exactly match. Therefore, 
positional accuracy becomes a large issue, and the thematic accuracy of 
the map is affected because of positional error.
Finally, few classification schemes specify a unit as small as a pixel as the •	
minimum mapping unit. If the mmu is larger than a single pixel, then a 
single pixel is inappropriate as the sample unit.

Even with all the recent technological advances in GPS, terrain correction, and geo-
coding, accuracy assessment sample units will still have some positional inaccura-
cies. It is commonly accepted that a positional accuracy of one-half pixel is sufficient 
for sensors such as Landsat Thematic Mapper and SPOT Multispectral imagery. As 
sensors increase in spatial resolution, such as that collected from digital airborne 
cameras and high-resolution satellites, positional accuracy becomes more important 
and new standards need to be established. If an image with a pixel size of 10–30 m 
is registered to the ground to within half a pixel (i.e., 5–15 m) and a GPS unit is 
used to locate the unit on the ground to within 10–15 m, then it is impossible to use 
a single pixel as the sampling unit for assessing the thematic accuracy of the map. 
There would simply be no guarantee that the map and the reference data would be 
collected from the identical area. If the positional accuracy is not up to the standard 
or if GPS is not used to precisely locate the sample on the ground, then these factors 
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become more important and can significantly affect the thematic accuracy assess-
ment. This is all the more true for higher spatial resolution imagery, in which the 
pixels may be smaller.

ClusTer of Pixels

Given the need to balance thematic accuracy with positional accuracy, a cluster of 
pixels, typically a 3 × 3 square for moderate resolution imagery, has recently been 
the most common choice for the sample unit. A cluster minimizes registration prob-
lems because it is easier to locate on the reference data or in the field. However, a 
cluster of pixels (especially a 3 × 3 window) may still be an arbitrary delineation of 
the landscape resulting in the sample unit encompassing more than one map cat-
egory. To avoid this problem, many analysts require that only homogeneous clusters 
of pixels be sampled. However, such restrictions may result in a biased sample that 
avoids heterogeneous areas which are a function of a mix of pixels (e.g., a mixed 
hardwood-conifer stand of trees) as depicted in Figure 5.4.

Figure 5.4 Comparison of accuracy assessment polygons comprising homogeneous versus 
heterogeneous pixels.

Homogeneous polygon

Heterogeneous polygon
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It is important to remember that the sample unit dictates the level of detail for the 
accuracy assessment. If the assessment is performed on a 3 × 3 cluster of pixels, then 
nothing can be said about an individual pixel, nor can anything be said about poly-
gons (i.e., management areas, forest stands, agricultural fields, etc.). Additionally, 
each sample unit must be considered a single sample. If, for example, a 3 × 3 cluster 
of pixels is used as the sample unit, then it must be counted as one sample, and not 
as nine samples. There are numerous examples in the literature of authors mistak-
enly counting each pixel in a cluster as a separate accuracy assessment unit. Also, 
the presence of spatial autocorrelation in most thematic maps dictates that samples 
should be spaced adequately apart from one another.

Extending the concept of a cluster of pixels to higher-resolution imagery requires 
knowledge about the positional accuracy of the imagery. As previously stated, com-
mon registration (positional) accuracies for Landsat Thematic Mapper (30 m pixels) 
and SPOT (10 m pixels) satellite imagery are about half a pixel. Therefore, select-
ing a homogeneous cluster of 3 × 3 pixels ensures that the center of the sample will 
definitely fall within the 3 × 3 cluster. Higher spatial resolution imagery such as that 
from Ikonos or Digital Globe have pixel sizes of 4 m to below 1 m. However, because 
of the off-nadir acquisition and other issues, the positional accuracy of these data are 
often in the range of 10–20 m and can even be much larger. Therefore, a 3 × 3 pixel 
cluster as the sampling unit would not be appropriate in this case. If the registration 
accuracy was 10 m and the pixel size was 4 m, then the cluster would need to be at 
least 5 × 5 pixels to account for this positional error. It is imperative that the posi-
tional accuracy be considered in the selection of the sample unit cluster size or else 
the thematic assessment will be flawed.

Polygons

Most large-scale thematic maps delineate the landscape into polygons of homo-
geneous map classes. Polygons are delineated on edges of classes, where more 
“between” than “within” class polygon variation exists. While the pixels inside the 
polygons may vary dramatically (as in a sparse stand of trees), the class label across 
the pixels is constant. Usually the polygon map is created either through manual 
interpretation or through the use of image segmentation and object-oriented clas-
sification algorithms. If the map to be assessed is a polygon map, then the accuracy 
assessment sample units should also be polygons. The resulting accuracy values 
inform the map’s user and producer about the level of detail in which they are inter-
ested: the polygons. More and more mapping projects using remotely sensed data are 
generating polygon rather than pixel products as a result of developments in image 
segmentation and object-based image analysis. As a result, the polygon is replacing 
the cluster of pixels as the sample unit of choice.

However, using polygons as sample units can cause confusion if the accuracy 
assessment polygons are collected during the initial training data/calibration field-
work, which occurs before the map polygons are created. The result can often be 
manually delineated accuracy assessment polygons with dramatically different delin-
eations than the final map polygons, as illustrated in Figure 5.5. When this occurs, some 
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way of creating the map label for the accuracy assessment polygon must be devel-
oped. The simplest approach is to use the majority class of the polygon to create the 
map label. However, this may not work well in heterogeneous conditions, in which 
the label is more a function of the mix of the ground cover (e.g., patchy seagrass or 
mixed hardwood conifer forests) rather than the majority of the ground cover.

Another approach is to run the segmentation algorithms and finalize the delinea-
tion of the polygons prior to the initial field trip. The resulting polygons will prob-
ably vary only slightly from the final polygons and therefore can be reliably used as 
accuracy-sampling units.

ClusTers of Polygons

Sampling clusters of polygons (or a grouping of polygons together), rather than single 
polygons, can reduce accuracy assessment costs dramatically because travel time and/
or setup time is decreased. Unlike clusters of pixels, each polygon within a cluster of 
polygons can represent a single sampling unit because polygons are by definition sepa-
rate map class types that have more between than within variation. However, care must 
be taken to provide some separation between polygons and to limit the number in the 
cluster. In other words, the impact of spatial autocorrelation still must be considered.

hoW maNy samples should be takeN?

Accuracy assessment requires that an adequate number of samples per map class be 
gathered so that the assessment is a statistically valid representation of the accuracy 
of the map. However, the collection of reference data at each sample unit is very 
expensive, requiring that sample size be kept to a minimum to be affordable.

Of all the considerations discussed in this chapter, the most has probably been 
written about sample size. Many researchers, notably Hord and Brooner (1976), van 
Genderen and Lock (1977), Hay (1979), Ginevan (1979), Rosenfield et al. (1982), 
and Congalton (1988b), have published equations and guidelines for choosing the 
appropriate sample size.

The majority of work performed by early researchers used an equation based on 
the binomial distribution or the normal approximation to the binomial distribution to 
compute the required sample size. These techniques are statistically sound for calcu-
lating the sample size needed to compute the overall accuracy of a classification or 
even the overall accuracy of a single category. The equations are based on the propor-
tion of correctly classified sample units and on some allowable error. However, these 
techniques were not designed to choose a sample size for generating an error matrix.

In the case of creating an error matrix, it is not simply a question of correct or 
incorrect (the binomial case). Instead, it is a matter of which error or which catego-
ries are being confused. Given an error matrix with n land cover categories, for a 
given category there is one correct answer and (n − 1) incorrect answers. Sufficient 
samples must be acquired to be able to adequately represent this confusion (i.e., build 
a statistically valid error matrix). Therefore, the use of the binomial distribution for 
determining the sample size for an error matrix is not appropriate. Instead, the use 
of the multinomial distribution is recommended (Tortora, 1978).
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The appropriate sample size can and should be computed for each project using 
the multinomial distribution. However, in our experience, a general guideline or 
good “rule of thumb” suggests planning to collect a minimum of 50 samples for 
each map class for maps of less than 1 million acres in size and fewer than 12 classes 
(Congalton, 1988b). Larger area maps or more complex maps should receive 75 to 
100 accuracy assessment sites per class. These guidelines were empirically derived 
over many projects, and the use of the multinomial equation has confirmed that they 
are a good balance between statistical validity and practicality.

Because of the large number of potential samples (i.e., pixels, clusters of pixels, 
polygons, and clusters of polygons) in a remotely sensed image, traditional thinking 
about sampling in which a 2%, or even 5%, sample is not uncommon often does not 
apply. To illustrate this point, even as small a sample as 0.5% of a single Landsat 
Thematic Mapper scene is over 300,000 pixels. As we have previously concluded, 
accuracy assessment should not be performed on a per-pixel basis, but the same 
relative argument holds true for the other sample units. Therefore, practical consid-
erations are often a key component of the sample size selection process. For example, 
the number of samples for each category may be adjusted on the basis of the relative 
importance of that category within the objectives of the mapping project or by the 
inherent variability within each of the categories. Sometimes, because of budget 
constraints or other factors, it is better to concentrate the sampling on the catego-
ries of interest and increase their number of samples while reducing the number of 
samples taken in the less important categories. Also, it may be useful to take fewer 
samples in categories that show little variability, such as water or forest plantations, 
and increase the sampling in the categories that are more variable, such as uneven-
aged forests or riparian areas. However, in most instances, some minimum number 
of samples (e.g., 50 samples as per the guidelines or the result of the multinomial 
equation calculation) should be taken in each land cover category contained in the 
matrix. Perhaps most importantly, the entire accuracy assessment process should be 
documented so that others can know exactly what procedures were followed.

Finally, it may be tempting to design a sample that selects many samples in cat-
egories which are most accurate and a few in the confused categories. This strat-
egy would guarantee a high accuracy value, but would not be representative of the 
map accuracy. Care should be taken to ensure that the sampling effort is carefully 
planned and implemented. It should also be noted that exactly how the sample is 
selected can affect the analysis performed on the sampled data. Again, the object 
here is to balance the statistical recommendations in order to get an adequate sample 
to generate an appropriate error matrix within the time, cost, and practical limita-
tions associated with any viable mapping project. However this balance is achieved, 
it is critical to document the exact process so that future users of the map can know 
how the assessment was conducted.

Binomial DisTriBuTion

As mentioned earlier, the binomial distribution or the normal approximation to the 
binomial distribution is appropriate for computing the sample size for determining 
overall accuracy or the accuracy of an individual category. Later in this book, the 
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binomial distribution will be used to assess a change/no change map (see Chapter 11). 
It is appropriate for the two-case situation in which only right and wrong are impor-
tant. Choosing the appropriate sample size from the binomial or normal approxima-
tion is dependent on (1) the level of acceptable error one is willing to tolerate and 
(2) the desired level of confidence that the actual accuracy is within some minimum 
range. Numerous publications present look-up tables of the required sample size for 
a given acceptable error and desired level of confidence (e.g., Cochran, 1977 and 
Ginevan, 1979).

For example, suppose it is decided that a map is unacceptable if the overall accu-
racy is 90% or less. Also, let us say that we are willing to accept a 1 in 20 chance that 
we will make a mistake based on our sample and accept a map that actually has an 
accuracy of less than 90%. Finally, let us decide that we will accept the same risk, a 
1 in 20 chance, of rejecting a map that is actually correct. The appropriate look-up 
table would then indicate that we must take 298 samples of which only 21 can be 
misclassified. If more than 21 samples were misclassified, we would conclude that 
the map is not acceptable.

mulTinomial DisTriBuTion

As discussed earlier in this chapter, the multinomial distribution provides the appro-
priate equations for determining the sample size required to generate an error matrix. 
The procedure for generating the appropriate sample size from the multinomial dis-
tribution is summarized here and was originally presented by Tortora (1978).

Consider a population of units divided into k mutually exclusive and exhaustive 
categories. Let Πi, i = 1, …, k, be the proportion of the population in the ith category, 
and let ni, i = 1, …, k, be the frequency observed in the ith category in a simple ran-
dom sample of size n from the population.

For a specified value of a, we wish to obtain a set of intervals Si, i = 1, …, k, such 
that

 

Pr ;∏ ∈ ≥ -( )










=

i i

i

k

S

1

1∩ α

that is, we require the probability that every interval Si contains Πi  to be at least 
1-a. Goodman (1965) determined the approximate large-sample confidence interval 
bounds (when n → ∞) as

 ∏ ≤ ∏ ≥ ∏- +
i i i ,

where

 
∏ = ∏ ∏ - ∏- - ( ) i i i iB n1

1 2/

 (5.1)

 
∏ = ∏ + ∏ ∏+ -( ) i i i iB n1

1 2/

 (5.2)
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and B is the upper (a/k) × 100th percentile of the c2 distribution with 1 degree of 
freedom. These equations are based on Goodman’s (1965) procedure for simultane-
ous confidence interval estimation.

Examining these equations (Equations 5.1 and 5.2), we see that [ ( )/ ] /Π Πi i n1 1 2-  
is the standard deviation for the ith cell of the multinomial population. Also, it is 
important to realize that each marginal probability mass function is binomially dis-
tributed. If N is the total population size, then using the finite population correction 
(fpc) factor and the variance for each Πi 

(from Cochran, 1977), the approximate 
confidence bounds are:

 
∏ = ∏ - ∏ ∏ -- - -( ) i i i iB N n N n( ) ( )

/
1 1

1 2
 (5.3)

 
∏ = ∏ + - ∏ - ∏( ) - 

+
i i i iB N n N n( ) ( )

/
1 1

1 2
 (5.4)

Note as N → ∞, Equations 5.3 and 5.4 converge to Equations 5.1 and 5.2, 
respectively.

Next, in order to determine the required sample size, the precision for each 
parameter in the multinomial population must be specified. If the absolute precision 
for each cell is set to bi , then Equations 5.1 and 5.2 become

 
∏ - = ∏ - ∏ - ∏( ) i i i i ib B n1

1 2/
 (5.5)

 
∏ + = ∏ + ∏ - ∏( ) i i i i ib B n1

1 2/
 (5.6)

respectively. Similar results are obtained when the fpc is included. Equations 5.5 and 
5.6 can be rearranged to solve for bi (the absolute precision of the sample)

 
b B ni i i= ∏ - ∏( ) 1

1 2/
 (5.7)

Then by squaring Equation 5.7 and solving for n, the result is:

 
n B bi i i= ∏ - ∏( )1 2  (5.8)

or, using the fpc,

 
n BN b N Bi i i i i= ∏ - ∏( ) - + ∏ - ∏( ) 1 1 12( )  (5.9)

Therefore, one should make k calculations to determine the sample size, one 
for each pair ( , )bi iΠ , 1, , ,i k= … and select the largest n as the desired sample 
size. As functions of Πi and bi, Equations 5.8 and 5.9 show that n increases as 
Πi ib→ →1 2 0/ .or
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In rare cases, a relative precision ′bi could be specified for each cell in the error 
matrix and not just each category. Here b bi i i= ′ Π . Substituting this into Equation 5.8 
gives

 
n B bi i i= - ∏( ) ∏ ′1 2  (5.10)

A similar sample size calculation including the fpc can be computed as before.
Here again, one should make k calculations, one for each pair ( , )′ =bi iΠ , 1, , .i k…  

The largest n computed is selected as the desired sample size. As Πi ib→ ′ →1 2 0/ ,or  
the sample size increases according to Equation 5.10. If ′bi = ′b for all i, then the larg-
est sample size is n B b= - ′( )/ ,1 2Π Π  where Π Π Π= min( , , ).1 … k

In the majority of cases for assessing the accuracy of remotely sensed data, an 
absolute precision is set for the entire classification and not each category or each 
cell. Therefore, bi = b and the only sample size calculation required is for the Πi clos-
est to 1/2. If there is no prior knowledge about the values of the Πi ’ s, a “worst-case” 
calculation of sample size can be made assuming some Πi= 1/2 and bi = b for i = 
1, …, k. In this worst-case scenario, the sample size required to generate a valid error 
matrix can be obtained from this simple equation as follows:

 n = B/4b2.

This approach can be made much clearer with a numerical example. First, let us look at 
an example using the full equation (Equation 5.8) and then at the corresponding sam-
ple size using the worst-case or conservative sample size equation. Assume that there 
are eight categories in our classification scheme (k = 8), that the desired confidence 
level is 95%, the desired precision is 5%, and that this particular class makes up 30% 
of the map area (Πi  = 30%). The value for B must be determined from a chi-square 
table with 1 degree of freedom and 1 - a/k. In this case, the appropriate value for B is 
χ( , . ) . .1 0 99375

2 7 568=  Therefore, the calculation of the sample size is as follows:

 
n B bi i i= ∏ - ∏( )1 2

 n = 7.568(0.30)(1-0.30)/(0.05)2

 n = 1.58928/0.0025

 n = 636

A total of 636 samples should be taken to adequately fill an error matrix or approxi-
mately 80 samples per class given that there were 8 classes in this map.

If the simplified worst-case scenario equation is used, then the class proportion is 
assumed to be 50% and the calculation is as follows:

 n = B/4b2

 n = 7.568/4(0.05)2

 n = 7.568/0.01 = 757

In this worst-case scenario, approximately 95 samples per class, or 757 total sam-
ples would be required.
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If the confidence interval is relaxed from 95 to 85%, the required sample 
sizes decrease. In the earlier example, the new appropriate value for B would be 
χ( , . ) .1 0 98125

2 5 695=  and the total samples required would be 478 and 570 for the com-
plete equation and the worst case scenario, respectively.

hoW should the samples be choseN?

In addition to the considerations already discussed, the choice and distribution of sam-
ples, or sampling scheme, is an important part of any accuracy assessment. Selection 
of the proper scheme is critical to generating an error matrix that is representative 
of the entire map. First, to arrive at valid conclusions about a map’s accuracy, the 
sample must be selected without bias. Failure to meet this important criterion affects 
the validity of any further analysis performed because the resulting error matrix may 
over- or underestimate the true accuracy. Second, further data analysis will depend 
on which sampling scheme is selected. Different sampling schemes assume differ-
ent sampling models, and consequently, different variance equations to compute the 
required accuracy methods. Finally, the sampling scheme will determine the dis-
tribution of samples across the landscape, which will significantly affect accuracy 
assessment costs.

samPling sChemes

Many researchers have expressed opinions about the proper sampling scheme to use 
(e.g., Hord and Brooner, 1976; Rhode, 1978; Ginevan, 1979; Fitzpatrick-Lins, 1981; 
and Stehman, 1992). These opinions vary greatly among researchers and include 
everything from simple random sampling to a scheme called stratified, systematic, 
unaligned sampling.

There are five common sampling schemes that have been applied for collecting 
reference data: (1) simple random sampling, (2) systematic sampling, (3) stratified 
random sampling, (4) cluster sampling, and (5) stratified, systematic, unaligned sam-
pling. In a simple random sample, each sample unit in the study area has an equal 
chance of being selected. In most cases, a random number generator is used to pick 
random x, y coordinates to identify samples to be collected. The main advantage of 
simple random sampling is the good statistical properties that result from the random 
selection of samples (i.e., it results in the unbiased selection of samples).

Systematic sampling is a method in which the sample units are selected at some 
specified and regular interval over the study area. In most cases, the first sample 
is randomly selected and each successive sample is taken at some specified inter-
val thereafter. The major advantage of systematic sampling is the ease in sampling 
somewhat uniformly over the entire study area.

Stratified random sampling is similar to simple random sampling; however, some 
prior knowledge about the study area is used to divide the area into groups or strata 
and then each stratum is randomly sampled. In the case of accuracy assessment, the 
map has been stratified into map classes. The major advantage of stratified random 
sampling is that all strata (i.e., map classes), no matter how small, will be included in 
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the sample. This factor is especially important in making sure that sufficient samples 
are taken in rare but important map classes.

In addition to the sampling schemes already discussed, cluster sampling has 
also been frequently used in assessing the accuracy of maps from remotely sensed 
data, especially to collect information on many samples quickly. There are clear 
advantages to collecting a number of sample units in close proximity to one another. 
However, cluster sampling must be used intelligently and with great care. Simply 
taking a large number of sample units (whether they be pixels, a cluster of pixels, or 
polygons) together is not a valid method of collecting data, because each sample unit 
is not independent of the other and adds very little additional information. Congalton 
(1988b), looking at single pixels, recommended that no clusters larger than 10 pixels 
and certainly not larger than 25 pixels be used because each pixel beyond these clus-
ter sizes did not add further information.

Finally, stratified, systematic, unaligned sampling attempts to combine the advan-
tages of randomness and stratification with the ease of a systematic sample, without 
falling into the pitfalls of periodicity common to systematic sampling. This method 
is a combined approach that introduces more randomness than just a random start 
within each stratum.

samPling sCheme ConsiDeraTions

Congalton (1988b) performed sampling simulations on three spatially diverse areas 
(see Figure 5.5) using all five of these sampling schemes and concluded that in 
all cases, simple random and stratified random sampling provided satisfactory 
results.

Simple random sampling allows reference data to be collected simultaneously 
for both training and assessment. However, it is not always appropriate, because it 
tends to undersample rarely occurring, but possibly very important, map categories 
unless the sample size is significantly increased. For this reason, stratified random 
sampling, in which a minimum number of samples are selected from each stratum 
(i.e., map category), is often recommended. However, stratified random sampling can 
be impractical because stratified random samples can only be selected after the map 
has been completed (i.e., when the location of the strata is known). This limits the 
accuracy assessment data to being collected late in the project instead of in conjunc-
tion with the training data collection, thereby increasing the costs of the project. In 
addition, in some projects the time between the project beginning and the accuracy 
assessment may be so long as to cause temporal problems in collecting ground ref-
erence data. In other words, the ground may change (e.g., the crop may have been 
harvested) between the time the project is started and the accuracy assessment is 
begun.

The concept of randomness is a central issue when performing almost any statisti-
cal analysis because a random sample is one in which each member of the population 
has an equal and independent chance of being selected. Therefore, a random sample 
ensures that the samples will be chosen without bias. If in-office manual interpreta-
tion is used to label reference samples, then random sampling is feasible because 
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access to the samples will not be a problem. However, a subset of the sample should 
be visited on the ground to verify the accuracy of the interpretation.

Despite the nice statistical properties of random sampling, access in the field to 
random sample units can often be problematic because many of the samples will be 
difficult to locate. Locked gates, fences, travel distances, and rugged terrain all com-
bine to make random field sampling extremely costly and difficult. In forested and 
other wildland environments, randomly selected samples may be totally inaccessible 
except by helicopter. The cost of getting to each of the randomly located samples can 
be more than the cost of the rest of the entire mapping effort.

Obviously, one cannot spend the majority of project resources collecting accu-
racy assessment reference data. Instead, some balance must be struck. Often, some 
combination of random and systematic sampling provides the best balance between 
statistical validity and practical application. Such a system may employ systematic or 
simple random sampling to collect some assessment data early in a project, and strat-
ified random sampling within strata after the classification is completed to ensure 
that enough samples were collected for each category and to minimize any periodic-
ity in the data. However, results of Congalton (1988a) showed that periodicity in the 
errors, as measured by the autocorrelation analysis, could make the use of systematic 
sampling risky for accuracy assessment.

An example of a combined approach could include a systematic sample tied to 
existing aerial photography with sample selection based on the center of every nth 
photo. Sample choices based on flight lines should not be highly correlated with 
a factor determining land cover unless the flight lines were aligned with a land-
scape feature. Choice of the number of samples per photo and the sampling interval 
between photos would depend on the size of the area to map and the number of 
samples to collect. This systematic sample would ensure that the entire mapped area 
gets covered.

However, rarely occurring map classes will probably be undersampled. It may 
be necessary to combine this approach with stratified random sample when the map 
is completed to augment the underrepresented map categories. It may be practical 
to limit the stratified random field sample selection within some realistic distance 
of the roads. However, care must be taken because roads tend to occur on flatter 
areas and in valleys along streams, which will bias sample selection to land cover 
likely to exist there; so steps must be taken to mitigate these factors so that the most 
representative sample can be achieved. This type of combined approach minimizes 
the resources used and obtains the maximum information possible. Still, the statis-
tical complexities of such a combination cannot be neglected. Again, a balance is 
desirable.

Finally, some analytic techniques assume that certain sampling schemes were 
used to obtain the data. For example, use of the Kappa analysis for comparing error 
matrices (see Chapter 7 for details of this analysis technique) assumes a multinomial 
sampling model. Only simple random sampling completely satisfies this assumption. 
If another sampling scheme or combination of sampling schemes is used, then it 
may be necessary to compute the appropriate variance equations for performing the 
Kappa analysis or other similar technique. The effects (i.e., bias) of using another of 
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the sampling schemes discussed here and not computing the appropriate variances 
are unknown.

An interesting project would be to test the effect on the Kappa analysis of using 
a sampling scheme other than simple random sampling. If the effect is found to be 
small, then the scheme may be appropriate to use, subject to the conditions discussed 
earlier. If the effect is found to be large, then that sampling scheme should not be 
used to perform the Kappa analysis. If that scheme is to be used, then the appropriate 
correction to the variance equation must be applied. Stehman (1992) has done such 
an analysis for two sampling schemes (simple random sampling and systematic sam-
pling). His analysis shows that the effect on the Kappa analysis of using systematic 
sampling is negligible. This result adds further credence to the idea of using a com-
bined systematic initial sample followed by a random sample to fill in the gaps.

Table 5.1 presents a summary of the pros and cons of the different possible accu-
racy assessment sampling schemes.

table 5.1
a summary of the pros and cons of Various accuracy assessment 
sampling schemes

sampling scheme pros cons

Random Unbiased sample selection.
 Excellent statistical properties.

Expensive, especially for fieldwork. Does not 
ensure that enough samples will be taken in 
each class. Does not ensure good 
distribution of samples across the landscape.

Stratified Random Unbiased sample selection.
 Ensures adequate sample in
 each class because a minimum
 number of samples is selected
 from each stratum (class).

Requires prior knowledge about the 
distribution of map classes so that strata can 
be developed. Expensive, especially for 
fieldwork. Often difficult to find enough 
samples in rare map classes. Does not 
ensure good distribution of samples across 
the landscape.

Systematic Easy to implement. Less
 expensive than random
 sampling. Ensures good
 distribution of samples across
 the landscape.

Can be biased if sampling pattern is 
correlated with a landscape pattern 
(periodicity). Weaker statistically, as each 
sample unit does not have equal probability 
of selection.

Cluster Least expensive as samples are 
close to one another, reducing 
travel time in the field and/or 
set up time in the office.

Can be impacted by spatial autocorrelation, 
which results in the samples not being 
independent. If the samples are not 
independent from one another, then they 
are not distinct samples, and more 
independent samples must be taken.
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FiNal coNsideratioNs

Because of the many assumptions required for statistical analysis, a few researchers 
have concluded that some sampling designs can be used for descriptive techniques 
and others for analytical techniques. However, this conclusion seems quite impracti-
cal. Accuracy assessment is expensive, and no one is going to collect data for only 
descriptive use. Eventually, someone will use that matrix for some analytical tech-
nique. It is best to pay close attention to both the practical limitations and the statisti-
cal requirements when performing any accuracy assessment.
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6 Reference Data Collection

Collection of the reference data for use in an accuracy assessment is a key compo-
nent of any assessment. Failure to collect appropriate reference data produces erro-
neous results, dooming the assessment. The collection of accuracy assessment data 
requires completing the following three steps while considering both the reference 
data being collected and the map being assessed:

First, the accuracy assessment sample sites must be accurately located •	
both on the reference source and on the map. This can be a relatively 
simple task in an urban area, or a far more difficult one in a wildland area 
where few recognizable landmarks exist. While the arrival of GPS has 
greatly increased our ability to locate accuracy sites, it is still possible to 
misidentify the location of a site.
Next, the sample unit must be delineated. Sample units must represent •	
exactly the same area on both the reference data and the map. Usually 
they are delineated once, either on the reference source data or on the 
map, and then transferred to the other. However, if the source of the refer-
ence data is not accurately coregistered to the map being assessed, slivers 
of unaligned assessment sites may be created that can greatly confuse the 
assessment.
Finally, the reference and map labels must be assigned to each sample •	
unit based on the map classification scheme. The reference labels may be 
collected from a variety of sources, and may be captured either through 
observation or measurement.

Serious oversights and problems can arise at each step of data collection. To ade-
quately assess the accuracy of the remotely sensed classification, each step must be 
implemented correctly on each and every sample. If the reference labels are inac-
curate, then the entire assessment becomes meaningless. Four basic considerations 
drive all reference data collection:

 1. What should the source be for the reference data samples? Can exist-
ing maps or existing field data be used as the reference data? Should the 
information be collected from remotely sensed data or are new field visits 
required?

 2. What type of information should be collected for each sample? Should 
measurements be taken or are observations adequate?
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 3. When should the reference data be collected? Should it be collected dur-
ing initial field investigations when the map is being made, or should it 
only be collected after the map is completed? What are the implications 
of using old data for accuracy assessment?

 4. How can we ensure that the reference data are collected correctly, objec-
tively, and consistently?

There are many methods for collecting reference data, some of which depend on 
making observations (qualitative assessments) and some which require detailed, 
quantitative measurements. Given the varied reliability, difficulty, and expense of 
collecting reference data, it is critical to know which of these data collection tech-
niques are valid and which are not for any given project.

We all understand that maps are rarely 100% correct. Each remote sensing project 
requires trade-offs between the remotely sensed data used to create the map and the 
scale and level of accuracy required by the project. We accept some level of map 
error as a trade-off for the cost savings inherent in using remotely sensed data to cre-
ate the map. However, accuracy assessment reference labels must be correct if they 
are to constitute a fair assessment of the map. Thus, reference labels must be derived 
using source data or methods that are assumed to be more reliable than those used 
to make the map.

What Should Be the Source of the reference data?

The first decision in data collection requires determining what source data will be 
used for the determination of reference labels. The type of source data required will 
depend on the complexity of the map classification scheme and the budget. It is best 
to keep in mind this general rule: the simpler the classification scheme, the simpler 
and less expensive the reference data collection.

Sometimes, previously existing maps or ground data can be used as the refer-
ence data. More often, the reference source data are newly collected information 
that is at least one level more accurate than the remotely sensed data and methods 
used to make the map. Thus, aerial photography is often used to assess the accuracy 
of maps made from moderate-resolution satellite imagery (e.g., SPOT and Landsat 
TM), ground visits are often used to assess the accuracy of maps created from high-
resolution airborne imagery, and manual image interpretation is often used to assess 
the accuracy of automated classification methods.

Using Existing vErsUs nEwly CollECtEd data

When a new map is produced, the usual first reaction may be to compare the map 
to some existing source of information about the mapped area. Using previously 
collected ground information or existing maps for accuracy assessment is tempting 
because of the cost savings resulting from avoiding new data collection. While this 
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can be a valuable qualitative tool, existing data are rarely acceptable for accuracy 
assessment because:

 1. The classification schemes employed to create existing maps usually dif-
fer from the one being used to create the new map. Comparisons between 
the two maps can result in the error matrix expressing merely differences 
between the reference data and the map data classification schemes, rather 
than map error. Developing a crosswalk that specifically translates the 
map classification scheme to the new map classification scheme can some-
times solve this problem. However, this method rarely produces a perfect 
crosswalk and, therefore, some error is unavoidable.

 2. Existing data are older than those being used to create the new map. 
Changes on the landscape (e.g., fire, urban development, etc.) will not be 
reflected in the existing data. Therefore, differences in the error matrix 
caused by these changes will incorrectly be assumed to be caused by map 
error.

 3. Errors in existing maps are rarely known (it is unlikely that an accuracy 
assessment has been performed on the existing map). Often, the differ-
ences caused by existing map errors are then blamed on the new map, 
thereby wrongly lowering the new map’s accuracy.

 4. Existing field inventory data usually were collected for a purpose other than 
accuracy assessment. Often the size of the inventory plot is too small (e.g., 
a 1 m ecology site cannot be used to assess a map with a 4 m minimum 
mapping unit) or the measurements made on the plots cannot be trans-
formed into measurements that are useful for the accuracy assessment.

If existing information is the only available source of reference data, then consider-
ation should be given to not performing quantitative accuracy assessment. Instead, 
a qualitative comparison of the new map and existing map or field data should be 
performed, and the differences between the two should be identified and scrutinized. 
If a quantitative assessment is performed with existing data, it is vital to document 
the issues with the reference data so as to allow the potential user of the map to 
understand the limitations of such an assessment.

Photos vErsUs groUnd

If new data are to be collected for reference samples, then a choice must be made 
between using ground visits and using aerial imagery, video, or reconnaissance as 
the source of the reference data. The accuracy assessment professional must assess 
the reliability of each data type for obtaining an accurate reference site label.

Simple classification schemes with a few general classes can often be reliably 
assessed from air reconnaissance or interpretation of aerial imagery or video. As 
the level of detail in the map classification scheme increases, so does the complexity 
of the reference data collection. Eventually, even the very largest-scale photography 
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cannot provide valid reference data. Instead, the data must be collected on the 
ground.

In some situations, the use of image interpretation or videography for generating 
reference data may not be appropriate. For example, aerial photo interpretation is 
often used as reference data for assessing a land cover map generated from satellite 
imagery such as Landsat Thematic Mapper. The photo interpretation is assumed 
to be correct because the photos have greater spatial resolution than the satellite 
imagery and because photo interpretation has become a time-honored skill that is 
accepted as accurate. Unfortunately, errors do occur in photo interpretation and air 
recognizance depending on the skill of the photo interpreter and the level of detail 
required by the classification system. Inappropriately using photo interpretation as 
reference data could severely impact the conclusions regarding the accuracy of the 
satellite-based land cover map. In other words, one may conclude that the satellite-
based map is of poor accuracy when actually it is the photo interpretation that is in 
error.

In such situations, actual ground visitation may be the only reliable method of 
data collection. At the very least, a subset of data should be collected on the ground 
and compared with the airborne data to verify the reliability of the reference labels 
interpreted from airborne imagery. Even if the majority of reference labels will come 
from image interpretation or videography, it is critical that a subsample of these 
areas be visited in the field to verify the reliability of the interpretation. Much work 
is yet to be done to determine the proper level of effort and collection techniques 
necessary to provide this vital information. When the labels developed from image 
interpretation and the ground begin to disagree regularly, it may be time to switch to 
ground-based reference data collection. However, the collection of ground reference 
data is extremely expensive and, therefore, the collection effort must be sufficient 
to meet the needs of the accuracy assessment while being efficient enough to stay 
within the budget.

For example, Biging et al. (1991) compared photo interpretation to ground mea-
surements for characterizing forest structure. These characteristics included forest 
species, tree size class, and crown closure, which were photo-interpreted by a num-
ber of expert photo interpreters. The ground data used for comparison were a series 
of measurements made in a sufficient number of ground plots to characterize each 
forest polygon (i.e., stand). The results showed that the overall accuracy of photo 
interpretation of species ranged in accuracy between 75 and 85%. The accuracy of 
size class was around 75%, and the accuracy of crown closure was less than 40%. 
This study reinforces the need to be careful if assuming that the results of the photo 
interpretation are sufficient for use as reference data in an accuracy assessment.

hoW Should the reference data Be collected?

The next decision in reference data collection involves deciding how information 
will be collected from the source data to obtain a reliable label for each reference 
site. Reference data must be labeled using the same classification scheme that was 
used to make the map. In many instances, simple observations/interpretations are 
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sufficient for labeling a reference sample. In other cases, observation is not adequate, 
and actual measurements in the field are required.

The purpose of collecting reference data for a sample site is to derive the “cor-
rect” reference label for the site for comparison to the map label. Often, the refer-
ence label can be obtained by merely observing the site from an airplane, car, or 
aerial imagery. For example, in most cases, a golf course can be accurately identified 
through observation from quite a distance away.

Whether or not accuracy assessment reference data should be obtained from obser-
vations or measurements will be determined by the complexity of the landscape, the 
detail of the classification scheme, the required precision of the accuracy assessment, 
and the project budget. Reference data for simple classification schemes that dis-
tinguish homogeneous land cover or use types from one another (e.g., water versus 
agriculture) usually can be obtained from observations and/or estimations either on 
the ground or from larger-scale remotely sensed data. For example, distinguishing 
conifer forest from an agricultural field from a golf course can be determined from 
observation alone. Collecting reference data may be as simple as looking at aerial 
imagery or observing sites on the ground.

However, complex classification schemes may require some measurements to 
determine the precise (i.e., nonvarying) reference site labels. For example, a more 
complex forest classification scheme may involve collecting reference data for tree 
size class (related to the diameter of the trunk). Tree size class is important both as 
a determinant of endangered species habitat and as a measurement of wood prod-
uct merchantability. Size class can be ocularly estimated on aerial imagery and on 
the ground. However, different individuals may produce different estimations, intro-
ducing variability into the observation. Not only will this variation exist between 
individuals, but also within the same individual. The same observer may see things 
differently depending on whether it is Monday or Friday; or whether it is sunny or 
raining; or especially depending on how much coffee he or she has consumed. To 
avoid variability in human estimation, size class can be measured, but a great many 
trees will need to be measured to precisely estimate the size class for each sample 
unit. In such instances, the accuracy assessment professional must decide whether to 
require measurement (which can be time consuming and expensive) or to accept the 
variation inherent in human estimations.

Whether or not measurements are required depends on the level of precision 
required by the map users and on the project budget. For example, information on 
spotted owl habitat requirements indicates that the owls prefer older, multistoried 
stands that include large trees. “Large” in this context is relative, and precise measure-
ments of trees will probably not be needed as long as the map accurately distinguishes 
between stands of single-storied small trees and multistoried large trees. In contrast, 
many wood product mills can only accept trees within a specific size class. Trees that 
are one inch smaller or larger than the prescribed range cannot be accepted by the 
machinery in the mill. In this case, measurements will probably be required.

Observer variability is especially evident in estimates of vegetation cover that can-
not be precisely measured from aerial imagery. In addition, ground verification of aer-
ial estimates of vegetative cover is problematic as estimates of cover from the ground 
(i.e., below tree canopies) are fundamentally different from estimates made from above 
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the canopy. Spurr (1960) asserts that forest crown closure is overestimated from aerial 
imagery and underestimated from the ground. Therefore, using ground estimates as 
reference data for aerial cover estimates can be like comparing apples and oranges.

The trade-offs inherent between observation and measurement are exemplified in 
a pilot study conducted to determine the level of effort needed to collect appropriate 
ground reference data for use in forest inventory. The objective of this study was to 
determine if visual calls made by trained experts walking into forest polygons are 
sufficient or whether actual ground measurements need to be made. There are obvi-
ously many factors influencing the accuracy of ground data collection, including the 
complexity of the vegetation itself. A variety of vegetation complexities were repre-
sented in this study. The results are enlightening to those remote sensing specialists 
who routinely collect forest ground data only by visual observation. The pilot study 
was part of a larger project aimed at developing the use of digital remotely sensed 
data for commercial forest inventory (Biging and Congalton, 1989).

Commercial forest inventory involves much more than creating a land cover map 
derived from digital remotely sensed data. Often the map is used only to stratify the 
landscape; a field inventory is conducted on the ground to determine tree volume 
statistics for each type of stand of trees. A complete inventory requires that the for-
est type, the size class, and the crown closure of a forested area be known in order 
to determine the volume of the timber in that area. If a single species dominates, the 
forest type is commonly named by that species (Eyre, 1980). However, if a combina-
tion of species is present, then a mixed label is used (e.g., the mixed conifer type). The 
size of the tree is measured by the diameter of the tree at 4.5 ft above the ground (i.e., 
diameter at breast height, DBH) and then is divided into size classes such as poles, 
small saw timber, and large saw timber. This measure is obviously important because 
large-diameter trees contain more volume of high-quality wood (i.e., valuable timber) 
than small-diameter trees. Crown closure, as measured by the amount of ground area 
the tree crowns occupy (canopy closure), is also an important indicator of tree size 
and numbers. Therefore, in this pilot study, it was necessary to collect ground refer-
ence data not only on tree species/type, but on crown closure and size class as well.

Ground reference data were collected using two approaches. In the first approach, 
a field crew of four entered a forest stand (i.e., polygon), observed the vegetation, and 
came to a consensus regarding a visual call of dominant species/type, size class of 
the dominant species, crown closure of the dominant size class, and crown closure 
of all tree species combined. Dominance was defined as the species or type com-
prising the majority of forest volume. In the second approach, measurements were 
conducted on a fixed-radius plot to record the species, DBH, and height of each tree 
falling within the plot. A minimum of two plots (1/10th or 1/20th acre) were mea-
sured for each forested polygon. Because of the difficulty of making all the required 
measurements (precise location and crown width for each tree in the plot) to estimate 
crown closure on the plot, an approach using transects was developed to determine 
crown closure. A minimum of four 100-ft-long transects randomly located within 
the polygon were used to collect crown closure information. The percentage of 
crown closure was determined by the presence or absence of tree crown at 1-ft inter-
vals along the transects. All the measurements were input into a computer program 
that categorized the results as dominant species/type, the size class of the dominant  
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species/type, the crown closure of the dominant size class, and the crown closure of 
all tree species for each forested area. The results of the two approaches were com-
pared by using an error matrix.

Table 6.1 shows the results of field measurement versus visual call as expressed 
in an error matrix for the dominant species. This table indicates that species can be 
fairly well determined from a visual call because there is strong agreement between 
the field measurements and the visual call. Of course, this conclusion requires one 
to assume that the field measurements are a better measure of ground reference data, 
a reasonable assumption in this case. Therefore, ground reference data collection of 
species information can be maximized using visual calls, and field measurements 
appear to be unnecessary.

taBle 6.1
error Matrix for the field Measurement versus Visual call for dominant Species

 field Measurement row 
totaltf Mc lP df PP Pd oaK

   
V

is
ua

l c
al

l

tf 14 0 0 0 0 0 0 14
Species

TF = true fir
MC = mixed conifer
LP = lodgepole pine
DF = Douglas fir
PP = Ponderosa pine
PD = PP and DF
OAK = oaks

OVERALL ACCURACY
= 33/39 = 85%

Mc 0 10 0 0 0 2 0 12

lP 0 0 1 0 0 0 0 1

df 0 1 0 8 0 0 0 9

PP 1 1 0 0 0 0 0 2

Pd 0 0 0 1 0 0 0 1

oaK 0 0 0 0 0 0 0 0

column 
total

15 12 1 9 0 2 0 39

Producer’S accuracY uSer’S accuracY

  TF = 14/15 = 93%
  MC = 10/12 = 83%
  LP = 1/1 = 100%
  DF =  8/9 = 89%
  PP =  0/0 = —
  PD = 0/2 = 0%
  OAK =  0/0 = —

  TF = 14/14 = 100%
  MC = 10/12  = 83%
  LP = 1/1  = 100%
  DF =  8/9  = 89%
  PP =  0/2  = 0%
  PD =  0/1  = 0%
  OAK = 0/0  = —

Source: Reproduced with permission from the American Society for Photogrammetry and Remote Sensing, 
from Congalton R. and G. Biging. 1992. A pilot study evaluating ground reference data collection efforts for 
use in forest inventory. Photogrammetric Engineering and Remote Sensing. 58(12): 1669–1671.
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Table 6.2 presents the results of comparing the two ground reference data collection 
approaches for the dominant size class. As in species, the overall agreement is relatively 
high, with most of the confusion occurring between the larger classes. The greatest inac-
curacies result from visually classifying the dominant size class (i.e., the one with the 
most volume) as size class three (12–24 in. DBH) when, in fact, size class four (>24 in. 
DBH) trees contained the most volume. This visual classification error is easy to under-
stand. Tree volume is directly related to the square of DBH. There are numerous cases 
when a small number of large trees contribute the majority of the volume in the stand, 
while there may be many more medium-sized trees present. The dichotomy between 
prevalence of medium-sized trees, but dominance in volume by a small number of large 
trees can be difficult to assess visually. It is likely that researchers and practitioners 
would confuse these classes in cases where the size class with the majority of volume 
was not readily evident. In cases like this, simply improving one’s ability to visually esti-
mate diameter would not improve one’s ability to classify size class. The ability to weigh 
numbers and sizes to estimate volume requires considerable experience and would cer-
tainly require making plot and tree measurements to gain and retain this ability.

Tables 6.3 and 6.4 show the results of comparing the two collection approaches 
for crown closure. Table 6.3 presents the crown closure of the dominant size class 
results, while Table 6.4 shows the results of overall crown closure. In both matrices, 

taBle 6.2
error Matrix for the field Measurement versus Visual call for dominant 
Size class

field Measurement row
total1 2 3 4

V
is

ua
l c

al
l

1 1 0 0 0 1
Size classes

1 = 0–5″ dbh
2 = 5–12″ dbh
3 = 12–24″ dbh
4 = >24″ dbh

OVERALL ACCURACY
= 32/40 = 80%

2 1 3 1 0 5

3 0 0 17 5 22

4 0 0 1 11 12

  column 
   total

2 3 19 16 40

Producer’S accuracY uSer’S accuracY

  1 = 1/2  = 50%   1 = 1/1  = 100%

  2 = 3/3  = 100%   2 = 3/5  = 60%

  3 = 17/19  = 89%   3 = 17/22  = 77%

  4 = 11/16  = 69%   4 = 11/12  = 92%

Source: Reproduced with permission from the American Society for Photogrammetry and Remote Sensing, 
from Congalton R. and G. Biging. 1992. A pilot study evaluating ground reference data collection efforts for 
use in forest inventory. Photogrammetric Engineering and Remote Sensing. 58(12): 1669–1671.
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there is very low agreement (46–49%) between the observed estimate and the field 
measurements. Therefore, it appears that field measurements may be necessary to 
obtain precise measures of crown closure and that visual calls, although less expen-
sive and quicker, may vary at an unacceptable level.

In conclusion, it must be emphasized that this is only a small pilot study. Further 
work needs to be conducted in this area to evaluate ground reference data collection 
methods and to include the validation of aerial methods (i.e., image interpretation 
and videography). The results demonstrate that making visual calls of species are 
relatively easy and accurate, except where many species occur simultaneously. Size 
class is more difficult to assess than species, because of the implicit need to estimate 
the size class with the majority of volume. Crown closure is by far the toughest to 
determine. It is most dependent on where one is standing when the call is made. Field 
measurements, such as the transects used in this study, provide an alternative means 
of determining crown closure. This study has shown that at least some ground data 
must be collected using measurements, and it has suggested that a multilevel effort 
may result in the most efficient and practical method for collection of ground refer-
ence data.

Table 6.5 presents the pros and cons of the different sources of reference data.

taBle 6.3
error Matrix for the field Measurement versus Visual call for density 
(crown closure) of the dominant Species

   field Measurement row
totalo l M d

V
is

ua
l c

al
l

o 10 8 3 0 21
density classes

  O = Open (0–10% crown closure)
  L = Low (11–25% crown closure)
  M = Medium (26–75% crown closure)
  D = Dense (> 75% crown closure)

OVERALL ACCURACY
= 19/39 = 49%

l 2  8 1 1 12

M 0 3 1 1 5

d 0 1 0 0 1

  column 
   total

12 20 5 2 39

Producer’S accuracY  uSer’S accuracY

  O = 10/12 = 83%   O = 10/21 = 48%

  L =  8/20  = 40%   L =  8/12  = 67%

  M = 1/5  = 20%   M =  1/5  = 20%

  D =  0/2  = 0%   D = 0/1  =   0%

Source: Reproduced with permission from the American Society for Photogrammetry and Remote Sensing, 
from Congalton R. and G. Biging. 1992. A pilot study evaluating ground reference data collection efforts for 
use in forest inventory. Photogrammetric Engineering and Remote Sensing. 58(12): 1669–1671.
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When Should the reference data Be collected?

The world’s landscape is constantly changing. If change occurs between the date of 
capture of the remotely sensed data used to create a map and the date of the reference 
data collection, accuracy assessment reference sample labels may be affected. When 
a crop is harvested, a wetland drained, or a field developed into a shopping mall, the 
error matrix may show a difference between the map and the reference label that is 
not caused by map error, but rather by landscape change.

As previously noted, aerial or high-resolution satellite imagery is often used as 
reference source data for accuracy assessment of forest type maps created from 
Landsat TM or SPOT satellite data. Because aerial imagery is relatively expensive 
to obtain, existing imagery that may be 5–10 years old may be used. If an area has 
changed because of fire, disease, harvesting, or growth, the resulting reference labels 
in the changed areas will be incorrect. Harvests and fire are clearly visible on most 
satellite imagery, making it possible to detect the changes by looking at the imagery.†  

† Using satellite imagery to correct the reference information collected from the photos seems a little 
convoluted since the photos are supposedly being used to assess the accuracy of a map produced from 
the imagery.

taBle 6.4
error Matrix for the field Measurement versus Visual call for overall 
density (crown closure)

   field Measurement row
totalo l M d

V
is

ua
l c

al
l

o 0 1 1 0 2
density classes

  O = Open
  L = Low
  M = Medium
  D = Dense

OVERALL  ACCURACY
= 17/37 = 46%

l 1 3 7  0 11

M 0 0 8 10 18

d 0 0 0 6 6

  column 
   total 1 4 16 16 37

Producer’S accuracY uSer’S accuracY

  O = 0/1  = 0%   O = 0/2  = 0%

  L = 3/4  = 75%   L = 3/11  = 27%
  M = 8/16  = 50%   M = 8/18  = 44%
  D = 6/16  = 38%   D = 6/6  = 100%

Source: Reproduced with permission from the American Society for Photogrammetry and Remote Sensing, 
from Congalton R. and G. Biging. 1992. A pilot study evaluating ground reference data collection efforts for 
use in forest inventory. Photogrammetric Engineering and Remote Sensing. 58(12): 1669–1671.
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However, stand growth and partial defoliation from disease or pests are not as read-
ily observable on the imagery, making the use of older photos especially problematic 
in the northwest and southeast portions of the U.S., where trees can grow through 
several size classes in a 10-year period.

In general, accuracy assessment reference data should be collected as close as 
possible to the date of the collection of the remotely sensed data used to make the 
map. However, trade-offs may need to be made between the timeliness of the data 
collection and the need to use the resulting map to stratify the accuracy assessment 
sample. In most, if not all, remote sensing mapping projects, it is necessary to go to 
the field to become familiar with what causes variation in the classes to be mapped, 
to calibrate the eye of the image analyst, and to collect information for training the 
classifier (i.e., supervised classification or object-oriented classification) or to aid in 
labeling the clusters (i.e., unsupervised classification). If the reference data for accu-
racy assessment can be collected independently, but simultaneously, during this trip, 

taBle 6.5
comparison of Sources of reference data

Source of 
reference data Pros cons

Existing maps/data Least expensive and quickest. Can be out of date if change 
has occurred on the 
landscape. Must ensure that 
the minimum mapping unit 
and classification scheme 
used to label the existing 
data are identical to the 
scheme used to label the 
map. 

New office interpreted data 
from remote sensing 

Less expensive and time consuming than 
field collected data. Provides the same 
perspective as the remotely sensed data 
used to make the map (i.e., view from 
above).

Less accurate for vegetation 
species identification than 
field-collected data. Can be 
out of date if change has 
occurred on the landscape 
since the capture of the 
remotely sensed reference 
data.

New field collected data More accurate for vegetation species 
identification.

Most expensive. Does not 
offer the same perspective 
as captured by the remotely 
sensed data (i.e., view from 
below versus view from 
above). Often difficult to 
establish because of terrain 
or access restrictions. 
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taBle 6.6
error Matrix Showing number of Samples in each crop type

 
reference data

a c SG cn l M BG cS t Su o cr f d S total

M
a

P 
d

a
ta

a 157 8 3 3 171

c 1 1 1 3

SG 3 163 6 12 2 1 187

cn 0

l 4 3 1 1 9

M 5 1 6

BG 1 10 11

cS 69 69

t 0

Su 0

o 1 3 7 11

cr 2 2

f 224 224

d 11 11

S 0

total 161 1 176 0 13 6 13 69 0 1 19 5 229 11 0 704

 
leGend

Producer′s 
accuracy

user′s 
accuracy

A = Alfalfa A 98% 92%

C = Cotton C 100% 33%
SG = Small Grains SG 93% 87%

CN = Corn CN — —

L = Lettuce L 23% 33%

M = Melons M 83% 83%

BG = Bermuda Grass BG 77% 91%

CS = Citrus CS 100% 100%

T = Tomatoes T — —

SU = Sudan Grass SU 0% —

O = Other Veg. O 37% 64%

CR = Crucifers CR 40% 100%

F = Fallow F 98% 100%

D = Dates D 100% 100%

S = Safflowers S — —

 

55127_C006.indd   96 11/4/08   6:08:20 PM



Reference Data Collection 97

then a second trip to the field is eliminated, saving costs and ensuring that reference 
data collection is occurring close to the time the remotely sensed data are captured.

However, if accuracy assessment reference data are collected at the beginning of 
the project before the map is generated, then it is not possible to stratify the samples 
by map class since the map has yet to be created. It is also not possible to have a 
proportional to area allocation of the samples since the total area of each map class 
is still unknown.

An example helps illustrate these points. The USDI Bureau of Reclamation maps 
the crops of the lower Colorado River region four times a year using Landsat TM data. 
Farmland in this region is so productive and valuable that growers plant three to four 
crops per year and will plow under a crop to plant a new one in response to the futures 
market. With so much crop change, ground data collection and accuracy assessment 
must occur at the same time the imagery is collected. The Bureau sends a ground data 
collection crew to the field for two weeks surrounding the date of image acquisition. 
A random number generator is used to determine the fields to be visited and the same 
fields are visited during each field effort, regardless of the crops being grown. Therefore, 
the accuracy assessment sample is random, but not stratified by crop type. As Table 6.6 
illustrates, some crops are oversampled and others are undersampled each time. The 
Bureau believes it is more important to ensure correct crop identification than it is to 
ensure that enough samples are collected in rarely occurring crop types.

Table 6.7 compares and contrasts the trade-offs required when deciding when to 
collect reference data.

taBle 6.7
Pros and cons of the timing of reference data collection

When Should the reference 
data Be collected? Pros cons

When the remotely sensed 
data are collected

Eliminates any chance of 
landscape change between the 
date of the acquisition and the 
date of the reference data.

Cost effective as information 
needed to make and assess the 
map are collected at the same 
time.

Because the map has not been 
made, there is no way to ensure 
that enough samples will be 
taken in each map class.

After the map has been made Because the map has been 
made, it is poosible to ensure 
that enough samples for each 
map class are collected.

Can be more expensive. 
Introduces the possibility of 
landscape change occurring 
between the date of the map 
and the date of the reference 
data collection.
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enSurinG oBjectiVitY and conSiStencY

For accuracy assessment to be useful, map users must have faith that the assessment 
is a realistic representation of the map’s accuracy. They must believe that the assess-
ment is objective and the results are repeatable. Maintaining the following three 
conditions will ensure objectivity and consistency:

 1. Accuracy reference data must always be kept independent of any training 
data.

 2. Data must be collected consistently from sample site to sample site.
 3. Quality control procedures must be developed and implemented for all 

steps of data collection.

data indEPEndEnCE

It was not uncommon for early accuracy assessments to use the same information 
to assess the accuracy of a map as was used to create the map. This unacceptable 
procedure obviously violates all assumptions of independence and biases the assess-
ment in the favor of the map. Independence of the reference data can be assured in 
one of two ways. First, the reference and training data collection can be performed at 
a completely different time and/or by different people. Collecting information at dif-
ferent times is expensive and can introduce landscape change problems as discussed 
earlier. Using different people can also be expensive, as more personnel need to be 
completely trained in the details of the project.

The second method of ensuring independence involves collecting reference and train-
ing data simultaneously, and then using a random number generator to select and remove 
the accuracy assessment sites from the training data set. The accuracy assessment sites 
are not reviewed again until it is time to perform the assessment. In both cases, accu-
racy assessment reference data must be kept absolutely independent (i.e., separate) of any 
training/labeling data, and it must not be accessible during manual map editing.

data CollECtion ConsistEnCy

Data collection consistency can be ensured through personnel training and the devel-
opment of objective data collection procedures. Training should occur simultaneously 
for all personnel at the initiation of data collection. One to three days of intensive train-
ing is often necessary and must include reference collection on numerous example sites 
that represent the broad array of variation between and within map classes. Trainers 
must ensure that reference data collection personnel are (1) applying the classification 
scheme correctly and (2) accurately identifying characteristics of the landscape that are 
inherent in the classification scheme. For example, if a classification scheme depends 
on the identification of plant species, then all reference data personnel must be able 
to accurately identify species on the reference source data. The classification scheme 
must use the same minimum mapping unit as was applied to create the map.

In addition to personnel training, objective data collection procedures are key 
to consistent data collection. The more measurement (as opposed to estimation) 
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involved in reference data collection, the more consistent and objective the collec-
tion. However, measurement increases the cost of accuracy assessment, so most 
assessments rely heavily on ocular estimation. If ocular estimates are to be used, 
then the variance inherent in estimation must be accepted as an unavoidable part of 
the assessment, and some method of assessing it must be included in the assessment. 
Several of these methods are discussed in Chapter 9.

An important mechanism for imposing objectivity is the use of a reference data 
collection form to force all data collection personnel through the same collection 
process. The complexity of the reference data collection form will depend on the 
level of the complexity of the classification scheme. The form should lead the collec-
tor through a rule-based process to a definitive reference label from the classification 
scheme. Forms also provide a means of performing a quality assessment/quality 
control check on the collection process. Figure 6.1 is an example data collection form 
for a relatively simple classification scheme. An important portion of this form is the 
dichotomous key that leads data collection personnel to the land cover class label 
solely on the basis of the classification scheme rules.

Reference data collection forms, regardless of their complexity, have some com-
mon components. These include (1) the name of the collector and the date of the 
collection, (2) locational information about the site, (3) some type of table or logical 
progression that represents what the collector is seeing, (4) a place to fill in the actual 
reference label from the classification scheme, and (5) a place to describe any anoma-
lies, any variability, or interesting findings at the site.

These days it may be more common to have the form on your laptop computer, 
data logger, or PDA, rather than as a piece of paper. Regardless of how the form is 
represented, it is vital to make use of some form to ensure objectivity.

QUality Control

Quality control is necessary at every step of data collection. Each error in data col-
lection can translate into an incorrect indication of map accuracy. Data collection 
errors result in both over- and underestimations of map accuracy.

The following text discusses some of the most common quality control problems 
in each step of accuracy assessment data collection. Because accuracy assessment 
requires collecting information from both the reference source data and the map, 
each step involves two possible occasions of error: during collection from the map 
and during collection from the reference source data.

 1. Location of the accuracy assessment sample site. It is not uncommon 
for accuracy assessment personnel to collect information at the wrong 
location because inadequate procedures were used to locate the site on 
either the map or the reference data. As discussed in Chapter 3, any errors 
in the position of either the location of the accuracy assessment sample 
site on the reference data or on the map will result in a thematic error. 
Positional accuracy cannot be ignored when conducting a thematic accu-
racy assessment.
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CATEGORIES

Site Name:                                                                                                Site ID #:

Quad Name:                                                                           Satellite Scene ID #:

Latitude:                                 Longitude:                                 Elevation Range:

Method for Determining Position:

Comments on Position:

Comments on Weather:

Crew Names:                                                                        Date:

Background 
Developed 
Crop/Grass 

Forest 
Scrub/Shrub 
Exposed Land 
Water

Palustrine Forest 
Estuarine Emergent 
Palustrine Emergent 

fiGure 6.1 Example of a reference data collection form for a simple classification scheme.

Vegetated
Sample

Unit Nonvegetated

Water
present

Water
absent

If person-made
structures

DEVELOPED

If tree cover > 10%
PALUSTRINE FOREST

If tree cover < 10% &
fresh water

PALUSTRINE EMERGENT

If tree cover < 10% &
salt water

ESTUARINE EMERGENT

If tree cover < 10% &
other woody veg > 25%

SCRUB/SHRUB

If tree cover < 10% &
other woody veg > 25%

CROP/GRASS

If none of the
above

BACKGROUND

WATER

Actual category as determined from flowchart:

Comments on anomalies, variability, or interesting finding:

If tree cover > 10%
FOREST If no structures

EXPOSED LAND
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A common method for locating accuracy assessment sites on reference 
aerial imagery is to view the site on the map and then “eyeball’ the location 
onto the photos based on similar patterns of land cover and terrain in both 
the map and the reference data. In this situation, it is critical to provide the 
reference personnel with as many tools and as much information as pos-
sible to help them locate the site. GPS equipment has become critical to 
assuring location during fieldwork. Helpful information includes digitized 
flight line maps and other ancillary data such as stream, road, or ownership 
coverages. A laptop computer linked to a GPS and loaded with GIS soft-
ware; the imagery, and ancillary data can reduce field time and increase 
reference location accuracy immeasurably.

Field location is always problematic, especially in wildlands (e.g., tun-
dra, open water, wilderness areas, etc.) with few recognizable landscape 
characteristics. GPS is extremely helpful and should always be used to 
ensure the correct location of field sample sites.

 2. Sample unit delineation. Both the reference site and the map accuracy assess-
ment sites must represent exactly the same location. Thus, not only must the 
sites be properly located, they must also be delineated precisely and correctly 
transferred to a planimetric base. For example, if an existing map is used as the 
reference source, and the map was not registered correctly, then all accuracy 
assessment reference sites will not register with the new map being assessed, 
and a misalignment will occur when the reference site and the map site are 
compared. This was not an uncommon situation when aerial photography was 
used to create the existing map, and the transfer from the photo to the map was 
performed ocularly without the use of photogrammetric equipment.

Another common error in accuracy assessment occurs when the refer-
ence and the map sites are in the same general location, but are of differ-
ent sizes or shapes. For example, if map polygons constitute the sampling 
unit, and the reference data are aerial photographs, the selected poly-
gons will often fall across two or more photos as depicted in Figure 6.2. 

fiGure 6.2 The shaded accuracy assessment site polygon falls across two aerial photographs.

Photo 101
Photo 102
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In this case, the analyst must either collect reference data across all the 
photos (which can be time consuming), or the sample site must be reduced 
in size (though not below the mmu of the classification scheme) on both the 
map and the reference data so that it fits on one photo.

Also, given the need and ability to automate this entire process today, 
it is possible to use map coordinates to represent both the reference data 
samples and map locations and to automate the process of creating the 
error matrix such that the analyst is completely removed from the process. 
It happens entirely inside the computer, and only the final error matrix is 
revealed. While it is very appealing for this process to be automated, it is 
also very dangerous if left completely unverified because no visual com-
parison of the sample unit points is performed and none of the potential 
problems discovered. Historically, many of these issues would have been 
discovered during the manual comparison of reference sample sites to map 
sites during the error matrix generation. Therefore, even if using a fully 
automated method, it is recommended that some sample of these points be 
visually examined to check for errors.

 3. Data collection and data entry are the most common sources of qual-
ity control problems in accuracy assessment. Data collection errors occur 
when measurements are done incorrectly, variables of the classifica-
tion scheme are misidentified (e.g., species), or the classification scheme 
is misapplied. In addition, weak classification schemes will also create 
ambiguity in data collection. Unfortunately, the first indication of a weak 
classification system often occurs during accuracy assessment, when the 
map is already completed, and refinement of the classification scheme is 
not possible.

Data collection errors are usually monitored by selecting a subsample of 
the accuracy assessment sites and having reference data on them collected 
simultaneously by two different personnel. Usually, the most experienced 
personnel are assigned to the subsample. When differences are detected, 
the sources of the differences are immediately identified. If data collection 
errors are the source of the differences, then personnel are either retrained 
or removed from reference data collection.

When aerial imagery is used as the reference source data, it is criti-
cal that a ground assessment of the imagery interpretation be conducted. 
In addition, reference samples chosen from an existing map must also be 
assessed for accuracy.

Data entry errors can be reduced by using digital data entry forms that 
restrict each field of the form to an allowable set of characters. Data can 
also be entered twice and the two data sets compared to identify differ-
ences and errors. Data entry errors also can occur when the site is digitized. 
Quality control must include a same-scale comparison of the digitized site 
to the source map.
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Finally, although no reference data set may be completely accurate, it is important 
that the reference data have high accuracy or else the assessment is not a fair char-
acterization of map accuracy. Therefore, it is critical that reference data collection 
be carefully considered in any accuracy assessment. Much work is yet to be done to 
determine the proper level of effort and collection techniques necessary to provide 
this vital information.
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7 Basic Analysis Techniques

This chapter presents the basic analysis techniques needed to perform an accuracy 
assessment. Once an error matrix has been properly generated, any or all of the fol-
lowing analysis techniques can be performed. These techniques clearly demonstrate 
why the error matrix is such a powerful tool and should be included in any published 
accuracy assessment. Without having the error matrix as a starting point, none of 
these analysis techniques would be possible.

Kappa

The Kappa analysis is a discrete multivariate technique used in accuracy assessment 
to statistically determine if one error matrix is significantly different from another 
(Bishop et al., 1975). The result of performing a Kappa analysis is a KHAT statistic 
(actually ˆ,K  an estimate of Kappa), which is another measure of agreement or accu-
racy (Cohen, 1960). This measure of agreement is based on the difference between 
the actual agreement in the error matrix (i.e., the agreement between the remotely 
sensed classification and the reference data as indicated by the major diagonal) and 
the chance agreement that is indicated by the row and column totals (i.e., marginals). 
In this way, the KHAT statistic is similar to the more familiar chi-square analysis.

Although this analysis technique has been in the sociology and psychology lit-
erature for many years, the method was not introduced to the remote sensing com-
munity until 1981 (Congalton, 1981) and not published in a remote sensing journal 
before Congalton et al. (1983). Since then numerous papers have been published rec-
ommending this technique. Consequently, the Kappa analysis has become a standard 
component of most every accuracy assessment (Congalton et al., 1983; Rosenfield 
and Fitzpatrick-Lins, 1986; Hudson and Ramm, 1987; Congalton, 1991) and is con-
sidered a required component of most image analysis software packages that include 
accuracy assessment procedures.

The following equations are used for computing the KHAT statistic and its variance.
Let
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with pi+ and p+j as previously defined, the “chance agreement.”
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Assuming a multinomial sampling model, the maximum likelihood estimate of 
Kappa is given by
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For computational purposes
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with nii, ni+, and n+i as previously defined.
The approximate large sample variance of Kappa is computed using the Delta 

method as follows:
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A KHAT value is computed for each error matrix and is a measure of how well the 
remotely sensed classification agrees with the reference data. Confidence intervals 
around the KHAT value can be computed using the approximate large sample vari-
ance and the fact that the KHAT statistic is asymptotically normally distributed. 
This fact also provides a means for testing the significance of the KHAT statistic 
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for a single error matrix to determine if the agreement between the remotely sensed 
classification and the reference data is significantly greater than 0 (i.e., better than a 
random classification).

It is always satisfying to perform this test on a single matrix and confirm that your 
classification is meaningful and significantly better than a random classification. If it is 
not, you know that something has gone terribly wrong during the classification process.

Finally, there is a test to determine if two independent KHAT values, and there-
fore two error matrices, are significantly different. With this test, it is possible to 
statistically compare two analysts, the same analyst over time, two algorithms, two 
types of imagery, or even two dates of imagery and see which produces the higher 
accuracy. Both the single error matrix and paired error matrix tests of significance 
rely on the standard normal deviate as follows:

Let K̂1  and K̂2  denote the estimates of the Kappa statistic for error matrix #1 and 
#2, respectively. Also, let varˆ ( ˆ )K1  and varˆ ( ˆ )K2  be the corresponding estimates of 
the variance as computed from the appropriate equations. The test statistic for test-
ing the significance of a single error matrix is expressed by:

 

Z =
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K
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Z is standardized and normally distributed (i.e., standard normal deviate). Given 
the null hypothesis H KO: 1 0= ,  and the alternative H K1 1 0: ,≠  H0 is rejected if 
Z Z≥ α / ,2  where a/2 is the confidence level of the two-tailed Z test and the degrees 
of freedom are assumed to be ∞ (infinity).

The test statistic for testing if two independent error matrices are significantly 
different is expressed by:
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Z is standardized and normally distributed. Given the null hypothesis HO:(K1 - K2) = 
0,

 
 and the alternative H1:(K1 - K2) ≠ 0, H0 is rejected if Z ≥ Za/2.
It is prudent at this point to provide an actual example so that the equations and 

theory can come alive for the reader. The error matrix presented as an example 
in Table 7.1 was generated from Landsat Thematic Mapper data using an unsuper-
vised classification approach by analyst #1. A second error matrix was generated 
using precisely the same imagery and same classification approach; however, the 
clusters were labeled by analyst #2 (Table 7.2). It is important to note that analyst #2  
was not as ambitious as analyst #1, and did not collect as much accuracy assessment 
data.

Table 7.3 presents the results of the Kappa analysis on the individual error matri-
ces. The KHAT values are a measure of agreement or accuracy. The values can 
range from +1 to −1. However, since there should be a positive correlation between 
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the remotely sensed classification and the reference data, positive KHAT values are 
expected. Landis and Koch (1977) characterized the possible ranges for KHAT into 
three groupings: a value greater than 0.80 (i.e., >80%) represents strong agreement; 
a value between 0.40 and 0.80 (i.e., 40–80%) represents moderate agreement; and a 
value below 0.40 (i.e., <40%) represents poor agreement.

Table 7.3 also presents the variance of the KHAT statistic and the Z statistic used 
to determine if the classification is significantly better than a random result. At the 
95% confidence level, the critical value would be 1.96. Therefore, if the absolute 
value of the test Z statistic is greater than 1.96, the result is significant and you would 
conclude that the classification is better than random. The Z statistic values for the 
two error matrices in Table 7.3 are both 20 or more, and so both classifications are 
significantly better than random.

Table 7.4 presents the results of the Kappa analysis that compares the error matri-
ces, two at a time, to determine if they are significantly different. This test is based 
on the standard normal deviate and the fact that although remotely sensed data are 
discrete, the KHAT statistic is asymptotically normally distributed. The results of 
this pairwise test for significance between two error matrices reveals that these 

Table 7.1
error Matrix produced Using landsat Thematic Mapper Imagery 
and an Unsupervised Classification approach by analyst #1

Reference Data Row
Total

Classified
Data

D C AG SB

D 65 4 22 24 115 land Cover Categories

    D = deciduous
   C = conifer
AG = agriculture
 SB = shrub

OVERALL ACCURACY =
(65+81+85+90)/434 =
321/434 = 74%

C 6 81 5 8 100

aG 0 11 85 19 115

Sb 4 7 3 90 104

Column
Total

75 103 115 141 434

pRODUCeR’S aCCURaCY USeR’S aCCURaCY

  D  = 65/75  = 87%   D = 65/115  = 57%

  C  = 81/103 = 79%   C  = 81/100  = 81%

  AG  = 85/115 = 74%   AG  = 85/115  = 74%

  SB  = 90/141  = 64%   SB  = 90/104  = 87%
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Table 7.2
error Matrix Using the Same Imagery and Classification algorithm as in 
Table 7.1 except that the Work Was performed by a Different analyst

Reference Data Row
Total

Classified
Data

D C aG Sb

D 45 4 12 24 85
land Cover Categories

   D = deciduous
   C = conifer
AG = agriculture
 SB = shrub

OVERALL ACCURACY =
(45+91+55+55)/336 =
246/336 = 73%

C 6 91 5 8 110

aG 0 8 55 9 72

Sb 4 7 3 55 69

Column
Total

55 110 75 96 336

pRODUCeR’S aCCURaCY USeR’S aCCURaCY

  D = 45/55  = 82%   D  = 45/85 = 53%

  C = 91/110  = 83%   C  = 91/110 = 83%

  AG = 55/75  = 73%   AG = 55/72  = 76%

  SB = 55/96  = 57%   SB = 55/69  = 80%

 

Table 7.3
Individual error Matrix Kappa analysis Results

error Matrix KHaT Variance Z Statistic

Analyst #1 0.65 0.0007778 23.4

Analyst #2 0.64 0.0010233 20.0

 

Table 7.4
Kappa analysis Results for the pairwise 
Comparison of the error Matrices

pairwise Comparison Z Statistic

Analyst #1 vs. Analyst #2 0.3087
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two matrices are not significantly different. This is not surprising since the overall 
accuracies were 74 and 73% and the KHAT values were 0.65 and 0.64, respectively. 
Therefore, it could be concluded that these two analysts may work together because 
they produce approximately equal classifications. If two different techniques or algo-
rithms were being tested and if they were shown to be not significantly different, 
then it would be best to use the cheaper, quicker, or more efficient approach.

MaRGfIT

In addition to the Kappa analysis, a second technique called Margfit can be applied 
to “normalize” or standardize the error matrices for comparison purposes. Margfit 
uses an iterative proportional fitting procedure that forces each row and column (i.e., 
marginal) in the matrix to sum to a predetermined value; hence the name Margfit 
(marginal fitting). If the predetermined value is 1, then each cell value is a proportion 
of 1 and can easily be multiplied by 100 to represent percentages or accuracies. The 
predetermined value could also be set to 100 to obtain percentages directly, or to any 
other value the analyst chooses.

In this normalization process, differences in sample sizes used to generate the 
matrices are eliminated and, therefore, individual cell values within the matrix are 
directly comparable. In addition, because, as part of the iterative process, the rows 
and columns are totaled (i.e., marginals), the resulting normalized matrix is more 
indicative of the off-diagonal cell values (i.e., the errors of omission and commis-
sion). In other words, all the values in the matrix are iteratively balanced by row and 
column, thereby incorporating information from that row and column into each indi-
vidual cell value. This process then changes the cell values along the major diagonal 
of the matrix (correct classifications) and, therefore, a normalized overall accuracy 
can be computed for each matrix by summing the major diagonal and dividing by 
the total of the entire matrix.

Consequently, one could argue that the normalized accuracy is a better represen-
tation of accuracy than is the overall accuracy computed from the original matrix, 
because it contains information about the off-diagonal cell values. Table 7.5 pres-
ents the normalized matrix generated from the original error matrix presented in 
Table 7.1 (an unsupervised classification of Landsat TM data by analyst #1) using 
the Margfit procedure. Table 7.6 presents the normalized matrix generated from the 
original error matrix presented in Table 7.3, which used the same imagery and clas-
sifier, but was performed by analyst #2.

In addition to computing a normalized accuracy, the normalized matrix can also 
be used to directly compare cell values between matrices. For example, we may be 
interested in comparing the accuracy each analyst obtained for the conifer category. 
From the original matrices we can see that analyst #1 classified 81 sample units 
correctly, while analyst #2 classified 91 correctly. Neither of these numbers means 
much because they are not directly comparable due to the differences in the number 
of samples used to generate the error matrix by each analyst. Instead, these numbers 
would need to be converted into percentages or user’s and producer’s accuracies so 
that a comparison could be made.
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Table 7.5
Normalized error Matrix from analyst #1

Reference Data

Classified
Data

D C aG Sb

D 0.7537 0.0261 0.1300 0.0909

C 0.1226 0.7735 0.0521 0.0517

aG 0.0090 0.1042 0.7731 0.1133

Sb 0.1147 0.0962 0.0448 0.7440

3.0443

land Cover Categories

  D = deciduous NORMALIZED ACCURACY =

  C = conifer 0.7537+0.7735+0.7731+0.7440 =
  AG = agriculture 3.0443/4.0 = 76%
  SB = shrub

 

Table 7.6
Normalized error Matrix from analyst #2

Reference Data

Classified
Data

D C aG Sb

D 0.7181 0.0312 0.1025 0.1488

C 0.1230 0.7607 0.0541 0.0619

aG 0.0136 0.1017 0.7848 0.0995

Sb 0.1453 0.1064 0.0587 0.6898

2.9534

land Cover Categories

  D = deciduous NORMALIZED ACCURACY =
  C = conifer 0.7181+0.7607+0.7848+0.6898 =
  AG = agriculture 2.9534/4.0 = 74%
  SB = shrub
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Here, another problem arises: do we divide the total correct by the row total (user’s 
accuracy) or by the column total (producer’s accuracy)? We could calculate both and 
compare the results or we could use the cell value in the normalized matrix. Because 
of the iterative proportional fitting routine, each cell value in the matrix has been 
balanced by the other values in its corresponding row and column. This balancing 
has the effect of incorporating producer’s and user’s accuracies together. Also, since 
each row and column adds to one, an individual cell value can quickly be converted 
to a percentage by multiplying by 100. Therefore, the normalization process provides 
a convenient way of comparing individual cell values between error matrices regard-
less of the number of samples used to derive the matrix (Table 7.7).

Table 7.8 provides a comparison of the overall accuracy, the normalized accuracy, 
and the KHAT statistic for the two analysts. In this particular example, there is agree-
ment among all three measures of accuracy about the relative ranking of the results. 
However, it is possible for these rankings to disagree simply because each measure 
incorporates various levels of information from the error matrix into its computa-
tions. Overall accuracy only incorporates the major diagonal and excludes the omis-
sion and commission errors. As already described, normalized accuracy directly 
includes the off-diagonal elements (omission and commission errors) because of the 
iterative proportional fitting procedure. As shown in the KHAT equation, KHAT 
accuracy indirectly incorporates the off-diagonal elements as a product of the row 
and column marginals. Therefore, depending on the amount of error included in the 
matrix, these three measures may not agree.

It is not possible to give clear-cut rules as to when each measure should be used. 
Each accuracy measure incorporates different information about the error matrix 
and therefore must be thought of as different computations attempting to explain the 
error. Our experience has shown that if the error matrix tends to have a great many 

Table 7.7

Comparison of the accuracy Values for an Individual Category

error Matrix
Original Cell 

Value producer’s accuracy User’s accuracy Normalized Value

Analyst #1 81 79% 81% 77%

Analyst #2 91 83% 83% 76%

 

Table 7.8
Summary of the Three accuracy Measures for analyst #1 and #2

error Matrix Overall accuracy KHaT Normalized accuracy

Analyst #1 74% 65% 76%

Analyst #2 73% 64% 74%
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off-diagonal cell values with zeros in them, then the normalized results tend to dis-
agree with the overall and Kappa results.

Many zeros occur in a matrix when an insufficient sample has been taken or when 
the classification is exceptionally good. Because of the iterative proportional fitting 
routine, these zeros tend to take on positive values in the normalization process, 
showing that some error could be expected. The normalization process then tends 
to reduce the accuracy because of these positive values in the off-diagonal cells. If a 
large number of off-diagonal cells do not contain zeros, then the results of the three 
measures tend to agree. There are also times when the Kappa measure will disagree 
with the other two measures. Because of the ease of computing all three measures 
and because each measure reflects different information contained within the error 
matrix, we recommend an analysis such as the one performed here to glean as much 
information from the error matrix as possible.

CONDITIONal Kappa

In addition to computing the Kappa coefficient for an entire error matrix, it may 
be useful to look at the agreement for an individual category within the matrix. 
Individual category agreement can be tested using the conditional Kappa coefficient. 
The maximum likelihood estimate of the Kappa coefficient for conditional agree-
ment for the ith category is given by
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The same comparison tests available for the Kappa coefficient apply to this condi-
tional Kappa for an individual category.

WeIGHTeD Kappa

The Kappa analysis is appropriate when all the errors in the matrix can be consid-
ered of equal importance. However, it is easy to imagine a classification scheme in 
which errors may vary in their importance. In fact, this latter situation is really the 
more realistic approach. For example, it may be far worse to classify a forested area 
as water than to classify it as shrub. In this case, the ability to weight the Kappa 
analysis would be very powerful (Cohen, 1968). The following section describes the 
procedure to conduct a weighted Kappa analysis.

Let wij be the weight assigned to the i, jth cell in the matrix. This means that 
the proportion pij in the i, jth cell is to be weighted by wij. The weights should be 
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restricted to the interval 0 ≤ wij ≤ 1 for i ≠ j, and the weights representing the maxi-
mum agreement are equal to 1; that is, wij = 1 (Fleiss et al., 1969).

Therefore, let
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where pij, pi+, and p+j are, as previously defined, the weighted “chance agreement.”
Then the weighted Kappa is defined by

 

ˆ .
* *

*
K

p p
p

w
o c

c

= -
-1

To compute the large sample variance of the weighted Kappa, define the weighted 
average of the weights in the ith category of the remotely sensed classification by

 

w w pi ij

j

k

j+

=

+=∑
1

,

where p+j is as previously defined and the weighted average of the weights in the jth 
category of the reference data set by
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where pi+ is as previously defined.
The variance may be estimated by
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The same tests of significant difference described previously for the Kappa analysis 
apply to the weighted Kappa. An individual weighted Kappa value can be evaluated 
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to see if the classification is significantly better than random. Two independent 
weighted Kappas can also be tested to see if they are significantly different.

Although the weighted Kappa has been in the literature since the 1960s and was 
even suggested to the remote sensing community by Rosenfield and Fitzpatrick-Lins 
(1986), it has not received widespread attention. The reason for this lack of use is 
undoubtedly the need to select appropriate weights. Manipulating the weighting 
scheme can significantly change the results. Therefore, comparisons between differ-
ent projects using different weighting schemes would be very difficult. The subjec-
tivity of choosing the weights is always hard to justify. Using the unweighted Kappa 
analysis avoids these problems.

COMpeNSaTION fOR CHaNCe aGReeMeNT

Some researchers and scientists have objected to the use of the Kappa coefficient 
for assessing the accuracy of remotely sensed classifications because the degree of 
chance agreement may be overestimated (Foody, 1992). Remember from the equa-
tion for computing the Kappa coefficient,

 

ˆ ,K
p
o

p
c

p
c

=
-

-1

that pO is the observed proportion of agreement (i.e., the actual agreement) and pC 
is the proportion of agreement that is expected to occur by chance (i.e., the chance 
agreement). However, in addition to the chance agreement, pC also includes some 
actual agreement (Brennan and Prediger, 1981) or agreement for cause (Aickin, 
1990). Therefore, since the chance agreement term does not consist solely of chance 
agreement, the Kappa coefficient may underestimate the classification agreement.

This problem is known to occur when the marginals are free (not fixed a priori), 
which is most often the case with remotely sensed classifications. Foody (1992) pres-
ents a number of possible solutions to this problem, including two Kappa-like coeffi-
cients that compensate for chance agreement in different ways. Others have suggested 
additional measures. However, given the very powerful properties of the Kappa coef-
ficient, including the ability to test for significant differences between two indepen-
dent coefficients, it must still be considered a vital accuracy assessment measure.

CONfIDeNCe lIMITS

Confidence intervals are extremely common and are an expected component of any 
statistical estimate. However, computing confidence intervals for values in an error 
matrix are significantly more complex than simply computing a confidence interval 
for a traditional statistical analysis. The following example illustrates the calcula-
tions derived from the error matrix (Card, 1982). This example is designed assuming 
simple random sampling. If another sampling scheme is used, the variance equations 
change slightly.
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The same error matrix as in Table 7.1 will be used to compute the confidence 
intervals. However, the map marginal proportions, p j, computed as the proportion of 
the map falling into each map category, are also required (Table 7.9). The map mar-
ginal proportions are not derived from the error matrix but are simply the proportion 
of the total map area falling into each category. These proportions can quickly be 
obtained by dividing the area of each category by the total map area.

Given this matrix, the first step is to compute the individual cell probabilities 
using the following equation:

 
ˆ / .p n nij j ij j= π

The individual cell probabilities are simply the map marginal proportion multiplied 
by the individual cell value all divided by the row marginal. The results of these 
computations are shown in Table 7.10.

The true marginal proportions, ˆ ,pi  can then be computed using the equation:
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The true marginal proportions can also be computed simply by summing the indi-
vidual cell probabilities in each column. For example, p̂1  = 0.170 + 0.024 + 0.000 + 
0.008 = 0.202, ˆ . ,p2 0 357=  ˆ . ,p3 0 157=  and ˆ . .p4 0 285=

The third step is to compute the probability correct given the true class i; in other 
words, the producer’s accuracy. It should be noted that the values here differ some-
what from those computed in the error matrix discussion because these values have 
been corrected for bias by incorporating the true marginal proportions as shown in 

Table 7.9
error Matrix Showing Map Marginal proportions

True (i)  
Reference Data Row

Total
Map Marginal
proportions, πj

Map (j)
Classified

Data

D C aG Sb

D 65 4 22 24 115 0.3

C 6 81 5  8 100 0.4

aG 0 11 85 19 115 0.1

Sb 4 7 3 90 104 0.2

Column
Total

75 103 115 141 434
OVERALL ACCURACY =
(65+81+85+90)/434 =
321/434 = 74%
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the following equation:
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As expected, the producer’s accuracy is computed taking the diagonal cell value 
from the cell probability matrix (Table 7.10) and dividing by the true marginal pro-
portion. For example, q11 = 0.170/0.202 = 0.841, or 84%; q22  = 0.908; q33  = 0.471; 
and q44  = 0.607.

The next step is to compute the probability correct given map class j; in other 
words, the user’s accuracy. This computation is made exactly as described in the 
error matrix discussion by taking the diagonal cell value and dividing by the row ( j) 
marginal. The equation for this calculation is as follows:

 
ˆ / .l n njj jj j=

Therefore, l̂11  = 65/115 = 0.565, or 57%; l̂22  = 0.810; l̂33  = 0.739; and l̂44  = 0.865.
Step five is to compute the overall probability correct by summing the major 

diagonal of the cell probabilities or using the equation:
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Therefore, in this example, P̂c  = 0.170 + 0.324 + 0.074 + 0.173 = 0.741, or 74%.
We have now made essentially the same calculations as described in the error 

matrix discussion except that we have corrected for bias by using the true marginal 
proportions. The next step is to compute the variances for those terms (overall, 
producer’s, and user’s accuracies) that we wish to calculate confidence intervals.

Table 7.10
error Matrix of Individual Cell probabilities, p̂ij

True (i)
Reference Data

Map (j)
Classified

Data

   D   C  aG  Sb

D 0.170 0.101 0.057 0.063

C 0.024 0.324 0.020 0.032

aG 0.000 0.010 0.074 0.017

Sb 0.008 0.013 0.006 0.0173
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Variance for overall accuracy, P̂c

 

V P p p nc ii

i

r

i ii i( ˆ ) ( )/( )= -
=

∑
1

π π

Therefore, in this example, P̂c  = [0.170(0.3 − 0.170)/(0.3)(434)

           + 0.324(0.4 − 0.324)/(0.4)(434)

          + 0.074(0.1 − 0.074)/(0.1)(434)

          + 0.173(0.2 − 0.173)/(0.2)(434)]

 = 0.00040

Confidence interval for overall accuracy, P̂c

 
ˆ [ ( ˆ )] /P V Pc c= 2 1 2

Therefore, in this example, the confidence interval for P̂c  = 0.741 ± 2(0.0004)1/2

                       = 0.741 ± 2(0.02)

                      = 0.741 ± 0.04

                              = (0.701, 0.781) or 70% 
                             to 78%

Variance for producer’s accuracy, θ̂ii

 

V p p p p p n pii ii i ii ij j ij j i ii( ˆ ) ( )/ ( )(θ π π π= - + --4 pp p ni ii i

j

r

-












≠

∑ ) /2

1

π

Therefore, in this example, V ( ˆ )θ11  = 0.170 (0.202)−4 {0.170[0.024(0.4 − 0.024)

 /(0.4)(434) + 0.008(0.2 − 0.008)/(0.2)(434)]

 + (0.3 − 0.170)(0.202 − 0.170)2 /(0.3)(434)}

  = 0.00132

Confidence interval for producer’s accuracy, θ̂ii

 
ˆ [ ( ˆ )] /θ θii iiV± 2 1 2

Therefore, in this example, the confidence interval for θ̂11  = 0.841 ± 2(0.00132)1/2

                      = 0.841 ± 2(0.036)

                     = 0.841 ± 0.072

                          = (0.768, 0.914) or 77% 
                      to 91%
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Variance for user’s accuracy, l̂ii

 
V l p p nii ii i ii i(ˆ ) ( )= -π π 2

Therefore, in this example, V l(ˆ )11
 = 0.170(0.3 − 0.170)/(0.3)2(434) 

 = 0.00057

Confidence interval for

 
ˆ [ (ˆ )] /l V lii ii± 2 1 2

Therefore, in this example, the confidence interval for l̂11  = 0.565 ± 2(0.00057)1/2

                             = 0.565 ± 2(0.024)

                     = 0.741 ± 0.048

                        = (0.517, 0.613) or 52% 
                       to 61%

It must be remembered that these confidence intervals are computed from asymp-
totic variances. If the normality assumption is valid, then these are 95% confidence 
intervals. If not, then by Chebyshev’s inequality, they are at least 75% confidence 
intervals.

aRea eSTIMaTION/CORReCTION

In addition to all the uses of an error matrix already presented, it can also be used to 
update the areal estimates of the map categories. The map derived from the remotely 
sensed data is a complete enumeration of the ground. However, the error matrix is 
an indicator of where misclassification occurred between what the map said is on 
the ground and what is actually on the ground. Therefore, it is possible to use the 
information from the error matrix to revise the estimates of total area for each map 
category. It is not possible to update the map itself or to revise a specific location on 
the map, but it is possible to revise total area estimates. Updating in this way may be 
especially important for small, rare categories whose estimates of total area could 
vary greatly depending on even small misclassification errors.

Czaplewski and Catts (1990) and Czaplewski (1992) have reviewed the use of 
the error matrix to update the areal estimates of map categories. They propose an 
informal method, both numerically and graphically, to determine the magnitude of 
bias introduced in the areal estimates by the misclassification. They also review 
two methods of statistically calibrating the misclassification bias. The first method 
is called the classical estimator and was proposed to the statistical community by 
Grassia and Sundberg (1982) and used in a remotely sensed application by Prisley 
and Smith (1987) and Hay (1988). The classical estimator uses the probabilities from 
the omission errors for calibration.
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The second method is the inverse estimator, and it uses the probabilities from 
the commission errors to calibrate the areal estimates. Tenenbein (1972) introduced 
this technique in the statistical literature, and Chrisman (1982) and Card (1982) 
have used it for remote sensing applications. The confidence calculations derived 
in the previous section are from Card’s (1982) work using the inverse estimator for 
calibration. More recently, Woodcock (1996) proposed a modification of the Card 
approach incorporating fuzzy set theory into the calibration process.

Despite all this work, not many users have picked up on these calibration tech-
niques or the need to perform the calibration. From a practical standpoint, overall 
total areas are not that important. We have already discussed this in terms of non-
site-specific accuracy assessment. However, as more and more work is done with 
looking at change, and especially changes of small, rare categories, the use of these 
calibration techniques may gain in importance.
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8 Analysis of Differences 
in the Error Matrix

After testing the error matrix for statistical significance, the next step in the accuracy 
assessment analysis involves exploring why some of the map labels do not match the 
reference labels. While much attention is commonly placed on overall accuracy per-
centages (the sum of the major diagonal divided by the total), by far the more inter-
esting analysis concerns discovering why some of the accuracy assessment samples 
did not fall on the diagonal of the error matrix. To both effectively use the map and 
to make better maps in the future, we need to know what causes these off-diagonal 
samples or differences in the matrix to occur.

All off-diagonal samples or differences in the error matrix will be the result of 
one of four possible sources:

 1. Errors in the reference data,
 2. Sensitivity of the classification scheme to observer variability,
 3. Inappropriateness of the remote sensing data employed for mapping a spe-

cific land cover class, and
 4. Mapping error.

This chapter reviews each one of these sources and discusses the impacts of each 
one to the accuracy assessment results.

Errors in thE rEfErEncE Data

A major and required assumption of the error matrix is that the label from the refer-
ence data represents the “correct” label of the site and that all differences between 
the map and the reference label are due to classification and/or delineation error. 
Although this assumption is necessary, the reference data will never be perfect. As 
previously discussed, the term “ground truth” should be avoided for exactly this rea-
son. Throughout this book, the authors prefer the use of reference data or reference 
label to refer to the sample data set being compared to the map that is being assessed. 
Unfortunately, error matrices can be inadequate indicators of map error because 
they are often confused by errors in the reference data (Congalton and Green, 1993). 
Errors in the reference data can be a function of the following:

Registration differences. •	 Registration differences between the reference 
data and the remotely sensed map classification caused by delineation 
and/or digitizing errors. For example, if GPS is not used in the field dur-
ing accuracy assessment, it is possible for field personnel to collect data 
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in the wrong area. Other registration errors can occur when an accuracy 
assessment site is incorrectly delineated or digitized, or when an existing 
map used for reference data is not precisely registered to the map being 
assessed.
Data entry errors•	 . Data entry errors are common in any database project 
and can be controlled only through rigorous quality control. Developing 
digital data entry forms that will only allow a certain set of characters 
for specific fields can catch errors during data entry. One of the best—
but expensive—methods for catching data entry errors is to enter all data 
twice and then compare the two data sets. Differences usually indicate an 
error.
Classification scheme errors.•	  Every accuracy assessment map and refer-
ence site must have a label derived from the classification scheme used to 
create the map. Classification scheme errors occur when personnel mis-
apply the classification scheme to the map or reference data, a common 
occurrence with complex classification schemes. If the reference data are 
in a database, then such errors can be avoided, or at least highlighted, by 
programming the classification scheme rules and using the program to 
label accuracy assessment sites. Classification scheme errors also occur 
when the classification scheme used to label the reference site is different 
from the one used to create the map, a common occurrence when existing 
data or maps are used as reference data.
Change.•	  Changes in land cover between the date of the remotely sensed 
imagery collection and the date of the reference data. As discussed in 
Chapter 6, land cover change can have a profound effect on accuracy 
assessment results. Tidal differences, crop or tree harvesting, urban devel-
opment, fire, and pests all can cause the landscape to change in the time 
period between capturing the remotely sensed data and the accuracy 
assessment reference data collection.
Mistakes in labeling reference data•	 . Labeling mistakes usually occur 
because inexperienced personnel are used to collect reference data. Even 
with experienced personnel, the more detailed the classification scheme, 
the more likely it is that an error in labeling the reference data will occur. 
For example, some conifer and hardwood species are difficult to distin-
guish on the ground, much less from aerial photography. Young crops 
of broccoli, brussels sprouts, and cauliflower are easily confused. Thus, 
an accuracy assessment must also be performed on the reference data. If 
manual photo interpretation is used to assess a map created through semi-
automated methods, then a sample of the photo-interpreted sites must be 
visited on the ground. If field data are used, then some sample of the sites 
must be visited by two different personnel and their answers compared. If 
the answers mostly agree, then the collection is satisfactory. If the answers 
mostly disagree, then there is a problem with the reference data collection 
method.
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Table 8.1 summarizes the reference data errors discovered during the quality con-
trol process for an actual accuracy assessment. Only 6 out of 125 of the differences 
between the map and reference labels were caused by actual errors in the map. Over 
two thirds of the differences (85 sites) were caused by mistakes in the reference data. 
The most significant error occurred from using different classification schemes (50 
sites). In this project, National Wetlands Inventory (NWI) maps were used exclu-
sively to map wetlands (i.e., wetlands were defined in the classification scheme to 
be those areas identified by NWI data as wetlands). However, when the accuracy 
assessment was performed, the photo interpreters collecting the reference data used 
a different definition of wetlands and disagreed with all the NWI labels. The remain-
ing differences were caused by landscape change, reference label error, and observer 
variation, which is discussed in the next section of this chapter.

sEnsitivity of thE classification 
schEmE to obsErvEr variability

Classification scheme rules often impose discrete boundaries on continuous condi-
tions in nature such as vegetation cover, soil type, or land use. In situations where 
breaks in the classification scheme represent artificial distinctions along a contin-
uum, observer variability is often difficult to control and, although unavoidable, can 
have profound effects on accuracy assessment results (Congalton, 1991; Congalton 
and Green, 1993). Analysis of the error matrix must include exploring how many of 
the matrix differences are the result of observers being unable to precisely distin-
guish between classes when the accuracy assessment site is on the margin between 
two or more classes in the classification scheme.

tablE 8.1
analysis of map and reference label Differences

map versus 
ref. 

Difference

number of 
sites 

Different map Error
reference 
label Error 

Date 
change

class. 
scheme 

Difference
variation in 
Estimation

 
Barren vs 
Water

19 0 6 8 0 5

Hardwood vs 
Water

6 0 0 0 0 6

Herb vs 
Forested

50 6 17 4 0 23

Wetland vs 50 0 0 0 50 0
 All Other 
Types

Total 125 6 23 12 50 34
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Plato’s parable of the shadows in the cave is useful for thinking about observer 
variability. In the parable, Plato describes prisoners who cannot move:

“Above and behind them a fire is blazing in the distance, and between the fire and 
the prisoners there is a … screen which marionette players have in front of them over 
which they show puppets … (the prisoners) see only their own shadows, or the shadows 
of one another which the fire throws on the opposite wall of the cave … To them … the 
truth would be literally nothing but the shadows of the images.” (Plato, The Republic, 
Book VII, 515-B, from Benjamin Jowett’s translation as published in Vintage Classics, 
Random House, New York).

Like Plato’s prisoners in the cave, we all perceive the world within the context of 
our experience. The difference between reality and perceptions of reality is often 
as fuzzy as Plato’s shadows. Our observations and perceptions vary day to day and 
depend on our training, experience, or mood.

The analysis in Table 8.1 shows the impact that variation in interpretation can have 
on accuracy assessment. In the project, two photo interpreters were asked to label the 
same accuracy assessment reference sites. Almost 30% (34 of 125) of the differences 
between the map and reference label were caused by variation in interpretation.

Consider, for example, the assessment of a map of tree crown closure with clas-
sification scheme rules defining classes as:

 
Unvegetated 0–10%
Sparse 11–30%
Light 31–50%
Medium 51–70%
Heavy 71–100%

 

An accuracy assessment reference site from photo interpretation estimated at 45% 
tree crown cover would be labeled “Light.” However, since it is recognized that 
crown closure can only be interpreted on aerial photos to ±10% (Spurr, 1960), it is 
also feasible that the proper label could be “Medium.” Either the label of Light or 
the label of Medium is within the variability of the reference data collection. The 
map user would be much more concerned with a difference caused by a map label of 
Unvegetated compared to a reference label of Heavy tree crown cover. Differences 
on class margins are both inevitable and far less significant to the map user than 
other types of differences.

Classification schemes that employ estimates of percentage of vegetative cover are 
particularly susceptible to this type of confusion in the error matrix. Appendix 8.1 of 
this chapter presents a set of very complex classification scheme rules for a mapping 
project of Wrangell-St. Elias National Park in Alaska. The classification scheme is 
highly sensitive to estimates of percent vegetative cover. Sensitivity analysis on 140 
accuracy assessment sites revealed that nearly 33% of the sites received new class 
labels when estimates of vegetative cover were varied by as little as 5%.

Several researchers have noted the impact of the variation in human interpreta-
tion on map results and accuracy assessment (Gong and Chen, 1992; Lowell, 1992; 
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Congalton and Biging, 1992; Congalton and Green, 1993). Woodcock and Gopal 
(1992) state, “The problem that makes accuracy assessment difficult is that there 
is ambiguity regarding the appropriate map label for some locations. The situa-
tion of one category being exactly right and all other categories being equally and 
exactly wrong often does not exist.” Lowell (1992) calls for “a new model of space 
which shows transition zones for boundaries, and polygon attributes as indefinite.” 
As Congalton and Biging (1992) conclude in their study of the validation of photo-
interpreted stand-type maps, “The differences in how interpreters delineated stand 
boundaries was most surprising. We were expecting some shifts in position, but 
nothing to the extent that we witnessed. This result again demonstrates just how 
variable forests are and the subjectiveness of photo interpretation.”

While it is difficult to control observer variation, it is possible to measure the 
variation, and to use the measurements to compensate for differences between refer-
ence and map data that are caused not by map error but by variation in interpretation. 
One option is to measure each reference site precisely to reduce observer variance in 
reference site labels. This method can be prohibitively expensive, usually requiring 
extensive field sampling. The second option incorporates fuzzy logic into the refer-
ence data to compensate for nonerror differences between reference and map data, 
and is discussed in Chapter 9.

inappropriatEnEss of thE rEmotE sEnsing 
Data EmployED to makE thE map

Early satellite remote sensing projects were primarily concerned with testing the 
viability of various remote sensing data for mapping certain types of land cover. 
Researchers tested the hypotheses of whether or not the imagery could be used to 
detect land use, or crop types, or forest types. Many accuracy assessment techniques 
were developed primarily to test these hypotheses.

Recently, accuracy assessment has focused more on learning about the reliability 
of a map for land management or policy analysis. However, some of the differences 
in the error matrix will be because the map producer was attempting to use remote 
sensing data or methods that were incapable of distinguishing certain land cover or 
vegetation class types. Understanding what differences are caused by the technology 
is useful to the map producer when the next map is being made.

In the Wrangell-St. Elias example cited earlier, Landsat TM data was employed 
as the primary remotely sensed data, with 1:60,000 aerial photography as ancillary 
data. The classification scheme included distinguishing between pure and mixed 
stands of black and white spruce. Accuracy assessment analysis consistently showed 
success at differentiating pure stands of black versus white spruce. However, consis-
tently differentiating these species in mixed or occasional hybrid stands was found 
to be unreliable. This phenomenon is not surprising considering the difficulty often 
associated with differentiating these species in mixed and hybrid stands on the 
ground. In summary, moderate resolution multispectral remotely sensed data, at the 
scales employed, cannot be used to reliably and consistently differentiate between 
mixed classes of these two tree species.
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To make the map more reliable, the map user can collapse the classification sys-
tem across classes. In this example, the nonpure spruce classes of Closed, Open, and 
Woodland were collapsed into an “Unspecified Interior Spruce” class. In the differ-
ence matrix, “Unspecified Interior Spruce,” map labels were considered to be mapped 
correctly if they corresponded to a pure or mixed white spruce or black spruce refer-
ence site demonstrating the same density class of Closed, Open, or Woodland. For 
example, a map label of “Open Unspecified Interior Spruce” was considered to be 
correctly mapped if its corresponding reference label for the site was “Open Black 
Spruce,” “Open White Spruce,” or “Open Black/White Spruce” mix. While less 
information is displayed on the map, the remaining information is more reliable.

mapping Error

The final cause of differences in the error matrix is the result of mapping error (i.e., 
the actual real errors). Often, these are difficult to distinguish from an inappropri-
ate use of remote sensing data. Usually, they are errors that are particularly obvious 
and unacceptable. For example, it is not uncommon for an inexperienced remote 
sensing professional to produce a map of land cover from satellite data that misclas-
sifies northeast-facing forests on steep slopes as water. Because water and shadowed 
wooded slopes both absorb most energy, this type of error is explainable but unac-
ceptable, and must be avoided. Many map users will be appalled at this type of error 
and are not particularly interested in having the electromagnetic spectrum explained 
to them as an excuse. However, careful editing and comparison with aerial photogra-
phy, checking that all water exists in areas without slope, and comparison to existing 
maps of waterways and lakes will reduce the possibility of this type of map error.

Understanding the causes of true error can point the map producer to additional 
methods of improving the accuracy of the map. Perhaps other bands or band com-
binations will improve accuracy. Incorporation of ancillary data such as slope, 
aspect, or elevation may be useful. In the Wrangell-St. Elias example, confusion 
existed between the Dwarf Shrub classes and the Graminoid class. The confusion 
was addressed through the use of unsupervised classifications and parkwide models 
utilizing digital elevation data, field-based data, and aerial photography. First, an 
unsupervised classification with 20 classes was run for only those areas of the imag-
ery classified as Dwarf Shrub in the map. A digital elevation coverage was utilized 
to stratify the study area for subsequent relabeling of unsupervised classes previ-
ously mapped as Dwarf Shrub but actually representing areas of Graminoid cover 
on the ground. From the unsupervised classification, two spectral classes were found 
to consistently represent Graminoid cover throughout the study area while another 
spectral class was found to represent Graminoid cover in areas below 3500 ft eleva-
tion. These spectral classes were subsequently recoded to the Graminoid class.

summary

Analysis of the causes of differences in the error matrix can be one of the most 
important and interesting steps in the creation of a map from remotely sensed data. In 
the past, too much emphasis was placed on the overall accuracy of the map, without 
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investigating the conditions that give rise to that accuracy. By understanding what 
caused the reference and map data to differ, we can use the map more reliably, and 
produce both better maps and better accuracy assessments in the future.

appEnDix 8.1

Wrangell-St. eliaS national Park and PreServe: 
land Cover MaPPing ClaSSifiCation key

If tree total ≥ 10% (Forested)

    If Conifer ≥ 75% of tree total

         If (Pigl + Pima) ≥ 67% of conifer total

           If (Pigl/(Pigl+Pima)) ≥ 75% PIGL

           If (Pima/(Pigl+Pima)) ≥ 75% PIMA

           Else Unspecified Spruce

         If Broadleaf ≥ 75% of tree total Broadleaf

    Else (mixed conifer/broadleaf) Spruce/Broadleaf

Else if shrub total ≥ 25% (Shrub)

    If tall shrub total ≥ 25% Tall Shrub

    If low shrub total ≥ 25% Low Shrub

    If dwarf shrub total ≥ 25% Dwarf Shrub

Else (tall, low, or dwarf are not individually > 25%)

    If tall shrub total ≥ 67% of shrub total Tall Shrub

    If low shrub total ≥ 67% or shrub total Low Shrub

    If dwarf shrub total ≥ 67% of shrub total Dwarf Shrub

    Else “pick the largest percent of  ”:
          tall shrub Tall Shrub
          low shrub Low Shrub
          dwarf shrub Dwarf Shrub
          (ties go to the “tallest”)

Else if herbaceous ≥ 15% (Herbaceous)

   If graminoid ≥ 50% or (graminoid/herb total) ≥ 50% Graminoid

   Else if forb ≥ 50% or (forb/herb total) ≥ 50% Forb

   Else if moss ≥ 50% or (moss/herb total) ≥ 50% Moss/Lichen

   Else if lichen ≥ 50% or (lichen/herb total) ≥ 50%) Moss/Lichen

   Else “pick the largest percent of  ”:
     graminoid
     forb
     moss
     lichen
        (preference for ties go in the order listed)

Else if total vegetation ≥ 10% and < 30% Sparse Vegetation

Else (nonvegetated)
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Water
Barren
Glacier/Snow
Clouds/Cloud
Shadow

Forested (>10% tree cover)

    Conifer (>75% conifer)
           Closed (60–100%)

   Pigl
    Pima
 Pigl/Pima
 Pisi
 Tshe
 Tsme
 Pisi/Tsme
 Pisi/Tshe
 Tshe/Tsme
 Spruce
 Mixed Conifer

           Open (25–59%)
 Pigl
 Pima
 Pigl/Pima
 Pisi
 Tshe
 Tsme
 Pisi/Tsme
 Pisi/Tshe
 Tshe/Tsme
 Spruce
 Mixed Conifer

           Woodland (10–24%)
 Pigl
 Pima
 Pigl/Pima
 Pisi
 Tshe
 Tsme
 Pisi/Tsme
 Pisi/Tshe
 Tshe/Tsme
 Spruce
 Mixed Conifer

    Broadleaf (>75% broadleaf)
           Closed (60–100%)

 Closed Broadleaf
           Open (10–59%)

 Open Broadleaf
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    Mixed
           Closed (60–100%)

 Pigl/Pima-Broadleaf
 Pisi-Broadleaf
 Tshe-Broadleaf
 Conifer-Broadleaf
 Open (10–59%)
   Pigl/Pima-Broadleaf
   Pisi-Broadleaf
     Tshe-Broadleaf
    Conifer-Broadleaf

Shrub (>25% shrub)

Tall (tall shrub > 25% or dominant)

    Closed (>75%)
    Open (25–74%)

Low (low shrub > 25% or dominant)

    Closed (>75%)
    Open (25–74%)

Dwarf (dwarf shrub > 25% or dominant)

Herbaceous (herbaceous > 15%)
    Graminoid
    Forb
    Moss
    Lichen

Sparse vegetation
    Sparse vegetation

Nonvegetated
    Water
    Barren
    Glacier/Snow
    Clouds/Cloud Shadow
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9 Fuzzy Accuracy 
Assessment

As our use of remotely sensed data and maps has grown in complexity, so have the 
classification schemes associated with these efforts. The classification scheme then 
becomes an even more important factor influencing the accuracy of the entire project. A 
review of the accuracy assessment literature points out some of the limitations of using 
only the traditional error matrix approach to accuracy assessment of a map with a com-
plex classification scheme. Congalton and Green (1993) recommend the error matrix 
as a jumping-off point for identifying sources of confusion (i.e., differences between 
the map created from remotely sensed data and the reference data) and not simply the 
“error.” For example, variation in human interpretation can have a significant impact 
on what is considered correct. If photo interpretation is used as the source of the refer-
ence data and that interpretation is flawed, then the results of the accuracy assessment 
could be very misleading. This is true even for observations made in the field. As clas-
sification schemes become more complex, more variation in human interpretation is 
introduced. In addition, in situations where the breaks (i.e., divisions between classes) 
in the classification system represent artificial distinctions along a continuum, varia-
tion in human interpretation is often very difficult to control and, while unavoidable, 
can have profound effects on accuracy assessment results (Congalton, 1991; Congalton 
and Green, 1993). Several researchers have noted the impact of the variation in human 
interpretation on map results and accuracy assessment (Gong and Chen, 1992; Lowell, 
1992; McGwire, 1992; Congalton and Biging, 1992).

Gopal and Woodcock (1994) proposed the use of fuzzy sets to “allow for explicit 
recognition of the possibility that ambiguity might exist regarding the appropriate 
map label for some locations on the map. The situation of one category being exactly 
right and all other categories being equally and exactly wrong often does not exist.” 
In this fuzzy set approach, it is recognized that instead of a simple system of correct 
(agreement) and incorrect (disagreement), there can be a variety of responses such 
as “absolutely right,” “good answer,” “acceptable,” “understandable but wrong,” and 
“absolutely wrong.”

Fuzzy set theory or fuzzy logic is a form of set theory. Although initially intro-
duced in the 1920s, fuzzy logic gained its name and its algebra in the 1960s and 
1970s from Zadeh (1965), who developed fuzzy set theory as a way to characterize 
the ability of the human brain to deal with vague relationships. The key concept is 
that membership in a class is a matter of degree. Fuzzy logic recognizes that, on the 
margins of classes that divide a continuum, an item may belong to both classes. As 
Woodcock and Gopal (1992) state, “The assumption underlying fuzzy set theory is 
that the transition from membership to non-membership is seldom a step function.” 
Therefore, while a 100% hardwood stand can be labeled hardwood, and a 100% 
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conifer stand may be labeled conifer, a 49% hardwood and 51% conifer stand may be 
acceptable if labeled either conifer or hardwood.

Lowell (1992) calls for “a new model of space which shows transition zones for 
boundaries, and polygon attributes as indefinite.” As Congalton and Biging (1992) 
conclude in their study of the validation of photo interpreted stand type maps, “The 
differences in how interpreters delineated stand boundaries was most surprising. We 
were expecting some shifts in position, but nothing to the extent that we witnessed. 
This result again demonstrates just how variable forests are and is a strong indicator 
of human variation in photo interpretation.”

There are a number of techniques that have been proposed to incorporate 
ambiguity or fuzziness into the accuracy assessment process. Three methods are 
presented in this chapter including (1) expanding the major diagonal of the error 
matrix, (2) measuring map class variability, and (3) using a fuzzy error matrix 
approach.

Expanding thE Major diagonal of thE Error Matrix

The simplest and most straightforward method for incorporating fuzziness into the 
accuracy assessment process is to expand the major diagonal of the error matrix. 
Remember that the major diagonal of the error matrix represents agreement between 
the reference data and the map, and is represented by a single cell in the matrix for 
each map class. By acknowledging some fuzziness in the classification, the class 
boundaries may be expanded to accept as correct plus or minus one class of the 
actual class. In other words, the major diagonal is no longer just a single cell for each 
map class, but rather wider. This method works well if the classification scheme is 
continuous, such as elevation or tree size class or forest crown closure. If the clas-
sification scheme is discrete, such as in a vegetation or land cover mapping project, 
then this method probably cannot be used.

Table 9.1 presents the traditional error matrix for a classification of forest crown 
closure (a continuous classification scheme divided into 6 discrete classes). Only 
exact matches are considered correct; they are tallied along the major diagonal. 
The overall accuracy of this classification is 40%. Table 9.2 presents the same error 
matrix with the major diagonal expanded to include plus or minus one crown closure 
class. In other words, for crown closure class 3 both crown closure classes 2 and 4 are 
also accepted as correct. This revised major diagonal then results in a tremendous 
increase in overall accuracy to 75%.

The advantage of using this method of accounting for fuzzy class boundaries is 
obvious; the accuracy of the classification can increase dramatically. The disadvan-
tage is that if the reason for accepting plus or minus one class cannot be adequately 
justified or does not meet the map user’s requirements, then it may be thought that 
you are cheating to try to get higher accuracies. Therefore, although this method is 
very simple to apply, it should only be used when agreement exists that it is a reason-
able course of action. The other techniques described next may be more difficult to 
apply, but are easier to justify.
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MEasuring Map Class Variability

The second method for incorporating fuzziness into the accuracy assessment process is 
not as simple as expanding the major diagonal of the error matrix. While it is difficult 
to control variation in human interpretation, it is possible to measure the variation, and 
to use these measurements to compensate for differences between reference and map 
data that are caused not by map error but by variation in interpretation. There are two 
options available to control the variation in human interpretation to reduce the impact 
of this variation on map accuracy. One is to measure each reference site with great 
precision to minimize the variance in the reference site labels. This method can be pro-
hibitively expensive, usually requiring extensive field sampling and detailed measure-
ments. The second option is to measure the variance and use these measurements to 
compensate for nonerror differences between reference and map data. Measuring the 
variance requires having multiple analysts assess each reference site. This assessment 

tablE 9.1
Error Matrix showing the ground reference data versus the image 
Classification for forest Crown Closure

ground reference

im
ag

e 
C

la
ss

ifi
ca

ti
on

1 2 3 4 5 6

row
total

1 2 9 1 2 1 1 16 Crown Closure
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Column
total
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produCEr’s aCCuraCy usEr’s aCCuraCy
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  Class 4 = 8/21   = 38% Class 4 = 8/27   = 30%

  Class 5 = 6/27   = 22% Class 5 = 6/26   = 23%
  Class 6 = 31/60 = 52% Class 6 = 31/34 = 91%
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could be done by field visitation or using photo interpretation, and requires an objec-
tive and repeatable method of capturing the impacts of human variation. The collection 
of reference data for accuracy assessment is an expensive component of any mapping 
project; multiple visits to every reference site to capture variation may be prohibitively 
expensive. Therefore, while theoretically possible, measuring map class variability is 
not a viable component of most remotely sensed data mapping projects.

thE fuzzy Error Matrix approaCh

The previous approaches of expanding the major diagonal to incorporate fuzziness 
in the accuracy assessment process may be hard to justify, and the effort needed 
to measure the variability may be cost-prohibitive. Therefore, another method is 
required to incorporate fuzziness into the map accuracy assessment process. As 
mentioned earlier, the difficult task in using fuzzy logic is the development of the 

tablE 9.2
Error Matrix showing the ground reference data versus the image 
Classification for forest Crown Closure within plus or Minus one 
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specific rules for its application. Fuzzy systems often rely on experts for development 
of these rules. Hill (1993) developed an arbitrary but practical fuzzy set rule that 
determined “sliding class widths” for assessing the accuracy of maps produced for 
The California Department of Forestry and Fire Protection of the Klamath Province 
in Northwestern California. Woodcock and Gopal (1992) relied on experts in their 
application of fuzzy sets to assess the accuracy of maps generated for Region 5 of 
the U.S. Forest Service. While both of their methods incorporated fuzziness into the 
accuracy assessment process, neither used an error matrix approach. Instead, a num-
ber of other metrics to represent map accuracy and agreement were computed.

The Fuzzy error MaTrix

Given the wide acceptance of the error matrix as the standard for reporting the accu-
racy of thematic maps, it would be far better to employ some approach that combines 
both the error matrix and some measure of fuzziness. Such a technique, called the 
fuzzy error matrix approach, was introduced by Green and Congalton (2004) and 
is described here. The use of the fuzzy error matrix is a very powerful tool in the 
accuracy assessment process because the fuzzy error matrix allows the analyst to 
compensate for situations in which the classification scheme breaks represent arti-
ficial distinctions along a continuum of landcover and/or where observer variability 
is often difficult to control. While one of the assumptions of the traditional or deter-
ministic error matrix used in the rest of this book is that a reference data sample site 
can have only one label, this is not the case with the fuzzy error matrix approach.

Let us continue with the example used so far in this chapter. Table 9.3 presents a fuzzy 
error matrix generated from a set of fuzzy rules applied to the same classification that 
was used to generate the deterministic (i.e., nonfuzzy) error matrix that was presented in 
Table 9.1. In this case, the classification was defined using the following fuzzy rules:

Class 1 was defined as always 0% crown closure. If the reference data indi-•	
cated a value of 0%, then only a map classification of 0% was accepted.
Class 2 was defined as acceptable if the reference data was within 5% of •	
that of the map classification. In other words, if the reference data indi-
cates that a sample has 15% crown closure and the map classification put 
it in Class 2, the answer would not be absolutely correct, but would be 
considered acceptable.
Classes 3–6 were defined as acceptable if the reference data were within •	
10% of that of the map classification. In other words, a sample classified as 
Class 4 on the image, but found to be 55% crown closure on the reference 
data would be considered acceptable.

As a result of these fuzzy rules, off-diagonal elements in the matrix contain two sep-
arate values. The first value in the off-diagonal represents those labels that, although 
not absolutely correct, are considered acceptable labels within the fuzzy rules. The 
second value indicates those labels that are still unacceptable (i.e., wrong). The major 
diagonal still only tallies those labels considered to be absolutely correct. Therefore, 
in order to compute the accuracies (overall, producer’s, and user’s), the values along 
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the major diagonal (i.e., absolutely correct) and those deemed acceptable (i.e., those 
in the first value) in the off-diagonal elements are combined. In Table 9.3, this com-
bination of absolutely correct and acceptable answers results in an overall accuracy 
of 64%. This overall accuracy is significantly higher than the original error matrix 
(Table 9.1), but not as high as Table 9.2.

It is much easier to justify the fuzzy rules used in generating Table 9.3 than it is 
to simply extend the major diagonal to plus or minus one whole class as was done 
in Table 9.2. For crown closure, it is recognized that mapping typically varies by 
plus or minus 10% (Spurr, 1948). Therefore, it is reasonable to define as acceptable a 
range within 10% for classes 3–6. Class 1 and class 2 take an even more conservative 
approach and are therefore even easier to justify.

In addition to this fuzzy set theory working for continuous variables such as crown 
closure, it also applies to more categorical data. All that is required is a set of fuzzy 
rules to explain or capture the variation. For example, in the hardwood range area of 
California, many land cover types differ only by which hardwood species is dominant. In 
many cases, the same species are present and the specific land cover type is determined 

tablE 9.3
Error Matrix showing the ground reference data versus the image 
Classification for forest Crown Closure using the fuzzy logic rules
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  Class 6 = 43/60 = 72%  Class 6 = 33/34 = 97%
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by which species is most abundant. Also, in some of these situations, the species look 
very much alike on aerial photography and on the ground. It is clear that there is a great 
deal of acceptable and unavoidable variation in mapping the hardwood range.

In a worldwide mapping effort funded by the National Geospatial-Intelligence 
Agency (NGA) using Landsat imagery, no ground visitation was possible for collect-
ing the reference data. In some areas of the world, the imagery used for the reference 
data was of such low resolution as to make interpretation of the individual classes 
very difficult. The use of this fuzzy error matrix approach was the only viable solu-
tion in this case (Green and Congalton, 2004). A traditional, deterministic accuracy 
assessment conducted with such highly variable reference data would have unfairly 
represented the accuracy of this mapping effort.

Therefore, in many situations, the use of these fuzzy rules, which allow for the 
incorporation of acceptable reference labels in addition to the absolutely correct refer-
ence labels into the construction of the error matrix, makes a great deal of sense. Using 
fuzzy rules in an error matrix approach combines all the established descriptive and 
analytical power of the error matrix while incorporating variation into the assessment.

iMpleMenTaTion oF The Fuzzy error MaTrix

Implementation of the fuzzy error matrix approach is greatly simplified with the use 
of a special reference data collection form (Figure 9.1). Each reference site can be 
evaluated for the likelihood of being identified as each of the possible map classes 

figurE 9.1 Form for labeling accuracy assessment reference sites.

Polygon Id:

Accuracy Assessment

Jay Pawell

Arron HerifordAnalysts:

Designated Analyst:

Set Date: Tue Sep 28 00:00:00 1999

Inclusion:

Comments:

Reference Material Used:

Close Minimize

Back
<<

Next
>>

Set
__

No Yes

Polygon Id: Review Classification

Deciduous Forest

Evergreen Forest

Shrub/Scrub

Grassland

Barren/Sparse Veg.

Urban

Ice/ Snow

Ag. Other

Ag. Rice

Wet Permanent Herbace

Water

Cloud/Shadow/NoCall

Mangrove

Good PoorAcceptable2
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given the fuzzy rules for that project. First, the analyst determines the most appropri-
ate (“good”) label for the site and enters this label in the appropriate box under the 
“classification” column on the form. This label determines which row of the matrix 
the site will be tallied in and is also the value used for calculation of the determinis-
tic error matrix. After assigning the most appropriate label for the site, the remaining 
possible map labels are evaluated as either “acceptable” or “poor” candidates for 
the site’s label, again as indicated by the fuzzy rules. For example, a site might fall 
near the classification scheme margin between deciduous forest and evergreen forest 
because of the exact mix of species and/or the difficulty interpreting the exact mix-
ture on the reference data imagery. In this instance, the analyst might rate deciduous 
forest as the most appropriate label (i.e., “good”), but also rate evergreen forest as 
“acceptable” (see Figure 9.1). In this case, no other map classes would be acceptable; 
all the others would be rated as “poor.”

Using this fuzzy error matrix approach allows for the analyst to compensate for 
interpreter variability and difficulty in determining only a single label for each refer-
ence data sample site. While this method can be used for any assessment, it works 
best when (1) there are issues in collecting good reference data because of limitations 
in the reference data collection methods, (2) when interpreter variability cannot be 
controlled, or (3) when the ecosystem being mapped is highly heterogeneous. If there 
is little variation or fuzziness in the classification scheme or if detailed measure-
ments can be taken to minimize the variation, then there may be little need for this 
approach. However, in most projects creating maps from remotely sensed imagery, 
the use of the fuzzy error matrix approach can significantly help to incorporate vari-
ation inherent in the project.

anoTher Fuzzy error MaTrix exaMple

Table 9.4 shows a fuzzy error matrix for a categorical classification scheme (i.e., a 
land cover mapping project). Again, the power of this approach lies in the ability to 
compute the same descriptive metrics as in the traditional deterministic error matrix. 
Computation of the overall, producer’s and user’s accuracy statistics for the fuzzy 
error matrix follows the same methodology as the traditional deterministic error 
matrix with the following additions. Nondiagonal cells in the matrix contain two 
tallies, which can be used to distinguish class labels that are uncertain or that fall 
on class margins, from class labels that are most probably in error. The first number 
represents those sites in which the map label matched an “acceptable” reference 
label in the fuzzy assessment (Table 9.4). Therefore, even though the label was not 
considered the most appropriate, it was considered acceptable given the fuzziness of 
the classification system and/or the minimal quality of some of the reference data. 
These sites are considered a “match” for estimating fuzzy accuracy. The second 
number in the cell represents those sites where the map label was considered poor 
(i.e., an error).

The fuzzy assessment overall accuracy is estimated as the percentage of sites where 
the “good” and “acceptable” reference labels matched the map label. Producer’s and 
user’s accuracies are computed in the traditional way, but again instead of just using 
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the value on the major diagonal (“good”), the value in the first off-diagonal position 
(“acceptable”) is also included (Table 9.4).

suMMary

While three methods are presented in this chapter for dealing with variation or fuzz-
iness in the accuracy assessment process, the fuzzy error matrix approach is by far 
the most useful and operational. The elegance of this approach is that it combines 
all of the power of the error matrix, including computing overall, producer’s, and 
user’s accuracies, with the ability to incorporate the variation inherent in many clas-
sification schemes or resulting from the reference data collection process. Given that 
the matrix contains the information to compute both the traditional deterministic 
accuracy measures and fuzzy accuracy measures, there is strong impetus to use this 
approach. It is highly recommended that this approach be considered whenever map 
class variation or variation in the reference data collection process is a significant 
issue in the mapping project.
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10 Case Study
Accuracy Assessment for 
the NOAA Next-Generation 
C-CAP Pilot Project

This chapter details an actual case study of thematic accuracy assessment design, 
data collection, and analysis. The first section reviews the goals of a case study 
mapping project and briefly summarizes the classification methods used. Next, the 
questions raised in Chapter 1 are answered for this specific case study. The chapter 
concludes with a review of lessons learned during the design and implementation of 
the accuracy assessment.

Overview Of the Case study

The National Oceanic and Atmospheric Administration (NOAA) currently relies on 
Landsat TM and ETM+ moderate resolution imagery for the creation of its Coastal 
Change Analysis Program (C-CAP) land use and change products. Recognizing 
the power of higher-resolution imagery, in September of 2004, NOAA contracted 
with several organizations to develop methodologies for successfully introduc-
ing high spatial resolution imagery and land cover products into NOAA’s current 
C-CAP effort. This case study reviews the accuracy assessment of one of those 
efforts.

The project area is located in the vicinity of Panama City, Florida, as displayed 
in Figure 10.1. The area is characterized by little elevation variation and is highly 
diverse in both land cover and land use. Spanning parts of Bay and Washington 
Counties, the project area also crosses six Florida physiographic groups includ-
ing Crystal Lake Karst, Delta Plain, Coastal Strip, Hosford Delta, and a sliver of 
Fountain Delta and Betts Delta (see Figure 10.2). Land use types are intermixed 
throughout the area, as are uplands and wetlands.

The mapping methods used in the project were fairly straightforward. To under-
stand how the land use/cover classes vary on the ground, a training data/calibration 
field trip was conducted and field samples of all classes to be mapped were coll- 
ected. To understand how the variation in land cover/use classes was correlated 
with variation in the imagery and ancillary data, a Classification and Regression 
Tree (CART) analysis was performed on the nonaccuracy assessment sample data 
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figure 10.1 Location of the pilot project area in Florida.

Boundaries of Project Area

figure 10.2 (Color version follows page 112) Project area boundary over Florida physio-
graphic groups.

CRYSTAL LAKE KARST FOUNTAIN DELTA

BETTS DELTA

HOSFORD DELTA

DELTA PLAIN

COASTAL STRIP

Project area boundary
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from the imagery and ancillary data layers. To link variation in land cover/land use 
with variation in the imagery and ancillary data, Visual Learning Systems’ Feature 
Analyst software was used to classify DigitalGlobe QuickBird imagery and ancil-
lary data into 26 classes of land use and land cover.

Following development and review of the draft map, a validation trip to the proj-
ect area was conducted. Field visits focused on known areas of confusion, and spe-
cific areas noted by NOAA. Upon return from the field, additional Feature Analyst 
classifications were conducted on subareas, and extensive editing was performed. 
Figure 10.3 presents a portion of the imagery and the final map of the project area.

figure 10.3 (Color version follows page 112) Detailed area of the case study including the 
QuickBird multispectral imagery and the final map.

Bare Land
Cultivated Land
Deciduous Forest
Estuarine Emergent
Evergreen Forest
Grassland
Impervious Surface
Mixed Forest
Palustrine Aquatic
Palustrine Emergent
Palustrine Forested
Palustrine Scrub/Shrub
Pasture/Hay
Shrub/Scrub
Unconsolidated Shore
Water
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design Of the aCCuraCy assessment

What are the thematic classes to Be assessed?

NOAA chose the revised C-CAP Coastal Land Cover Classification† for this project 
and requested the development of a more detailed classification scheme that could be 
collapsed up into the C-CAP classes. Table 10.1 lists the land cover/use class labels 
used. Appendix 10.1 presents the totally exhaustive, mutually exclusive, and hierar-
chical classification scheme rules used in the project.

†  http://www.csc.noaa.gov/crs/lca/tech_cls.html

table 10.1
land Cover/land use Classes and subclasses mapped 
for the Project

C-CaP Class subclass

Impervious None
Cultivated Land None
Pasture/Hay None
Grassland None
Deciduous Forest None
Evergreen Forest None
Mixed Forest None
Scrub/Shrub None
Water None
Palustrine Forested Wetland Deciduous

Evergreen
Palustrine Scrub/Shrub Wetland Deciduous

Evergreen
Palustrine Emergent Wetland Persistent (Typha/Cladium)

Persistent (Sedges)
Estuarine Scrub/Shrub Wetland Deciduous

Evergreen
Estuarine Emergent Wetland Persistent — High Marsh (Juncus)

Persistent — High Marsh 
(Salicornia)

Unconsolidated Shore None
Bare Land Dirt Roads

Other Bare Land
Palustrine Aquatic Bed Floating Vascular

Rooted Vascular
Estuarine Aquatic Band Algal

Rooted Vascular
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The minimum mapping units for the project were

1/20th of an acre for impervious areas,•	
1/10th of an acre for areas that had been classified with moderate-resolu-•	
tion imagery as high, medium, low, or open-space development, and
1/8th of an acre for all other areas.•	

What is the appropriate sampling Unit?

Sample units were polygons of land cover/land use class manually delineated on the 
Quickbird imagery. Polygons were chosen as the appropriate sample unit because the 
final map was a polygon coverage.

hoW many samples shoUld Be taken?

The calibration field trip resulted in data collection for over 152 field samples. Upon 
return to the office, an additional 1500+ sites were collected through manual inter-
pretation of the imagery for a total of 1720 project sample sites.

The accuracy assessment was planned with a goal of selecting 50 accuracy 
assessment sites per class from the total pool of 1720 project samples. However, as 
Table 10.2 illustrates, less than 50 samples were selected in some classes while more 
than 50 were collected in others. Reasons for the discrepancies are as follows:

Because there is not much Palustrine Aquatic Bed or Unconsolidated •	
Shore in the project area, fewer sites were selected for accuracy assess-
ment of these classes, so that enough sites could be retained for making 
the map.
Prior to the validation trip, image analysts started to believe that some •	
of the deciduous sites were mislabeled. The confusion occurred with the 
mistaken identification of live oak trees as deciduous rather than evergreen 
hardwood trees. During the validation trip, several of these sites were vis-
ited, and it was confirmed that this mistake had been made. As a result, 
the image analyst reinterpreted all of the deciduous accuracy assessment 
sites† and relabeled 16 of them to either evergreen, mixed upland forest, or 
palustrine forested wetland.

hoW shoUld the samples Be chosen?

Accuracy assessment samples were selected from the total pool of project sam-
ples using a stratified random number generator in a statistical software package 
(S-PLUS), which randomly selected samples by relevant C-CAP moderate-resolu-
tion class (i.e., no tundra sites).

† At no time did the analyst have knowledge of which sites were in agreement or disagreement with the 
map site label.
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data COlleCtiOn

What shoUld Be the soUrce of the reference data?

Reference labels were determined through field and office manual interpretation of 
the QuickBird multispectral 2.4 m Digital Globe imagery collected on November 
9, 2004. While at first it may seem unusual to use the same imagery to make the 
map and also manually interpret for the reference data, the high spatial resolution 
of this imagery makes this feasible and reasonable. Historically, manual interpreta-
tion of medium-resolution imagery, such as Landsat TM imagery, was not typically 
used to create reference data. The quality of the manual interpretation could not be 
considered of higher accuracy as required of the reference data set. However, high-
resolution satellite imagery and digital camera imagery are of such high spatial qual-
ity that manual interpretation provides for excellent reference data collection. While 
digital image analysis of the entire image to produce a map is more cost-effective 

table 10.2
accuracy assessment sites by C-CaP Class and subclass

 total sites by

land Cover land use Class/subclass subclass Class

Bare Land 50
Impervious 50
Cultivated Land 50
Grassland 50
Scrub/Shrub 50
Deciduous Forest 34
Mixed Forest 58
Evergreen Forest 54
Pasture/Hay 50
Palustrine Forest 54
Palustrine Deciduous Forested Wetland 30
Palustrine Mixed Forested Wetland 10
Palustrine Evergreen Forested Wetland 14
Palustrine Aquatic Bed 19
Palustrine Floating Vascular Aquatic Bed 18
Palustrine Rooted Vascular Aquatic Bed 1
Palustrine Emergent Wetland 50
Palustrine Emergent Sedge Wetland 23
Palustrine Emergent Typha Wetland 27
Palustrine Evergreen Scrub/Shrub Wetland 50
Estuarine Emergent Juncus Wetland 50
Unconsolidated Shore 12
Water 50
Total 731
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and less time consuming than producing the map from manual interpretation, the 
use of manually interpreted reference labels is certainly reasonable and efficient.

hoW shoUld the reference data Be collected?

The reference data were collected through the manual interpretation of the QuickBird 
2.4 m resolution imagery either in the field or office. Project samples (the combina-
tion of accuracy and training samples) were chosen by field and office personnel at 
their discretion and were governed by the following criteria:

Informational homogeneity•	 —The site must represent one and only one 
land use per land cover class.
Spectral homogeneity•	 —The site should have less spectral variation within 
the polygons than between other polygons.
Minimum size•	 —Sites should be larger than the minimum mapping unit.
Projectwide distribution•	 —For a given class, analysts attempted to distrib-
ute the sites evenly across that type’s distribution in the project area.

In addition, an unsupervised classification was run on the imagery to capture impor-
tant spectral variation classes and an ongoing list was kept of the sites in each unsuper-
vised class to ensure that all of the spectral variation in the imagery was captured.

Project samples were manually delineated on the imagery in ArcGIS because the 
map polygons had not been completed prior to sample selection. Manually delineat-
ing the samples, rather than choosing map polygons, creates the possibility that the 
sample polygons will cross multiple map polygons. This problem did occur in this 
project, as illustrated in Figure 10.4 by the multiple map polygons crossed by the 
turquoise accuracy assessment polygon. To ensure consistency and lack of bias, map 

figure 10.4 (Color version follows page 112) Illustration of a heterogeneous map accu-
racy assessment site.
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labels for each sample polygon were determined by calculating the majority map 
class in each sample.

Polygon reference labels were derived using the classification scheme and all 
information available about the site. Manual determination of the label occurred 
following:

Review of ancillary data concerning the site,•	
A walkthrough of the site if the analyst was in the field,•	
Review of field notes concerning the site if the analyst was in the office, •	
and
Review of the QuickBird 0.6 m resolution (colorized) imagery.•	

When shoUld the reference data Be collected?

The reference data were collected either during the calibration trip or immediately 
thereafter in the office. Collecting the samples prior to creation of the map is cost-
effective and allows for interim accuracy assessment as the map is being created. 
However, it does not ensure that an adequate number of samples per map class will 
be collected, which was the situation in this case study as illustrated in Table 10.3, 
which compares the number of accuracy assessment samples per map to reference 
class.

table 10.3
numbers of map and reference samples by Class

number of 
reference sites

number of 
map sites

Bare Land 50 56
Impervious 50 48
Cultivated Land 50 49
Grassland 50 71
Scrub/Shrub 50 51
Deciduous Forest 34 28
Mixed Forest 58 53
Evergreen Forest 54 65
Pasture/Hay 50 39
Palustrine Forested Wetland 54 59
Palustrine Aquatic Bed 19 18
Palustrine Emergent Wetland 50 40
Palustrine Scrub/Shrub 50 48
Estuarine Emergent Wetland 50 50
Unconsolidated Shore 12 6
Water 50 55
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hoW do i ensUre consistency and oBjectivity in my data collection?

Consistency and objectivity were ensured by:

 1. Simultaneous training of image analysts with NOAA personnel in the 
field for identification of vegetative cover species, recognition of ecologi-
cal relationships, delineation of polygon samples, and use of the field form 
(Figure 10.5).

 2. Implementation of a digital field form linked to GPS (Figure 10.5). The 
form’s functionality included pull-down menus and automated error check-
ing, and also included the classification scheme rules for easy reference.

 3. After all samples had been selected, each sample was reviewed one by one 
to ensure that the information collected for each site was complete and 
correct.

analysis

What are the different analysis techniqUes for 
continUoUs versUs discontinUoUs map data?

The project mapped 26 discrete classes of land use/land cover. Because the classes 
are discontinuous, the only accuracy assessment analysis technique applicable is the 
error matrix.

figure 10.5 (Color version follows page 112) Digital field form used in the project.
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What is an error matrix and hoW shoUld it Be Used?

Table 10.4 displays the C-CAP class error matrix, which compares the final map and 
reference labels of the accuracy assessment samples.

What are the statistical properties associated With the error 
matrix and What analysis techniqUes are applicaBle?

Kappa analysis was performed on the error matrix, and the results are displayed in 
Table 10.4.

What is fUzzy accUracy and hoW can yoU 
condUct a fUzzy accUracy assessment?

As discussed in Chapter 9, one of the assumptions of the traditional or deterministic 
error matrix is that an accuracy assessment sample site can have only one reference 
label. However, classification scheme rules often impose discrete boundaries on con-
tinuous conditions in nature. In situations where classification scheme breaks repre-
sent artificial distinctions along a continuum of land cover, observer variability is often 
difficult to control, and although unavoidable, can have profound effects on results. 
While it is difficult to control observer variation, it is possible to use fuzzy logic to 
compensate for differences between reference and map data that are caused not by 
map error, but by variation in interpretation (Gopal and Woodcock, 1994). In this 
project, both deterministic and fuzzy error matrices were compiled and analyzed.

Table 10.5 displays both the deterministic and fuzzy error matrix for the C-CAP 
class map.

The overall deterministic accuracy is 83% and overall fuzzy accuracy is 91%. 
Table 10.6 summarizes the user’s and producer’s accuracies for the C-CAP class 
map, sorted first by producer’s and then by user’s accuracies.

The following summarizes the major findings of the accuracy assessment:

The most accurate classes with combined user’s and producer’s deter-•	
ministic and fuzzy accuracies above 80% at the class level are estuarine 
emergent wetland, water, cultivated land, impervious, bare land, palus-
trine forested wetland, palustrine aquatic bed, and palustrine scrub/shrub 
wetland.
At the class level, all fuzzy user’s accuracies exceed 80% except decid-•	
uous forest (75%). All producer’s fuzzy accuracies exceed 80% except 
palustrine emergent wetland (72%) and unconsolidated shore (75%).
Confusion exists between mixed forest and evergreen or deciduous forest. •	
Some of the confusion between mixed forest and evergreen or deciduous 
forest occurs because the high resolution of the imagery allows for the 
classification of small polygons of homogeneous evergreen and deciduous 
trees. Taken together the clumps represent a mixed forest.
Spatial autocorrelation exists with 4 of the 6 mixed forest reference sites, •	
which are confused with deciduous forest in the error matrix. The 4 sites 
are all contained within one very large deciduous forest map polygon. 
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Use of the random number generator to choose the accuracy assessment 
sites should have (but did not) preclude this type of problem. Relying on 
map polygons as sample units, rather than manually delineating samples, 
would have negated this type of spatial autocorrelation.
Nineteen pasture hay sites have an acceptable alternative reference label of •	
grassland. Thus, pasture/hay has low deterministic class values, but high 
fuzzy class values. Of the 19 sites, 18 sites were office interpreted, where 
it is almost impossible to distinguish between pasture/hay and grassland. 
Thus, the sites were given fuzzy labels. These 18 sites contribute almost 
one third of the eight-point difference between the overall deterministic 
(83%) and fuzzy (91%) accuracies.
Four palustrine emergent sedge wetland reference sites were confused •	
with bare land map sites. Three of the sites are along newly constructed 
roads and were probably bare land in the imagery, but populated with 
vegetation in the months between the capture of the imagery and the cali-
bration trip. Figure 10.6 shows two of these sites.
Seven scrub/shrub reference sites are confused with grassland. All seven •	
sites are regenerating pine forests with an overstory of turkey oak (which 
did not have its leaves at the time of the imagery) and an understory of 
grass, shrubs, and pine seedlings.

table 10.6
final Producer’s and user’s accuracies by C-CaP Class

deterministic 
Producer’s 

accuracy (%)

fuzzy 
Producer’s 

accuracy (%)

deterministic 
user’s 

accuracy (%)

fuzzy user’s 
accuracy 

(%)

Estuarine Emergent Wetland 100 100 100 100
Water 100 100 91 100
Cultivated Land 98 98 100 100
Impervious 96 96 100 100
Bare Land 94 96 84 88
Evergreen Forest 93 94 77 89
Palustrine Forested Wetland 89 93 81 88
Palustrine Aquatic Bed 84 84 89 89
Palustrine Scrub/Shrub Wetland 82 92 85 88
Grassland 78 90 55 85
Scrub/Shrub 76 82 75 86
Palustrine Emergent Wetland 70 72 88 88
Mixed Forest 64 83 70 89
Pasture/Hay 62 100 91 100
Deciduous Forest 56 85 68 75
Unconsolidated Shore 50 75 100 100
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lessOns learned

As in most projects, lessons are learned continually as the project progresses. Specific 
lessons learned during the accuracy assessment portion of the case study include:

 1. To eliminate spatial autocorrelation in accuracy assessment sites, no 
more than one accuracy assessment site should be allowed to fall within 
one map polygon.

 2. During the initial training data/calibration trip, the location of accuracy 
assessment sites should not be delineated on the hardcopy calibration 
imagery. The sites should only be delineated digitally on a laptop, leav-
ing the hardcopy calibration images for notes only, so that the calibration 
images can be used in map editing.

 3. Determining the map label of a “mixed” (e.g., mixed deciduous/evergreen) class 
accuracy assessment site is problematic with classification of high-resolution 
imagery which is often capable of individually distinguishing the components 
of a “mixed” area. Using the simple majority of the site to create the map label 
(as was done in this project) is relatively easy but may produce an incorrect 
label, especially in a site composed of close-to-equal proportions of the com-
ponents of a mixed site. For example, an accuracy assessment site could inter-
sect several map polygons and be composed of the following components:

30% mixed•	
32% evergreen•	
28% deciduous•	

If a majority rule is used, the map label would be evergreen, but clearly the polygon 
is actually a mixed forest. Two solutions to this problem are possible:

If possible, sample polygons should be chosen from the actual map poly-•	
gons. This is easy to do, if sample selection is to follow map finalization. 
In situations where sample selection occurs prior to map finalization, it 

figure 10.6 (Color version follows page 112) Examples of sites with palustrine emergent 
scrub/shrub reference labels confused with bare land map labels.

Site 1088 Site 1491
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is often possible to create unlabeled polygons early in the mapping proj-
ect that can be used as the population from which samples are chosen. 
Reference labels for the polygons can be determined during the calibra-
tion trip. Map labels are determined when the mapping portion of the 
project is complete.
If it is not possible to create polygons early, and sample selection must •	
be carried out before the map is final, then more complex rules than a 
simple majority should be considered for labeling the map samples. Using 
the actual rules from the classification scheme is the best alternative. For 
example, the classification scheme for the case study project labeled a non-
wetland forested polygon as evergreen or deciduous only if the percentage 
cover of the polygon was 75% evergreen or deciduous, respectively. Under 
that rule, our example polygon considered earlier would have been labeled 
“mixed forest” rather than “evergreen.”

aPPendix 10.1

decision rUles for the classification scheme

If land area is > or = to 80% impervious surface over 1/20th acre or more, then 
Impervious (1)

If land area is designated by moderate resolution map as High, Medium, Low, or 
Open Space Developed, then minimum mapping unit is 1/10th of an acre.

Else minimum mapping unit is 1/8th of an acre.
Developed and Undeveloped areas will be determined by the Moderate Resolution 

map for the project area.
Else if land area is > or = to 75% open water, then Water (2)
Else if land area is periodically flooded and/or covered with water, or if image 

signature is “wet,” then Wetland (3)
If salinity due to ocean-derived salts is below 0.5%, then Palustrine 

Wetland (3.1)
If > or = 20% of nonwater ground cover is tree canopy > or = 5 m in 

height, then Palustrine Forested Wetland (3.1.1)
If > or = 75% of nonwater cover is deciduous tree, then Palustrine 

Deciduous Forested Wetland (3.1.1.1)
Else if > or = 75% of nonwater cover is evergreen tree, then 

Palustrine Evergreen Forested Wetland (3.1.1.2)
Else Palustrine Mixed Forested Wetland (3.1.1.3)

Else if > or = 20% of nonwater ground cover is woody < 5 m in height, then 
Palustrine Scrub/Shrub Wetland (3.1.2)

If a majority (> or = 51%) of shrub cover is deciduous, then 
Palustrine Deciduous, Shrub Wetland (3.1.2.1)

Else Palustrine Evergreen Shrub Wetland (3.1.2.2)
Else if > 50% plants growing and forming a continuous surface principally 

on or at the water surface, then Palustrine Aquatic Bed (3.1.3)
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If a majority of vegetative cover is floating vascular, then Palustrine 
Floating Vascular Aquatic Bed (3.1.3.1)

Else if a majority of vegetative cover is rooted vascular, then Palustrine 
Rooted Vascular Aquatic Bed (3.1.3.2)

Else Palustrine Emergent Wetland (3.1.4)
If a majority of cover is persistent Typha spp. or Cladium spp, then 

Palustrine Typha/Cladium Persistent Wetland (3.1.4.1)
Else if a majority of vegetative cover is persistent Scirpus spp, then 

Palustrine Scirpus Persistent Wetland (3.1.4.2)
Else if a majority of vegetative cover is persistent Sedges, then 

Palustrine Sedge Persistent Wetland (3.1.4.3)
Else if a majority of vegetative cover is persistent Phragmites spp, then 

Palustrine Phragmites Persistent Wetland (3.1.4.4)
Else Palustrine Emergent Mixed Wetland (3.1.4.5)

Else if (salinity due to ocean-derived salts is equal to or > 0.5%), then Estuarine 
Wetland (3.2)
If > or = 20% of nonwater ground cover is tree canopy that = or > 5 m in 

height, then Estuarine Forested Wetland (3.2.1)
Else if > or = 20% of nonwater ground cover is woody < 5 m in height, then 

Estuarine Scrub/Shrub Wetland (3.2.2)
If a majority (> or = 51%) of shrub cover is deciduous, then Estuarine 

Deciduous Shrub Wetland (3.2.2.1)
Else Estuarine Evergreen Shrub Wetland (3.2.2.2)
Else if > 50% plants growing and forming a continuous surface principally 

on or at the water surface, then Estuarine Aquatic Bed (3.2.3)
If a majority of vegetative cover is rooted vascular, then Estuarine 

Rooted Vascular Aquatic Bed (3.2.3.1)
Else if a majority of vegetative cover is algal, then Estuarine Algal 

Aquatic Bed (3.2.3.2)
Else Estuarine Emergent Wetland (3.2.4)

If majority of vegetative cover is low marsh Spartina spp, then 
Estuarine Emergent Spartina Wetland (3.2.4.1)

Else if majority of vegetative cover is low marsh Juncus spp, then 
Estuarine Emergent Juncus Wetland (3.2.4.2)

Else if majority of vegetative cover is high marsh Salicornia spp, then 
Estuarine Emergent Salicornia Wetland (3.2.4.3)

Else if majority of vegetative cover is nonpersistent, then Estuarine 
Emergent Non-persistent Wetland (3.2.4.4)

Else if land area is characterized by herbaceous vegetation that has been 
planted or is intensely managed for the production of food, feed, or fiber, 
then Cultivated Land (4)

Else if land area is characterized by grasses, legumes, or grass-legume mixtures 
planted for livestock grazing or the production of seeds or hay crops, then 
Pasture/Hay (5)

Else if land area is > 50% tundra vegetation, then Tundra (6)
Else if land area is > 75% snow/ice throughout the year, then Snow/Ice (7)
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Else if land area is > 85% covered with bare rock, gravel, sand, silt, clay, or 
other earthen materials, then Undeveloped Bare Land (8)

If characterized by intertidal, or intermittently flooded areas (mud flats), then 
Unconsolidated Shore (8.1)

Else Bare Land (8.2)
Else if tree canopy (woody vegetation) > 20% of land area and tree canopy 

(woody vegetation) > or = 5 m tall, then Forest (9)
If tree canopy (woody vegetation) > or = 75% deciduous, then Deciduous 

Forest (9.1)
Else if tree canopy > or = 75% evergreen, then Evergreen Forest (9.2)
Else Mixed Forest (9.3)
Else if tree canopy (woody vegetation) > 20% of land area and tree canopy ≤ 5 m 

tall, then Shrub/Scrub (10)
Else Grassland (11)   
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11 Advanced Topics

This chapter begins with a discussion of change detection accuracy assessment. The com-
plexities of conducting such an assessment are presented along with the formulation of the 
change detection error matrix. A key issue in any change detection accuracy assessment 
is the realization that change is a rare event and sampling must occur to specifically deal 
with this issue. While it is possible to create a change detection error matrix, it requires 
a tremendous amount of work. A compromise two-step method is proposed and demon-
strated that may provide a more practical approach to assessing the accuracy of change. 
The chapter concludes with a short discussion of multilayer accuracy assessment.

Change DeteCtion

An increasingly popular application of remotely sensed data is for use in change 
detection. Change detection is the process of identifying differences in the state of an 
object or phenomenon by observing it at different times (Singh, 1989). Four aspects 
of change detection are important: (1) detecting that changes have occurred, (2) iden-
tifying the nature of the change, (3) measuring the areal extent of the change, and (4) 
assessing the spatial pattern of the change (Brothers and Fish, 1978; Malila, 1985; 
Singh, 1986). Techniques to perform change detection with digital imagery have 
become numerous because of increasing versatility in manipulating digital data, 
better image analysis software, and increasing computing power. Change detection 
accuracy assessment is an important component of any change analysis project.

Assessing the accuracy of a single date or one point in time (OPIT) thematic map 
generated from remotely sensed data as presented in this book is a complex but attain-
able endeavor. In addition to the complexities associated with a single-date accuracy 
assessment of remotely sensed data, change detection presents even more difficult and 
challenging issues to consider. The very nature of change detection makes quantitative 
analysis of the accuracy difficult. For example, how does one obtain reference data for 
images that were taken in the past? How does one sample enough areas that will change 
in the future to have a statistically valid assessment? Which change detection technique 
will work best for a given change in the environment? Positional accuracy also plays a 
big role in change detection. It is critical to determine if an increase in size or shape of an 
area has actually occurred or if the apparent change is simply due to a positional error. 
Figure 11.1 is a modification of the sources of error figure for a single-date assessment 
presented early on in this book (Chapter 2, Figure 2.5) and shows how complicated the 
error sources get when performing a change detection. Most of the studies on change 
detection conducted up to now do not present quantitative results of their work, which 
makes it difficult to determine which method should be applied to a future project.

The following section presents the topics to be considered when preparing to per-
form a change detection accuracy assessment. There are three critical components 
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that must be considered in any change detection accuracy assessment. These are (1) 
reference data, (2) sampling, and (3) the change detection error matrix.

RefeRence Data

A collection of valid reference data is central to any accuracy assessment, whether 
it is a single-date assessment or for evaluating a change detection. Let us imagine 
conducting a change detection project in 2008 by comparing a vegetation/land cover 
map generated from 1998 Landsat Thematic Mapper (TM) imagery (call this time 1) 
with another map generated from 2008 TM imagery (call this time 2). Let us further 
suppose that the classification scheme used for both maps is the same because we cre-
ated both maps. Reference data for evaluating the 2008 map could be collected on the 
ground in 2008 or even 2009 and still be considered valid. However, how can reference 
data for assessing the 1998 map and, therefore, the change detection, be obtained?

There are a few possible answers. The most probable answer is that there are no 
reference data available and really no way to assess the change. Second, there might 
be some aerial photography of the area that was acquired around the same time as 
the 1998 TM imagery. Of course, scale is an issue here. If the photos are of such 

Figure 11.1 Sources of error in a change detection analysis from remotely sensed data. 
(Reproduced with permission from the American Society for Photogrammetry and Remote 
Sensing, from Congalton R.G. 1996. Accuracy assessment: A critical component of land 
cover mapping, in Gap Analysis: A Landscape Approach to Biodiversity Planning. A peer-
reviewed proceedings of the ASPRS/GAP Symposium. Charlotte, NC, pp. 119–131.)
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small scale that sufficient detail cannot be accurately interpreted from them given 
the classification scheme used in the mapping project, then the photos cannot be used 
to provide reference data. Even if the scale is sufficient, photo interpretation is sub-
ject to error and the reference data may be flawed. Third, there may be some ground 
inventory of the area in question that can be used as reference data. This third possi-
bility is extremely slim. Therefore, the lack of valid reference data is often a limiting 
factor when attempting to conduct a change detection accuracy assessment.

Sampling

There is one overriding issue that must be considered when sampling for change 
detection accuracy assessment that is beyond the sampling issues already presented 
in this book for a single-date assessment. Failure to consider this issue dooms the 
assessment to a wasted effort. It must be remembered that change is a rare event. 
Under normal circumstances, it would be unusual for more than 10% of a given area 
to change in a 5–10 year period. More likely, the change would be closer to 5%. In 
extreme cases, high change rates like 20% are possible. Of course, in certain cata-
strophic situations, change may be even higher.

Now consider sampling to find the change areas. Using a random sampling 
approach, even in a map with high change rates (20%), on average only 2 out of 
10 samples will find any change. In the more usual case, it could take up to 20 
samples before an area that has changed is found. Given the time and effort to col-
lect samples for accuracy assessment, this sampling in the nonchange areas must be 
avoided. Stratification of the area to prioritize sampling in the change areas should be 
employed. However, exactly how to delineate these strata is not always obvious. If all 
the change areas were known, then no new map of change would be needed.

Fortunately, for many applications, logic or experience dictates the likely places 
for change to occur. For example, urban change occurs in areas around existing 
urban centers. It is extremely rare to find a new city built in the middle of nowhere. 
Sampling for urban change in a buffer zone around an urban center increases your 
chances of finding it when compared to a randomly placed sample. In this scenario, 
taking some portion of your sample in high-priority areas makes sense. Macleod and 
Congalton (1998) conducted a change detection accuracy assessment for monitor-
ing eel grass change in Great Bay, New Hampshire. Because change is such a rare 
event, it was necessary to proportionally allocate more sampling effort to areas where 
change was more likely to happen. In this example, for mapping eel grass, we know 
that it is very unlikely that eel grass will grow in the channel (i.e., the deep water 
areas). Sampling should be limited in the channel. On the other hand, the eel grass 
is more likely to expand around existing eel grass beds and in shallow areas where 
no eel grass currently grows. The sampling effort should be increased in these areas. 
Therefore, we modified our sampling efforts in the following ways: (1) Only 10% 
of our sampling effort occurred in the deep water areas, (2) 40% of our sampling 
effort was dedicated to a buffer area within one sample grid (i.e., pixel) of existing 
eel grass, and (3) 50% of our sampling effort was dedicated to shallow areas where 
new eel grass seedlings could occur. In this way, the sampling was designed to find 
the change areas (Congalton and Brennan, 1998).
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There are many other factors to consider when sampling for change detection 
accuracy assessment. However, failure to note that change is a rare event influences 
all these other factors and must be considered first.

change Detection eRRoR matRix

In order to apply established accuracy assessment techniques to change detection, 
the standard single-date classification error matrix needs to be adapted to a change 
detection error matrix as proposed by Congalton and Macleod (1994) and Macleod 
and Congalton (1998). This new matrix has the same characteristics of the single-
date classification error matrix, but also assesses errors in changes between two time 
periods (between time 1 and time 2) and not simply a single classification.

Table 11.1 reviews a single-date error matrix and the associated descriptive sta-
tistics: overall, producer’s, and user’s accuracies that have already been presented in 
this book. This single-date error matrix is for three vegetation/land cover categories 
(F = Forest, U = Urban, and W = Water). The matrix is of dimension 3 × 3. The y-axis 
of the error matrix represents the three vegetation/land cover categories as derived 
from the remotely sensed classification (i.e., the map) and the x-axis shows the three 
categories identified in the reference data.

The major diagonal of this matrix is highlighted and indicates correct classifica-
tion. In other words, when the classification indicates the category was F and the 
reference data agrees that it is F, then the [F, F] cell in the matrix is tallied. The same 
logic follows for the other categories: U and W. Off-diagonal elements in the matrix 
indicate the different types of confusion (called omission and commission errors) 

table 11.1
an example of a Single-Date (one Point in time) error Matrix 
Showing overall, user’s, and Producer’s accuracies

reference Data

C
la

ss
ifi

ed
D

at
a

F u W
row
total land Cover Categories

F 40 9 8 57  F = Forest
 U = Urban
W = Water

OVERALL ACCURACY
= 40 + 15 + 20
= 75/100 = 75%

u 1 15 5 21

W  1  1 20 22

Column
total

42 25 33 100

ProDuCer’S aCCuraCY uSer’S aCCuraCY

F   = 40/42  = 95% F   = 40/57 = 70%
U  = 15/25  = 60% U  = 15/21 = 71%
W = 20/33  = 61% W = 20/22 = 91%
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that exist in the classification. Omission error occurs when an area is omitted from 
the correct category. Commission error occurs when an area is placed in the wrong 
category. This information is helpful in guiding the user to where the major problems 
exist in the classification.

The top part of Figure 11.2 shows a change detection error matrix generated for 
the same three vegetation/land cover categories (F, U, and W). Note, however, that 
the matrix is no longer of dimension 3 × 3, but rather 9 × 9. This is because we are 
no longer looking at a single classification, but rather a change between two different 
maps generated at different times. Remember, in a typical error matrix, there is one 
row and column for each map category. However, in assessing change detection, the 
error matrix is: the size of the number of categories squared. Therefore, the question 

Figure 11.2 A change error matrix for the same three map categories (Forest, Urban, 
Water) as the single-date matrix and the collapsed no change/change matrix. (Reproduced 
with permission from the American Society for Photogrammetry and Remote Sensing, from 
Congalton R.G. 1996. Accuracy assessment: A critical component of land cover mapping, in 
Gap Analysis: A Landscape Approach to Biodiversity Planning. A peer-reviewed proceed-
ings of the ASPRS/GAP Symposium. Charlotte, NC, pp. 119–131.)
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of interest is: What category was this area at time 1 and what is it at time 2? The 
answer has 9 possible outcomes for each axis of the matrix (F at time 1 and F at time 
2, U at time 1 and U at time 2, W at time 1 and W at time 2, F at time 1 and U at 
time 2, F at time 1 and W at time 2, U at time 1 and F at time 2, U at time 1 and W 
at time 2, W at time 1 and F at time 2, or W at time 1 and U at time 2), all of which 
are indicated along the rows and columns of the error matrix. It is then important 
to note what the remotely sensed data said about the change and compare it to what 
the reference data indicates. This comparison uses precisely the same logic as for 
the single classification error matrix; it is just complicated by the two time periods 
(i.e., the change). Again, the major diagonal indicates correct classification, while the 
off-diagonal elements indicate the errors or confusion. The descriptive statistics (i.e., 
overall, user’s, and producer’s accuracies) can also be computed.

It is important to note that the change detection error matrix can also be simpli-
fied or collapsed into a 2 × 2 no change/change error matrix (bottom of Figure 11.2). 
The no change/change error matrix can be generated by summing the appropriate 
cells in the four sections of the complete change detection error matrix partitioned 
by the dotted lines. For example, to get the number of areas for which both the 
classification and reference data determined that no change had occurred between 
the two dates, you would simply sum all nine cells in the upper left box (the areas 
that did not change in either the classification or reference data). To summarize or 
collapse the cells in which change occurred in both the classification and reference 
data, you would sum the 36 cells in the lower right box. The other two cells in the 
no change/change matrix would be determined in a similar manner. From this no 
change/change error matrix, the analysts can easily determine if a low accuracy was 
due to a poor change detection technique, misclassification, or both.

It should be obvious to the reader that performing a change detection accuracy 
assessment is a very complex undertaking. By simply scaling the single-date assess-
ment methodology, the size of the error matrix increases, as does the number of 
samples required for the assessment. In the example error matrix for a single-date, 
three-class map (Chapter 10, Table 10.1), 150 samples (3 classes × 50 samples/class) 
are required. By adding a second time period, the number of samples grows to 
450 (9 change classes × 50 samples/class). If a single-date mapping project had 10 
classes, the required sample size would be 5000 (10 × 10 × 50 samples per class) 
samples. Since not all changes are logical within a given period of time (e.g., one 
would not expect water to become forest in 5 years), that number would likely be 
smaller, but the number of required samples is still much greater than for a single-
date accuracy assessment and probably not feasible under most time and budget 
conditions.

Therefore, while it may not be possible to perform a complete change detec-
tion accuracy assessment and generate a change detection error matrix for every 
change detection project, it is still relevant to try to answer the following two ques-
tions: (1) How accurate have the areas that have changed between time 1 and time 
2 been mapped? and (2) How well was the change captured? To answer these ques-
tions, the change detection accuracy assessment process can be divided into two 
steps instead of using a single assessment and the change detection error matrix 
approach.
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two-Step appRoach to change Detection accuRacy aSSeSSment

If it is not possible to use the change detection error matrix approach to perform 
your change detection accuracy assessment, then you may wish to use this two-step 
approach. This method does not allow you to obtain the accuracy of all the change 
classes (e.g., the map was forest in time 1 and is now residential in time 2; from 
forest to residential), but it does provide for assessing the accuracy of the areas that 
changed in time 2 and to assess how well the overall changes were captured.

The first step in this process is to assess the accuracy of just the areas that changed 
between the two time periods in question. In other words, conduct a single-date 
accuracy assessment only on the areas that changed between time 1 and time 2. The 
sampling procedure is similar to that of a traditional single-date accuracy assess-
ment with the requisite number of samples per land cover class selected using a 
chosen sampling strategy from the map area. However, in this case, only areas clas-
sified as change (i.e., the map class is different in time 2 than it was in time 1) are 
used to select the samples. The accuracy assessment only needs to be conducted for 
the change areas for time 2 because the rest of the map has the same accuracy as the 
map did in time 1 for all the areas that did not change.

The second step in this process is simply a change/no change validation. This step 
is similar to collapsing the change detection error matrix to the change/no change 
(2 × 2) matrix presented at the bottom of Figure 11.2. The difference here is that 
instead of having to sample to fill in the entire change detection error matrix, the 
sampling is performed to only assess the change/no change. Treating the map as a 
binary or two-class scheme (change/no change) requires a simpler sampling tech-
nique than the multinomial situation of a complete change detection error matrix. 
Since we are working with a two-case situation where we only wish to know whether 
the classification is change or no change, we can use the binomial distribution to 
calculate the sample size. Ginevan (1979) introduced this sampling method to the 
remote sensing community and concluded that:

The method should have a low probability of accepting a map of low accuracy.•	
It should have a high probability of accepting a map of high accuracy.•	
It should require a minimum number of samples.•	

Computing the sample size for the binomial approach requires the use of a look-up 
table that presents the required sample size for a given minimum error and a desired 
level of confidence. For example, a map with a chosen accuracy of 90% (10% error) 
and using a 95% confidence level (at 95%, we run the risk of a 1 in 20 chance that 
we reject a map that is actually correct), the minimum number of samples required 
for the assessment is 298. Given this sample size, the map is rejected as inaccurate if 
more than 21 samples are misclassified.

Therefore, this two-step approach is quite effective. While not producing a 
complete change detection error matrix or assessing the accuracy of each change 
(to–from) class, it does provide a means of assessing the accuracy of the labeling 
(thematic accuracy) of the areas that changed between the two time frames. In 
addition, an assessment of whether or not the change is accurately captured can be 
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generated using the binomial change/no change approach. These two steps are con-
siderably easier and require significantly less time, money, and resources than using 
the change detection error matrix approach. However, if the required resources are 
available, the change detection error matrix provides the most information about the 
change analysis and is the recommended approach to use.

caSe StuDy

This case study details the change detection accuracy assessment for the Kentucky 
Landscape Census (KLC), National Land Cover Dataset (NLCD) update from 2001 
to 2005. Appendix 11.1 presents a list of the land cover classes and a brief descrip-
tion of each. It was not possible in this project, due to limited time and resources, to 
collect enough data to generate a change detection error matrix. Instead, the goal for 
this change analysis was to assess the accuracy of the change classification (the areas 
that were changed between 2001 and 2005) and to determine how well change, in 
general, was captured between the two dates.

To accomplish this task, the accuracy assessment was completed in two steps. 
First, the 2005 change areas were assessed as a single-date land cover map. Validation 
samples were collected by interpreting high-resolution imagery collected within 
a year of the 2005 Landsat imagery (NLCD classification). Generating an error 
matrix with at least 30 samples per class, the overall map accuracy was computed as 
well as the omission and commission error rates for each individual thematic class 
within the map. Second, a change mask was assessed as a binary change/no change 
map. Samples were collected using a stratified random selection approach within 
Kentucky. To limit the selection area to areas of likely change, various strata layers 
were created to prioritize the selection of the samples. By conducting the assessment 
in these two separate steps, the following questions were answered: How accurate is 
the 2005 change map and how well was land cover change captured?

Step 1: accuracy of the Change areas

The first step in the change detection accuracy assessment was to assess the accuracy 
of the areas that changed as a separate, single-date map. The sampling procedure 
is similar to that of any traditional accuracy assessment with between 30 and 50 
samples per land cover class randomly selected from the mapping area. However, in 
this case, only areas classified as change between 2001 and 2005 were used to draw 
samples, and only the 2005 classification was assessed. The reference data for this 
time period was 1 m color imagery from the National Agricultural Imagery Program 
(NAIP). Complete coverage for all of Kentucky was available from NAIP.

The results of the accuracy assessment of the 2005 change areas are presented 
in error matrix form in Table 11.2. Inspection of the error matrix shows that not all 
classes were assessed for accuracy and included in the error matrix. While all classes 
in the USGS classification scheme (Appendix 11.1) were classified, the bulk of the 
change occurred in only some of the land cover classes. Changes to cover types such 
as wetland features or forest regrowth classes did not occur in sufficient amounts 
and, therefore, too few samples were available with which to assess the accuracy of 
these classes.

55127_C011.indd   166 11/7/08   3:17:12 PM



Advanced Topics 167
ta

b
le

 1
1.

2
er

ro
r 

M
at

ri
x 

Sh
ow

s 
th

e 
a

cc
ur

ac
y 

of
 t

he
 2

00
5 

C
ha

ng
e 

a
re

as

r
eF

er
en

C
e

U
se

r’
s 

A
cc

ur
ac

ie
s

  
  

 L
A

B
E

L
S

Water

Developed 
Open Space

Developed Low 
Intensity

Developed 
Medium Intensity

Developed High 
Intensity

Bare Land

Shrub

Grassland

D
et

er
m

in
is

tic
To

ta
ls

D
et

er
m

in
is

tic
A

cc
ur

ac
ie

s
Fu

zz
y

To
ta

ls
Fu

zz
y

A
cc

ur
ac

ie
s

M a P

 W
at

er
15

0,
0

0,
0

0,
0

0,
0

0,
4

0,
0

0,
0

15
/1

9
78

.9
%

15
/1

9
78

.9
%

 D
ev

el
op

ed
 O

pe
n 

Sp
ac

e
0,

0
9

21
,1

4,
0

0,
0

2,
5

0,
0

1,
2

9/
45

20
.0

%
37

/4
5

82
.2

%

 D
ev

el
op

ed
 L

ow
 I

nt
en

si
ty

0,
0

4,
0

24
3,

0
1,

1
1,

3
0,

0
0,

1
24

/3
8

63
.2

%
33

/3
8

86
.8

%

 D
ev

el
op

ed
 M

ed
iu

m
 I

nt
en

si
ty

0,
0

0,
0

4,
0

5
1,

0
0,

3
0,

0
0,

0
5/

13
38

.5
%

10
/1

3
76

.9
%

 D
ev

el
op

ed
 H

ig
h 

In
te

ns
ity

0,
0

0,
0

2,
0

0,
0

11
0,

0
0,

0
0,

0
11

/1
3

84
.6

%
13

/1
3

10
0.

0%

 B
ar

e 
L

an
d

0,
0

0,
0

1,
2

0,
1

0,
0

49
0,

0
1 ,

0
49

/5
4

90
.7

%
51

/5
4

94
.4

%

 S
hr

ub
0,

0
0,

1
0,

1
0,

0
0,

0
0,

6
31

,0
19

,1
2

31
/6

1
50

.8
%

50
/6

1
82

.0
%

 G
ra

ss
la

nd
0,

0
1,

0
0,

0
0,

0
0,

0
9,

18
0,

2
40

,0
40

/7
0

57
.1

%
50

/7
0

71
.4

%

 P
ro

du
ce

r’
s 

 A
cc

ur
ac

ie
s

 D
et

er
m

in
is

tic
 T

ot
al

s
15

/1
5

9/
15

24
/5

6
5/

13
11

/1
4

49
/1

00
31

/3
3

40
/7

6

 D
et

er
m

in
is

tic
 A

cc
ur

ac
ie

s
10

0.
0%

60
.0

%
42

.9
%

38
.5

%
78

.6
%

49
.0

%
91

.7
%

52
.6

%
O

ve
ra

ll 
A

cc
ur

ac
ie

s

 F
uz

zy
 T

ot
al

s
15

/1
5

14
/1

5
52

/5
6

12
/1

3
13

/1
4

61
/1

00
31

/3
3

61
/7

6
D

et
er

m
in

is
ti

c
Fu

zz
y

  
Fu

zz
y 

A
cc

ur
ac

ie
s

10
0.

0%
93

.3
%

92
.9

%
92

.3
%

92
.9

%
61

.0
%

91
.7

%
80

.3
%

18
4/

31
3

58
.8

%
25

0/
31

3
79

.9
%

 

55127_C011.indd   167 11/7/08   3:17:12 PM



168 Assessing the Accuracy of Remotely Sensed Data: Principles and Practices

The overall deterministic accuracy for the 2005 change areas is 58.8%, and the 
fuzzy accuracy is 79.9%. The 21.1% difference between deterministic and fuzzy 
accuracies can be attributed to two similar effects. Much of the increases in fuzzy 
accuracy are related to class confusion within the developed classes and a separate 
but similar confusion between grassland and shrub land. The four developed classes 
are defined by the percentage of impervious surface in each class:

Developed, Open: 0–25%•	
Developed, Low Intensity: 26–50%•	
Developed, Medium Intensity: 51–75%•	
Developed, High Intensity: 76–100%•	

While this division results in well-defined class boundaries, there is a degree of uncer-
tainty associated with the percent impervious map that translates to the final classifi-
cation. As the pixels in the percent impervious map are assigned through a statistical 
regression analysis technique, a degree of error is associated with each estimated value, 
generally ±10%. This results in pixels within less than 10% of the class boundaries 
potentially being in two developed categories. For example, a pixel with a value of 55% 
would be categorized as “Developed, Medium Intensity”; however, by factoring in the 
degree of uncertainty with the estimate, it could also be categorized as “Developed, 
Low Intensity.” For the purposes of this accuracy assessment, a developed accuracy 
point was given a fuzzy interpretation if, by factoring in the degree of uncertainty, it 
satisfied the categorization criteria for more than one developed class. The predomi-
nance of the developed categories in the final map and their inherent uncertainty con-
tribute to the variance between the deterministic and fuzzy estimates.

Similar confusion between grass and shrub is the second major contributor to 
the difference between the deterministic and fuzzy accuracies. These classes are 
rarely found naturally in Kentucky. Instead, the two classes more often represent a 
transition or succession of vegetation growth after a disturbance related to forestry 
or mining. Determining the amount of shrub to grass vegetation based on the hard 
class breaks leads to fuzziness in some accuracy calls.

Step 2: Change/no Change assessment

Treating the map as a binary scheme (change/no change) requires a simpler sampling 
technique than generating a complete change detection error matrix with all the 
“from” and “to” classes. We can use a binomial distribution to calculate the sample 
size (Ginevan, 1979). A simple look-up table can be used to determine the required 
sample size for a given minimum error and a desired level of confidence. For a map 
accuracy of 90% and using a 95% confidence level (at 95%, we run the risk of a 1 
in 20 chance that we reject a map that is actually correct), the minimum number of 
samples required is 298, with the map being rejected as not meeting the accuracy 
standard if more than 21 are misclassified.

In order to compensate for the rarity of change within the landscape, an approach 
was designed that employed five strata layers to increase the sampling to areas of 
likely change. The first stratum is called the change mask and incorporates all the 
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areas indicated to have changed by the image analysis change methodology used in 
this project. Thirty percent of the sampling was performed within the change mask. 
The second area sampled was a buffer surrounding the change mask. It is expected 
that change will occur near change, so it follows that sampling should occur around the 
change areas. Twenty-five percent of the samples were taken in this buffer area around 
the change mask. A third stratum used for another 25% of the sampling included those 
areas indicated by spectral analysis of the two images as changed. Fourth, 10% of the 
samples were allocated to those map classes that had the highest amounts of change. 
In other words, sampling was increased for those map categories for which significant 
change occurred between 2001 and 2005. Finally, the last 10% of the sampling was 
allocated to the rest of the map. Table 11.3 presents a summary of the sampling alloca-
tion by strata along with the number of samples taken in each stratum.

The overall accuracy for the change/no change assessment was 96% (Table 11.4). 
Seven samples were labeled “change” on the map, but were not “change” on the 

table 11.3
Sampling breakdown based on Strata layer

Strata layer
Percentage of total 

Samples number of Samples

Change mask 30 88
Distance from change mask 25 75
Spectral magnitude 25 75
Probability of change 10 30
Remaining unsampled area 10 30

 

table 11.4
Final Change/no Change Matrix

reFerenCe

Change No Change              Producer’s Accuracies

M
a
P

Change 75 7

totals
75/82

accuracies
92%

No Change 6 210 210/216 97%

User’s Accuracies
Totals 75/81 210/217 Overall Accuracy
Accuracies 93% 97% 285/298 96.0%
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reference data whereas 6 samples were labeled “no change” on the map but actually 
did change. Only 13 total errors were found. Given the binomial sampling selected 
with a desired map accuracy of 90% and a 95% confidence level, 21 errors were 
permitted. Therefore, this map was accurate at the 90% level, and the error matrix 
shows the true accuracy to be 96%.

Determining the accuracy of the KLC change map was a critical component of 
this project. The process demonstrated by this case study was designed to assess the 
accuracy of the change areas on the 2005 map and evaluate how well change was 
captured between 2001 and 2005. It was not possible, in this project, to conduct a 
full change detection accuracy assessment and generate a change detection error 
matrix. This two-step approach is an effective compromise when the available time 
and resources do not permit a full assessment. These results show that change was 
captured with a success rate of 96%.

While the deterministic accuracy assessment is low at 58.8%, the fuzzy assess-
ment of the classification shows a favorable overall classification accuracy of 79.9%.

MultilaYer aSSeSSMentS

Everything that has been presented in the book up to this point, with the exception 
of the last section on change detection, has dealt with the accuracy of a single map 
layer. However, it is important to at least mention multilayer assessments. Figure 11.3 

Figure 11.3 The range of accuracies for a decision made from combining multiple layers 
of spatial data.

MAP LAYER ACCURACY
90%

90%

90%

90%

LAND USE

VEGETATION

STREAMS

ELEVATION

RESULTING MAP
(Wildlife habitat suitability)

Accuracy range 66%‒90%

A
A

C

B
D
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demonstrates a scenario in which four different map layers are combined to produce 
a map of wildlife habitat suitability. In this scenario, accuracy assessments have been 
performed on each of the map layers; each layer is 90% accurate. The question is, 
how accurate is the wildlife suitability map?

If the four map layers are independent (i.e., the errors in each map are not cor-
related), then probability tells us that the accuracy would be computed by multiply-
ing the accuracies of the layers together. Therefore, the accuracy of the final map 
is 90% × 90% × 90% × 90% = 66%. However, if the four map layers are not inde-
pendent but completely correlated with one another (i.e., the errors are in the exact 
same place in all four layers), then the accuracy of the final map is 90%. In reality, 
neither of these cases is very likely. There is usually some correlation between the 
map layers. For instance, vegetation is certainly related to proximity to a stream 
and also to elevation. Therefore, the actual accuracy of the final map could only be 
determined by performing another accuracy assessment on this layer. We do know 
that this accuracy will be between 66 and 90%, and will probably be closer to 90% 
than to 66%.

One final observation should be mentioned here. It is quite an eye-opener that 
using four map layers, all with very high accuracies, could result in a final map of 
only 66%. On the other hand, we have been using these types of maps for a long time 
without any knowledge of their accuracy. Certainly, this knowledge can only help us 
to improve our ability to effectively use spatial data.

aPPenDix 11.1

claSS DeScRiptionS of the 2005 nlcD lanD coveR

 
task Duration

Open Water All areas of open water, generally with less than 25% cover of 
vegetation or soil.

Developed, Open Space Includes areas with a mixture of some constructed materials, but mostly 
vegetation in the form of lawn grasses. Impervious surfaces account 
for less than 20% of total cover. These areas most commonly include 
large-lot single-family housing units, parks, golf courses, and 
vegetation planted in developed settings for recreation, erosion control, 
or aesthetic purposes.

Developed, Low Intensity Includes areas with a mixture of constructed materials and vegetation. 
Impervious surfaces account for 20–49% of total cover. These areas most 
commonly include single-family housing units.

Developed, Medium 
Intensity

Includes areas with a mixture of constructed materials and vegetation. 
Impervious surfaces account for 50–79% of the total cover. These 
areas most commonly include single-family housing units.

Developed, High Intensity Includes highly developed areas where people reside or work in high 
numbers. Examples include apartment complexes, row houses, and 
commercial/industrial. Impervious surfaces account for 80 to 100% of 
the total cover.
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Bare Land Barren areas of bedrock, scarps, talus, slides, volcanic material, glacial 
debris, sand dunes, strip mines, gravel pits, and other accumulations of 
earthen material. Generally, vegetation accounts for less than 15% of 
total cover.

Deciduous Forest Areas dominated by trees generally more than 5 m tall, and greater than 
20% of total vegetation cover. More than 75% of the tree species shed 
foliage simultaneously in response to seasonal change.

Evergreen Forest Areas dominated by trees generally more than 5 m tall, and greater than 
20% of total vegetation cover. More than 75% of the tree species 
maintain their leaves all year. Canopy is never without green foliage.

Mixed Forest Areas dominated by trees generally more than 5 m tall, and greater than 
20% of total vegetation cover. Neither deciduous nor evergreen species 
are greater than 75% of total tree cover.

Scrub Shrub Areas dominated by shrubs less than 5 m tall with shrub canopy 
typically greater than 20% of total vegetation. This class includes true 
shrubs, young trees in an early successional stage, or trees stunted 
from environmental conditions.

Grassland Herbaceous Areas dominated by Grammanoid or herbaceous vegetation, generally 
greater than 80% of total vegetation. These areas are not subject to 
intensive management such as tilling, but can be utilized for grazing.

Pasture Hay Areas of grasses, legumes, or grass–legume mixtures planted for 
livestock grazing or the production of seed or hay crops, typically on a 
perennial cycle. Pasture/hay vegetation accounts for greater than 20% 
of total vegetation.

Cultivated Crop Areas used for the production of annual crops, such as corn, soybeans, 
vegetables, tobacco, and cotton, and also perennial woody crops such 
as orchards and vineyards. Crop vegetation accounts for greater than 
20% of total vegetation. This class also includes all land being actively 
tilled.

Woody Wetland Areas where forest or shrubland vegetation accounts for 25–100% of 
the cover and the soil or substrate is periodically saturated with or 
covered with water.

Emergent Herbaceous 
Wetland

Areas where perennial herbaceous vegetation accounts for 75–100% of 
the cover and the soil or substrate is periodically saturated with or 
covered with water.
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Color Figure 10.2 Project area boundary over Florida physiographic groups.
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Color Figure 5.5 Mixed forest accuracy assessment reference polygon (in turquoise) 
over the map polygons of evergreen, mixed, and deciduous forest. Determining the map label 
of the accuracy assessment polygon, when the polygon intersects with multiple map classes, 
can be problematic.
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Color Figure 10.3 Detailed area of the case study including the quickbird multispectral 
imagery and the final map.
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