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PREFACE

This book is divided into four parts. The introduction (Part I) provides the
physical background of the geophysical models that are analyzed in this book
from a mathematical viewpoint.

Part II is devoted to a self-contained proof of the existence of weak (or strong)
solutions to the incompressible Navier–Stokes equations.

Part III deals with the rapidly rotating Navier–Stokes equations, first in
the whole space, where dispersion effects are considered. Then the case where
the domain has periodic boundary conditions is considered, and finally rotating
Navier–Stokes equations between two plates are studied, both in the case of
horizontal coordinates in R2 and periodic.

In Part IV the stability of Ekman boundary layers, and boundary layer
effects in magnetohydrodynamics and quasigeostrophic equations are discussed.
The boundary layers which appear near vertical walls are presented and form-
ally linked with the classical Prandlt equations. Finally spherical layers are
introduced, whose study is completely open.
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PART I

General introduction

The aim of this part is to provide a short introduction to the physical theory
of rotating fluids, which is a significant part of geophysical fluid dynamics. This
chapter contains no rigorous results but rather gives a general overview of clas-
sical phenomena occurring in rotating fluids, in particular the propagation of
waves and of boundary layers in the neighborhood of horizontal and vertical
walls. It also makes links with mathematical results proved in this book and
gives some references to the physical literature (very abundant on this subject).

Meteorology and oceanography

Let us begin by simple computations of orders of magnitude. The typical amp-
litude of velocity in the ocean is a few meters per second (except in strong oceanic
currents like the Gulf Stream), and the typical size of an ocean is 5000 kilometers.
It therefore takes 50 days for a fluid particle to cross the ocean. Meanwhile the
Earth has made 50 rotations. As a consequence, if we want to study oceans at a
global level, the Coriolis force cannot be neglected. It is important in magnitude
and also for its physical consequences. Therefore all the models of oceanography
and meteorology dealing with large-scale phenomena include the Coriolis force.
Of course other physical effects are of similar importance, like temperature vari-
ations, salinity, stratification, and so on, but a first step in the study of more
complex models is to understand the behavior of rotating fluids. Many important
features of oceanic circulation can be explained by large rotation, like for instance
the intensification of oceanic currents near western coasts (the Gulf Stream near
the Gulf of Mexico, Kuroshio near Japan, and so on). It is striking to realize that
a model as simple as the incompressible Navier–Stokes equations together with
a large Coriolis term, with natural boundary conditions, is sufficient to recover
with quite good accuracy the large-scale oceanic circulation and to give a pre-
liminary explanation to strong currents! Of course precise explanations require
refined models, including topographical effects, stratification, for instance, to
predict the location where the Gulf Stream leaves the American shore.

So a first step is to neglect temperature, salinity, and stratification, and to
consider only Navier–Stokes equations for incompressible fluids. Note that at
these scales, compressibility effects can be completely dismissed: we are not con-
cerned with sound effects, and the speed of air or water at large scales is so small
that the Mach number is almost 0 and the assumption of incompressibility is
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fully justified. Another way to justify the incompressibility condition is to derive
it from so-called “primitive equations” after a change of vertical coordinates
(pressure coordinates). We will not detail this point here. Moreover, the speed
of rotation of the Earth can be considered as a constant on the time-scales con-
sidered (a few months or a few years). In that case, up to terms which we write
as gradients, the Coriolis force reduces to 2ω ∧ u where ω denotes the rotation
vector, which will be taken along the x3-direction, and u the velocity of the fluid.
The equations are then the so-called Navier–Stokes–Coriolis equations (NSCε),
written in a non-dimensional way (for the sake of simplicity, we will set in the
whole book the characteristic length to one)

(NSCε)




∂tu+ u · ∇u− ν∆u+

e3 ∧ u

ε
+∇p = f

div u = 0,

in a domain Ω (with boundary conditions to be made precise later on). In these
equations, u denotes the velocity of the fluid, p its pressure, e3 the unit vector in
the x3-direction, ν the rescaled viscosity and ε−1 the rescaled speed of rotation,
and f a forcing term (heating, gravity, and so on). The parameter ε is called
the Rossby number, and is a small parameter, usually of order 10−1 to 10−3.
The high rotation limit corresponds to the regime when ε tends to 0, possibly
with a link between ν and ε. In physical situations, ν is of order ε and we assume
that ν = βε where β is fixed. As a matter of fact, the limit ε tends to 0 with
fixed ν leads to u = 0, which is not very interesting: the fluid is immediately
stopped (see the section below on Ekman layers).

In real situations, however, the fluid is turbulent and ν no longer denotes
the molecular kinematic viscosity of the fluid, but rather a turbulent viscosity,
measured from the speed of diffusion of tracers for instance. This is of course a
very crude approximation of turbulent phenomena. In particular, it does not take
into account the anisotropy created by large rotation. The Coriolis force creates
an asymmetry between horizontal and vertical motions, vertical motion being
penalized. This induces an anisotropy in the turbulent behavior, the horizontal
turbulence being more important than the vertical turbulence. To take this effect
into account, it is usual in meteorology and oceanography to replace the −ν∆
term by −νh∆h − ν

V
∂2

3 where ∆h = ∂2
1 + ∂2

2 , νh denotes the horizontal viscosity
and ν

V
the vertical viscosity, and we state x = (xh, x3). Here and throughout

this text we have denoted xh = (x1, x2) and ∂i stands for ∂/∂xi. We take ν
V

of order ε, νh large compared to ν
V

and either νh tends to 0 with ε, or νh is
constant as ε goes to 0.

This is of course a fully unjustified turbulence model. More complicated mod-
els can be studied, where the viscosity is linked to the local shear, or where a
dynamical model for the energy of the small-scale flow is considered, like the k−ε
model.
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Let us now discuss the geometry of the domain. The natural domain would
be the oceans or the whole atmosphere. However to isolate the various phe-
nomena it is more interesting to begin with simple geometries like the whole
space R3, the periodic setting T3, between two plates R2 ×[0, 1] or T2 ×[0, 1],
or domains with vertical boundaries Ωh × [0, 1] where Ωh is a two-dimensional
domain. These domains already cover the stratification effect of rotation, iner-
tial waves, boundary layers, and Ekman pumping. To go further towards refined
models and to study the effect of curvature of the Earth, we should consider a
spherical shell R1 ≤ r ≤ R2 where R2 − R1 ≪ R1, or a part of it (see [47]).
This leads to the so-called β effect and to equatorial singularities. Topographical
effects can also be included (see below).

For a more detailed introduction we refer to the monographs of Pedlovsky
[103] and Greenspan [67].

Review of physical phenomena

The aim of this section is to describe various physical problems which arise in the
high-rotation limit of Navier–Stokes–Coriolis equations (NSCε) – in particular,
the two-dimensional limit constraint, Poincaré waves, and horizontal boundary
layers – and to refer to the corresponding mathematical results and chapters.

Taylor–Proudman columns

The first step in the study of rotating fluids (NSCε) is to verify that the only
way to control the Coriolis force as ε tends to 0 is to balance it with the pressure
gradient term. Hence in the limit, e3 ∧ u must be a gradient

e3 ∧ u = −∇p,

which leads to



−u2 =−∂1p
u1 =−∂2p
0=−∂3p.

In particular, the limit pressure p must be independent of x3, hence depends
only on t and xh. We see that u1 and u2 are also independent of x3, and that

∂1u
1 + ∂2u

2 = −∂1∂2p+ ∂2∂1p = 0.

In particular (u1, u2) is a two-dimensional, horizontal, divergence-free vector
field. On the other hand,

∂3u
3 = −∂1u

1 − ∂2u
2 = 0,

therefore u3 is also independent of x3. Physically, the fluid is limited by rigid
(fixed) boundaries or interfaces, from above or from below, which in general
leads to u3 = 0 (at least to first order in ε; this will be detailed later). In that
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case, the fluid has a two-dimensional behavior. Throughout this book we will
be working with vector fields which may depend on the vertical variable or not,
and which may have two components or three. In order to fix the terminology,
we will denote by a “horizontal vector field” any two-component vector field,
whereas a two-dimensional vector field will denote a vector field independent of
the vertical variable.

In physical cases, all the particles which have the same x1 and x2 have the
same velocity (u1(t, xh), u

2(t, xh), u
3(t, xh)). The particles of fluid move in ver-

tical columns, called Taylor–Proudman columns. That is the main effect of high
rotation and a very strong constraint on the fluid motion. First note that on the
boundary of the domain, where the velocity vanishes usually or is prescribed,
the x3 independence is violated. That leads to boundary layers which are invest-
igated below. Second, note that as the fluid is incompressible, the height of
Taylor–Proudman columns must be constant as time evolves.

If the domain of evolution is limited by two parallel planes a ≤ x3 ≤ b or
is periodic in x3 then columns move freely and in the limit of high rotation the
fluid behaves like a two-dimensional incompressible fluid (we forget for a while
the boundary layers).

If the domain of evolution is limited by two non-parallel planes (for instance
the domain defined by 0 ≥ x3 ≥ −x1), the motion is even more constrained. First
it has to be two-dimensional and horizontal. Second the columns must have a
constant height. Therefore the fluid moves in the x2-direction and the velocity
field is of the form (0, u2(t, xh), 0). By incompressibility we even have ∂2u

2 = 0
hence u2 depends only on t and x1! Of course such motion is too constrained
and is not of much interest.

If the domain of evolution is a sphere or an ellipsoid, then again the fluid
particles move along paths of constant height, which are closed circles or closed
ellipses. Again the motion is too constrained and not relevant in meteorology and
oceanography, but can be easily studied in laboratories (we refer to impressive
pictures in [67]).

That conclusion may seem strange at first glance since oceans have a non-
negligible topography, both in terms of amplitude (ranging from a few hundred
meters near shores to ten kilometers at most) and also through the influence
of global circulation. However we must keep in mind that the rotating Navier–
Stokes equations are a very crude model since they in particular neglect the
effects of stratification and density, of temperature and salinity. As a consequence
the effects of topography are amplified and exaggerated, and if we want to keep a
reasonable role for topography, we must study variations in heights of the domain
of order ε, or else the motion is completely constrained [103]. A typical domain
of evolution to study topography is therefore

Ωε = {−1 + εη(xh) ≤ x3 ≤ 0},
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where η is a smooth function. A domain of the form Ω = {η(xh) ≤ x3 ≤ 0} leads
to degenerate motions if η is not a constant independent of xh. Such domains
have been studied in [48] and will not be investigated in this book.

In conclusion, if Ω is the whole space R3 or in the periodic setting, the limit
flow is a two-dimensional, horizontal divergence-free flow u = (u1, u2). We shall
show later on that it simply satisfies the two-dimensional incompressible Euler
or Navier–Stokes equations. In the case of an isotropic viscosity −ν∆ when ν
goes to 0 with ε, the limit equation is simply the incompressible Euler system

(E)

{
∂tu+ u · ∇u+∇p = 0

div u = 0,

in two-dimensional space. That limit still holds in the case when the viscosity
is anisotropic and νh goes to 0 with ε. Finally, if νh is constant one finds the
incompressible Navier–Stokes system in two-dimensional space:

{
∂tu+ u · ∇u− νh∆hu+∇p = 0

div u = 0.

The proof will be detailed in Part III and requires the understanding of another
important physical phenomenon: the propagation of high-speed waves in the
fluid, which we will now detail.

Poincaré waves

In the previous section we have seen that the limit flow is two dimensional. That
is not always the case for general initial data (which may depend on x3) and
it remains to describe what happens to the three-dimensional part of the initial
data. Let us, in this paragraph, again forget the role of boundaries, and focus on
the whole space or on periodic cases. If we omit for a moment the non-linearity
of (NSCε) and the viscous terms, we end up with the Coriolis system

(Cε)




∂tv +

e3 ∧ v

ε
+

∇p
ε

= 0

div v = 0,

which turns out to describe the propagation of waves, called Poincaré waves,
or inertial waves. As we will see in the second section of Chapter 5, the
corresponding dispersion law relating the pulsation ω to the wavenumber
ξ ∈ R3 is

±ω(ξ) = ε−1 ξ3

|ξ| ·

Therefore the two-dimensional part of the initial data evolves according to two-
dimensional Euler or Navier–Stokes equations, and the three-dimensional part
generates waves, which propagate very rapidly in the domain (with a speed of
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order ε−1). The time average of these waves vanishes, like their weak limit, but
they carry a non-zero energy. Note that the wavenumbers of these waves are
bounded as ε tends to 0 and a priori no short wavelengths are created. On the
contrary, time frequencies are very large and go to infinity like ε−1 as ε goes to 0.

To gain some intuition about these waves, it is interesting to make a com-
parison with the incompressible limit of compressible Euler or Navier–Stokes
equations, in the isentropic case, to simplify. The compressible isentropic Euler
equations are as follows

(Ecomp)




∂tρ+ div (ρu) = 0

∂t(ρu) + div (ρu⊗ u) +
∇ργ
γε2

= 0,

where γ is a real number greater than 1. In this case, ε denotes the Mach number,
i.e. the ratio of the typical velocity of the fluid to the speed of sound. Here
the typical velocity is O(1) and the sound speed is of order ε−1. The Mach
number plays the role of the Rossby number. As ε goes to 0, formally, ∇ρ = 0
therefore ρ is a constant, say 1, and div u = 0. This gives the incompressible Euler
system (E), hence the limit flow has a constant density and is incompressible.
This is the analog of the two-dimensional property of the limit flow in the case
of rotating fluids. However, in general the initial data have a varying density and
the problem is not divergence-free. If we write ρ = 1+ ρ̃, forget all the non-linear
terms of (Ecomp) and set ε = 1 we get

{
∂tρ̃+ div u = 0

∂tu+ γ∇ρ̃ = 0,

which are exactly the equations of acoustic waves. Therefore, general initial data
split as the Mach number goes to 0 into an incompressible part (that is the
projection of u on divergence-free fields and of ρ on constants) evolving according
to the incompressible Euler equations, and a compressible part which creates
acoustic waves (with bounded spatial frequencies) with very high time frequency
(of order ε−1). The time average of acoustic waves is zero, but they carry a
non-vanishing part of the total energy in the general case. The incompressible
limit and the high rotation limit are therefore two highly linked problems, with
similar features, the first one being maybe more familiar to the reader. We refer
to [92],[93],[50], [41] and [42] for a mathematical justification of this limit.

Let us go back to the high rotation limit and to Poincaré waves. Those waves
propagate very fast in the domain. Therefore if the domain is unbounded they go
rapidly to infinity and in fact disappear. Only the x3 independent part remains
and solutions converge to solutions of two-dimensional Euler or Navier–Stokes
equations. At the mathematical level, this leads to the setup and use of Strichartz
type estimates on Poincaré waves, which are dispersive waves. This is detailed
in Part III, Chapter 5.
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If the domain is bounded, however, or if the flow is periodic, Poincaré waves
persist for long times, and interact not only with the limit two-dimensional flow,
but also with themselves. The first striking fact is that the interaction between
two Poincaré waves does not create x3 independent fields: the interaction of
waves does not affect the limit x3 independent field. In particular if we forget
the waves (by projection on x3 independent vector fields, or by time averaging,
or by approaching a weak limit), the limit x3 independent field satisfies Euler or
Navier–Stokes equations and is completely decoupled from the waves (which may
not be the case in the framework of low Mach number limit in non-homogeneous
fluids [19]). Next, interaction between the limit flow and Poincaré waves always
takes place, alters the waves and can be seen as a kind of “diffraction” by the
medium. Interaction between two Poincaré waves to create another Poincaré
wave, however, is less frequent: let us consider a periodic box of lengths a1, a2

and a3. A wave ξ interacts with a wave ξ′ to give birth to a wave ξ′′ provided

ξ + ξ′ = ξ′′, and
ξ3

|ξ̃|
+

ξ′3
|ξ̃′|

=
ξ′′3
|ξ̃′′|

where ξ̃ =

(
ξ1

a1

, ξ2

a2

, ξ3

a3

)
,

which are the usual resonance conditions in the three-wave interaction problem.
In the periodic case, all the components of ξ, ξ′ and ξ′′ are integers. Thus the
above conditions turn out to be diophantine equations which in general have no
solutions. More precisely, if we consider a1, a2 and a3 as parameters, for almost
every (a1, a2, a3) there is no integer solution to the above equations except the
trivial solutions given by symmetries. Therefore generically in the sizes of the
periodic box, the waves do not interact with themselves and only interact with
the two-dimensional underlying flow.

Mathematically to handle waves we introduce the Poincaré group as follows.
Let L(t)v0 be the solution of the Coriolis system (Cε) with ε = 1 and initial
data v0. We describe the solution of the (NSCε) system by

u(t, xh, x3) = u(t, xh) + L
(
t

ε

)
uosc(t, xh, x3)

where u is a two-dimensional divergence-free vector field and uosc is a divergence-
free, zero x3 average vector field. The main point is the weak convergence of
L(t/ε)uosc to 0 as ε goes to 0, leading to the weak convergence of u to u which sat-
isfies a two-dimensional Euler or Navier–Stokes equation (depending on whether
νh vanishes or not). The oscillatory profile uosc satisfies a three-dimensional
Navier–Stokes type system, with special properties because of the rare occur-
rence of wave interactions. Even in the general case, the non-linearity of this
system contains few terms, and behaves like a two-dimensional non-linearity. It
therefore turns out to be possible to prove global well-posedness of this equa-
tion, and hence global well-posedness of the limit system on (u, uosc), which was
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quite unexpected before the work of [2] since the limit system is a priori three
dimensional. This analysis will be detailed in Part III, Chapter 6.

In particular if at t = 0, uosc is identically 0 then uosc remains identically 0
for any positive time. Such initial data are called “well prepared” in contrast
with general initial data (uosc �= 0 at t = 0) which are called “ill prepared”.

The existence of these fast waves is a first difficulty for the study of the high
rotation limit of (NSCε), since two time-scales have to be considered. A second
difficulty arises in the presence of boundaries and will be detailed in the next
paragraph.

Ekman layers

Let us now study in more detail the case of a fluid between two parallel infinite
planes Ω = {0 ≤ x3 ≤ 1}. In the limit of high rotation, the fluid velocity
is independent of x3 (in the first step we forget the propagation of Poincaré
waves studied in the preceding paragraph). However it is classical to enforce
Dirichlet boundary conditions on ∂Ω, namely u = 0 on ∂Ω (the fluid stops on the
boundary), which is incompatible with the Taylor–Proudman theorem (except if
u = 0 in the whole domain!). This incompatibility leads to boundary layers which
appear near ∂Ω. Boundary layers are located in very thin parts of the domain,
usually near walls where the velocity of the fluid has very large gradients: the
velocity changes are of O(1) within lengths of order λ with λ tending to 0 with ε.
Let us derive the size, the equations and the main features of horizontal boundary
layers in a physical way (a rigorous approach is given in Part III, Chapter 7).
In the boundary layers, the viscosity is of order νλ−2, the pressure of order ε−1

and the Coriolis force of order ε−1. Hence to get equilibrium we must take λ of
order

√
εν. In particular, if ν is of order ε, λ is also of order ε. The equation of

the boundary layer expresses the balance between the Coriolis force, the vertical
viscosity and the pressure. After rescaling we get, with u = u (xh, x3/ε):

−∂2
ζu

1 − u2 + ∂1p = 0

−∂2
ζu

2 + u1 + ∂2p = 0

∂ζp = 0.

In particular the pressure does not change, to first order, in the boundary layer
and is given by the pressure in the interior of the domain. We can therefore set
the pressure to 0 in the layer. We thus obtain

−∂2
ζu

1 − u2 = 0 and −∂2
ζu

2 + u1 = 0,

which is a fourth-order ordinary differential equation in u1 and u2. It is com-
pleted by the boundary conditions u → u∞(t, xh) as x3 → ∞ for the tangential
components, where u∞ is the velocity in the interior of the fluid (outer limit
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of the boundary layer), and by u = 0 at x3 = 0 (Dirichlet boundary condi-
tion). Solving that differential equation is then straightforward and provides the
classical expression for the tangential velocity,

utan(t, xh, x3) =

(
Id− exp

(
− x3√

2εν

)
R

(
− x3√

2εν

))
u∞(t, xh)

where R(ζ) denotes the rotation of angle ζ. This boundary layer is called the
Ekman layer, or the Ekman spiral taking into account the shape of utan(t, xh, x3).

Now to enforce incompressibility we must have ∂3u
3 = −∂1u

1 − ∂2u
2, which

leads, together with u3 = 0 for x3 = 0, to

u3(t, xh, x3) =

√
εν

2
curlhu∞(t, xh)f

(
− x3√

2εν

)

with f(ζ) = −1/2e−ζ(sin ζ +cos ζ). As a consequence, u3 does not go to 0 as x3

tends to infinity: if the velocity in the interior of the domain is not constant,
a small amount of the fluid, of order

√
εν, enters the domain (or the boundary

layer, depending on the sign of the two-dimensional curl). This phenomenon is
called Ekman suction, and u3(t, xh,∞) is called the Ekman suction velocity or
Ekman transpiration velocity. This velocity is responsible for global circulation
in the whole domain, of order

√
εν, but not limited to the boundary layer, a first

three-dimensional effect in the interior of the domain.
This small velocity has a very important effect in the energy balance. Namely,

let us compute the energy dissipation in the Ekman layer, that is let us eval-
uate the order of magnitude of ν

∫
|∇u|2 in the layer. The gradient |∇u| is of

order λ−1 ∼ √
εν
−1

, therefore ν
∫
|∇u|2 scales as

ν
√
εν
−2√

εν ∼
√
ν

ε
,

the last term
√
εν corresponding to the volume of integration. In the most inter-

esting case ν ∼ ε, the dissipation of energy per unit of time is of order one:
despite its smallness, the Ekman layer dissipates a significant amount of energy,
and cannot be neglected in the energy balance. In other words, the Ekman layer
damps the interior motion, like an order-one friction term. This phenomenon
is called Ekman pumping. Note that if ν remains constant while ε goes to 0,
then the dissipation is infinite! In fact the fluid is immediately stopped by its
boundary layers. This remains true if ν ≫ ε when ε tends to 0. On the contrary,
if ν ≪ ε then Ekman pumping is negligible.

Let us compute the Ekman pumping precisely . The dissipation in one layer
equals

ν

∫ (
|∂3u

1|2 + |∂3u
2|2
)
dx where |∂3u| =

|u∞|√
εν

exp

(
− x3√

2εν

)
·
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Hence the dissipation equals

ν
|u∞|2
εν

√
εν√
2

= |u∞|2
√

ν

2ε
·

As there are two layers (one for each boundary), the total dissipation equals√
2β|u∞|2 where β = ν/ε. Hence Ekman pumping is a linear dissipation, and

adds the linear term
√
2βu in the Euler or Navier–Stokes equations. The limit

equation on the x3 independent field is
{
∂tu+ u · ∇u+

√
2βu+∇p = 0

div u = 0.

As will be clear in the rigorous derivation of Ekman layers, this friction term is
deeply connected to the Ekman suction velocity. The role of this vertical velocity
is to move the fluid from the interior to the boundary layers, where it slows down
because of the large vertical viscosity. The slow fluid then goes back to the interior
of the domain again with the help of the Ekman suction velocity. This can be
observed very simply, by making a cup of tea turn rapidly with a spoon [67].
Everyday experience shows that once one stops turning the spoon, the tea stops
moving within a dozen seconds. The first idea is that the dissipation is due to
viscosity. Let us make a short computation of the associated order of magnitudes:
the typical size of the cup is L = 5 cm, the kinematic viscosity of water is of
the order of 10−2cm2·s−1, and the rotation is, say Ω = 4π s−1. The diffusion

time-scale is therefore Tdiff
def
= L2/ν ∼ 40 minutes, whereas the suction time

scale is Tsuct
def
= L/

√
νΩ = 14 seconds. Tea can be considered as a rotating fluid

and the main effect is in fact Ekman suction which brings tea from the interior
of the cup to boundaries where dissipation is high. The time-scale is then the
time needed for a particle of fluid to cross the cup and reach a boundary. This
is the right time-scale.

Now in the general case Poincaré waves propagate in the medium. They also
violate in general the Dirichlet boundary condition, and have their own boundary
layers, which are very similar to Ekman boundary layers, except for their slightly
different size and their dependence on the frequency. Again those boundary layers
dissipate energy and damp the waves like a linear friction term (which depends on
the frequency and the wavenumber). The detailed computations of the boundary
layers of Poincaré waves is the object of Part III, Chapter 7.

To summarize, rotating fluids in T2 ×[0, 1] or R2 ×]0, 1[ consist of:

• a limit two-dimensional, divergence-free flow;

• horizontal boundary layers at x3 = 0 and x3 = 1 to match the interior flow
with Dirichlet boundary condition (Ekman layers);

• Poincaré waves, with high time frequency;

• horizontal boundary layers at x3 = 0 and x3 = 1 to match Poincaré waves
with Dirichlet boundary conditions.
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Moreover, the limit flow is damped by Ekman pumping and satisfies a damped
Euler (or Navier–Stokes) equation. Poincaré waves are also damped by Ekman
pumping, and in the periodic case satisfy a quadratic damped equation. In the
case R2 ×[0, 1], Poincaré waves go to infinity very fast (with speed ε−1) and go
to 0 locally in time and space (for t > 0). All this will be detailed in Part III,
Chapter 7.

When, instead of e3, the direction of rotation r is not perpendicular to
the boundaries, the boundary layer is still an Ekman layer of size

√
εν/|r · e3|

provided r · e3 does not vanish. The situation is, however, different if r · e3 = 0:
the vertical layers are very different and more difficult to analyze. We shall discuss
the layers in a general three-dimensional domain in the last chapter of this book.

Stability of Ekman layers

A general problem in boundary layer theory is to know whether the layer remains
laminar or becomes turbulent, that is, to know whether the characteristics of the
flow vary over lengths of size

√
εν in x3 and of size 1 in xh in times of order 1,

or whether small scales also appear in the horizontal directions, or whether the
flow evolves in small time, of order say

√
εν. The answer is not straightforward,

since the velocity, being of order 1 in the layer, a particle may cross it in time
scales of order

√
εν if by chance its velocity is not parallel to the boundary. Hence

naturally, the system could evolve in a significant manner in times of order
√
εν.

This would in fact create tangential structures of typical size
√
εν. In other words

there is a priori no reason why the flow in the boundary layer would remain so
anisotropic (the x3-direction being the only direction of high variation), as the
transport term has a natural destabilizing effect.

On the other hand, we can think that in the boundary layer the viscosity is
so important that it suffices to stabilize everything and to cancel motions in the
vertical direction.

The answer lies in between these two limit cases, and depends on the ratio
between inertial forces and viscous forces. Let us define the Reynolds number Re
of the boundary layer as the typical ratio between inertial forces and viscous
forces in the boundary layer. The inertial forces are of order U2λ−1 where U is
the typical velocity in the layer (|u∞| in our case), and the viscous forces are of
order νUλ−2. Therefore we can define Reynolds number by

Re = |u∞|λ
ν

= |u∞|
√

ε

ν
·

If the Reynolds is small, then viscous forces prevail and the flow is expected to be
stable. On the contrary if the Reynolds is large, inertial forces are important and
the flow may be unstable. This is a classical phenomenon in fluid mechanics, a fea-
ture common to many different physical cases (boundary layers of viscous flows,
rotating flows, magnetohydrodynamics (MHD)): there exists a critical Reynolds
number Rec such that the flow is stable and the boundary layer remains stable
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provided Re < Rec, and such that the flow is unstable and the boundary becomes
more complicated or even turbulent if Re > Rec. In the case of Ekman layers,
the critical Reynolds number can be computed, and equals approximately 54.

Therefore if Re < Rec ∼ 54, the flow of a highly rotating fluid between two
plates splits into an interior two-dimensional flow and a boundary layer flow,
completely laminar.

If Re > Rec, on the contrary, the boundary layer is no longer laminar. If the
Reynolds is not too high (say Re < 120) rolls appear, of size

√
νε×√

νε× 1 and
move with a velocity of order 1. At high Reynolds number (say Re > 120), the
rolls themselves become unstable and are destroyed. The flow near the boundary
is fully chaotic and turbulent. An interesting question is to know whether this
turbulent layer remains near the boundary or goes into the interior of the domain
and destabilizes it. In this latter case, the whole flow would be turbulent (and
of course the Taylor–Proudman theorem would no longer be true).

This leads to a restriction of the size of the limit solution to get convergence.
Note that if the viscosity is anisotropic and if νh/νV tends to +∞, all those
problems disappear since the critical Reynolds number is infinite: Ekman layers
are always stable. This is not surprising since anisotropic viscosity accounts for
turbulent behavior. This only says that the model is strong enough and that no
other phenomenon (instability of the boundary layer) appears in this turbulent
model.

Let us end this introduction with the proof that at small Reynolds num-
bers Re < Re1 for some Re1 < Rec, Ekman layers are linearly stable, by using
energy estimates. Let uE be a pure Ekman layer given by

uE =





(
Id− exp

(
− x3√

2εν

)
R

(
− x3√

2εν

))
u∞(t, xh)

√
εν

2
curlhu∞(t, xh)f

(
x3√
2εν

)

and let us linearize the Navier–Stokes Coriolis equations (NSCε) around uE. This
yields, denoting the perturbation w,

(LNSC)





∂tw + uE · ∇w + w · ∇uE +
e3 ∧ w

ε
− ν∆w +∇p = 0

divw = 0

w|∂Ω = 0.

Let us estimate the L2 norm of the perturbation w. We have, using the
divergence-free condition and integrating over Ω,

1

2

d

dt

∫
|w|2 dx+ ν

∫
|∇w|2dx+

∫
w · (w · ∇uE) dx = 0.
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The main term of

∫
w · (w · ∇uE) dx turns out to be

∫
w3w · ∂3uE dx. As

‖∂3uE(·, x3)‖L∞(Ωh) ≤ ‖u∞‖L∞(Ωh)
1√
εν

exp

(
− x3√

2εν

)
,

the following estimate holds:

N
def
=

∣∣∣∣
∫

w3w · ∂3uE dx

∣∣∣∣

≤ ‖u∞‖L∞(Ωh)√
εν

∫ ∣∣∣∣
(∫ x3

0

∂3w(t, xh, z)dz

)(∫ x3

0

∂3w3(t, xh, z)dz

)
e−x3/

√
2εν

∣∣∣∣ dx

≤ ‖u∞‖L∞(Ωh)√
εν

‖∂3w‖L2‖∂3w3‖L2

∫

R

ze−z/
√

2ενdz

≤ C0

√
εν‖u∞‖L∞(Ωh)‖∂3u‖L2‖∂3u

3‖L2 ,

where C0 is a numerical constant. This last term can be absorbed by the viscous
term ν

∫
|∇u|2 dx provided C0‖u∞‖L∞(Ωh)

√
εν ≤ ν, namely provided

Re = ‖u∞‖L∞(Ωh)

√
ε

ν
≤ Re1 =

1

C0
·

Hence (LNSC) is stable provided Rec <Re1. Of course Re1 <Rec and the com-
putation of C0 leads to Re1 ∼ 4. There is therefore a large gap between Re1

and Rec. Note that this proof uses little of the precise description of uE since it
only uses the exponential decay of ∂3uE with respect to x3/

√
2εν. It is therefore

not surprising that the result is not optimal at all. The method, however, can be
used in a wide range of situations, and we refer to [52] for other applications.
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PART II

On the Navier–Stokes equations

This part is devoted to the mathematical study of the Navier–Stokes equations
for incompressible homogeneous fluids evolving in a domain (i.e. an open connec-
ted subset) Ω of Rd, where d = 2 or 3 denotes the space dimension. For instance,
the space domain may be either the whole space Rd, or a domain of Rd, or a
three-dimensional unbounded domain such as R2 ×]0, 1[, which will be of par-
ticular interest in the framework of geophysical flows. Denoting by u ∈ Rd the
velocity field, p ∈ R the pressure field, and ν > 0 the kinematic viscosity, the
Cauchy problem can be written as follows:

(NSν)





∂tu+ u · ∇u− ν∆u+∇p = f

div u = 0

u|t=0 = u0,

where f is a given bulk force. Note that the density ρ has been chosen equal to
1 for simplicity. It corresponds to the case of the non-dimensionalized Navier–
Stokes equations, in which the viscosity is expressed as the inverse Reynolds
number. The system (NSν) is supplemented with the no-slip boundary condi-
tions u|∂Ω = 0. Multiplying (NSν) by u and integrating over Ω formally yields
the well-known energy equality

1

2

∫

Ω

|u(t, x)|2 dx+ ν

∫ t

0

∫

Ω

|∇u(t′, x)|2 dxdt′

=
1

2

∫

Ω

|u0(x)|2 dx+

∫ t

0

∫

Ω

f · u(t′, x) dxdt′.

It follows that the natural regularity assumptions for the data are u0 square
integrable and divergence-free, while f is a vector field the components of which
should be in L2

loc(R
+;H−1(Ω)) where H−1(Ω) denotes the set of functions which

are the sum of an L2 function and the divergence of an L2 vector field. This
implies the introduction of a little bit of functional analysis. In particular, the
basic properties of the Stokes operator and Sobolev embeddings are recalled in
Chapter 1, followed by the proof of Leray’s global existence theorem in Chapter 2.
The question of uniqueness and stability is addressed in Chapter 3: the stability of
Leray solutions is proved in two dimensions, and the existence of stable solutions
is proved in three dimensions for bounded domains and for domains without
boundary, namely R3 or T3.
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Some elements of functional analysis

Before introducing the concept of Leray’s weak solutions to the incompress-
ible Navier–Stokes equations, classical definitions of Sobolev spaces are required.
In particular, when it comes to the analysis of the Stokes operator, suitable
functional spaces of incompressible vector fields have to be defined. Several
issues regarding the associated dual spaces, embedding properties, and the
mathematical way of considering the pressure field are also discussed.

1.1 Function spaces

Let us first recall the definition of some functional spaces that we shall use
throughout this book. In the framework of weak solutions of the Navier–
Stokes equations, incompressible vector fields with finite viscous dissipation and
the no-slip property on the boundary are considered. Such H1-type spaces of
incompressible vector fields, and the corresponding dual spaces, are important
ingredients in the analysis of the Stokes operator.

Definition 1.1 Let Ω be a domain of Rd (d = 2 or 3). The space D(Ω)
is defined as the space of smooth functions compactly supported in the
domain Ω, and D′(Ω) as the space of distributions on Ω.

The space H1(Ω) denotes the space of L2 functions f on Ω such that ∇f
also belongs to L2(Ω). The Hilbertian norm is defined by

‖f‖2
H1(Ω)

def
= ‖f‖2

L2(Ω) + ‖∇f‖2
L2(Ω).

The space H1
0 (Ω) is defined as the closure of D(Ω) for the H1(Ω) norm, and

the space H−1(Ω) as the dual space of H1
0 (Ω) for the D′×D duality and we

state

‖f‖H−1(Ω)
def
= sup

ϕ∈H1
0 (Ω)

‖ϕ‖H1(Ω)≤1

〈f, ϕ〉.
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Let us recall the Poincaré inequality. When Ω is a bounded domain and f is
in D(Ω), writing

f(x1, x
′) =

∫ x1

−∞
∂y1f(y1, x

′) dx1,

and using the Cauchy–Schwarz inequality, we get

|f(x1, x
′)|2 ≤ CΩ

∫ ∞

−∞
|∇f(y1,x

′)|2 dy1.

By integration, it follows that

‖f‖2
L2(Ω) ≤ C2

Ω‖∇f‖2
L2(Ω),

and by density this also holds for all functions f ∈ H1
0 (Ω). This means that the

norm ‖ · ‖H1
0
defined by

‖f‖H1
0

def
= ‖∇f‖L2

is equivalent to the ‖ · ‖H1 norm if the domain is bounded.
As we shall be working with divergence-free vector fields, we have to adapt

the above definition to that setting.

Definition 1.2 Let Ω be a domain of Rd (d = 2 or 3). We shall denote
by V(Ω) the space of vector fields, the components of which belong to H1

0 (Ω),
and by Vσ(Ω) the space of divergence-free vector fields in V(Ω). The closure
of Vσ(Ω) in L2(Ω) will be denoted H(Ω). Finally, we shall denote by V ′(Ω)
the space of vector fields with H−1(Ω) components.

If E is a subspace of V(Ω), the polar space E◦ is the space of vector
fields f in V ′(Ω) such that for all v ∈ E,

〈f, v〉 def
=

d∑

j=1

〈fj , vj〉H−1×H1
0
= 0.

If F is a subspace of V ′(Ω), the polar space F ⋆ is the space of vector fields v
in V(Ω) such that for all f ∈ F , 〈f, v〉 = 0.

To make the notation lighter, we shall omit mention of Ω when no confusion is
likely.

Remark The space V ′(Ω) is a Hilbert space, endowed with the following norm

‖f‖V′(Ω) = sup
v∈V(Ω)

〈f, v〉

= ‖u‖H1
0 (Ω),
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where u is the unique solution of the Dirichlet problem

(Id−∆)u = f.

We recall, indeed, that Id−∆ is a one-to-one isometry from H1
0 to H−1.

When the boundary of the domain is regular, namely the boundary is a C1-
hypersurface, it can be checked that the map f �→ f · n is well defined on the
space of L2 vector fields with L2 divergence (with values in the space H−

1
2 on

the boundary). In that case, the spaceH is exactly the space of L2 divergence-free
vector fields such that f · n|∂Ω = 0.

Now we are ready to define the well-known Leray projector.

Definition 1.3 We denote by P the orthogonal projection of (L2(Ω))d

on H.

1.2 The Stokes problem

The Stokes system is defined as follows. Let f ∈ V ′. We shall say that u in Vσ
solves the inhomogeneous Stokes problem Au = f if, for all v ∈ Vσ,

〈u−∆u, v〉 = 〈f, v〉. (1.2.1)

In other words, u−∆u− f ∈ V◦σ.
Again assuming that f ∈ V ′, we shall say that u in Vσ solves the homogeneous

Stokes problem Au = f if, for all v ∈ Vσ,
〈−∆u, v〉 = 〈f, v〉. (1.2.2)

In other words, −∆u− f ∈ V◦σ.
When considering the Navier–Stokes equations (NSν), the homogeneous

version of the Stokes system arises in a very natural way. However, the inhomo-
geneous Stokes problem allows us to control the L2 norm of the velocity, which
is particularly convenient in the case of unbounded domains. As a matter of fact,
the following existence and uniqueness result holds.

Theorem 1.1 Given f ∈ V ′, there exists a unique solution u in Vσ of the
inhomogeneous Stokes problem (1.2.1). When the domain Ω is bounded, there is
a unique solution u in Vσ of the homogeneous Stokes problem (1.2.2).

Proof The proof is nothing but the Lax–Milgram theorem. For the reader’s
convenience, we recall it. Given f in V ′, a linear map Vσ → R on the Hilbert
space Vσ (a closed subspace of V endowed with the H1 scalar product) can be
defined as v �→ 〈f, v〉. Thanks to the Riesz theorem, a unique u exists in Vσ
such that

∀v ∈ Vσ , (u|v)H1 = 〈f, v〉.
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By definition of the H1 scalar product, we get

∀v ∈ Vσ , (u|v)L2 + (∇u|∇v)L2 = 〈f, v〉.

As u and v belong to V, we get

∀v ∈ Vσ , 〈u−∆u, v〉 = 〈f, v〉,

and the theorem is proved (the case of the homogeneous Stokes problem in a
bounded domain is strictly analogous thanks to Poincaré’s inequality).

Let us point out that relations (1.2.1) and (1.2.2) are equalities on linear
forms on Vσ. It is therefore natural to introduce the following definition.

Definition 1.4 We denote by V ′σ(Ω) the space of continuous linear forms
on the space Vσ(Ω). The norm in V ′σ(Ω) is given by

‖f‖Vσ(Ω)
def
= sup

v∈Vσ
‖v‖V≤1

〈f, v〉.

The following proposition will be very useful in the following.

Proposition 1.1 For any function f ∈ V ′(Ω), a sequence of functions (fn)n∈N

in H(Ω) exists such that

lim
n→∞

‖fn − f‖V′
σ(Ω) = 0.

Proof By the density of (L2)d in V ′ there exists a sequence (gn)n∈N in L2(Ω)
(we drop the exponent d to simplify the notation) such that

lim
n→∞

‖gn − g‖V′(Ω) = 0.

We have in particular, of course,

lim
n→∞

‖gn − g‖V′
σ(Ω) = 0.

Then we just need to write

‖f −Pgn‖V′
σ(Ω) ≤ ‖gn −Pgn‖V′

σ(Ω) + ‖gn − f‖V′(Ω),
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and to notice that

‖gn −Pgn‖V′
σ(Ω) = sup

v∈Vσ
‖v‖V≤1

〈gn −Pgn, v〉

= sup
v∈Vσ
‖v‖V≤1

(gn −Pgn|v)L2

= sup
v∈Vσ
‖v‖V≤1

(gn|v −Pv)L2

= 0.

The proposition is proved, on choosing fn = Pgn.

Remarks

• The fact that a vector field g ∈ V ′ belongs to the polar space V◦σ of Vσ
implies in particular that for all ϕ ∈ D, one has for all 1 ≤ i, j ≤ d

〈g, ψij〉 = 0, where ψij = εi∂jϕ− εj∂iϕ ∈ Vσ,

where εi ∈ Rd has zero components except 1 on the ith component, so that

〈gi,−∂jϕ〉+ 〈gj , ∂iϕ〉 = 0,

hence ∂jg
i − ∂ig

j = 0 in D′, i.e. curl g = 0.

• There exist simple examples of smooth domains Ω and vector fields g such
that curl g = 0 but which do not appear as a gradient. For instance, consider
the two-dimensional ring

Ω = {x ∈ R2 / 0 < R1 < |x| < R2}
and g = (−∂2 log |x|, ∂1 log |x|). Then g is clearly divergence-free, and irrota-
tional since x �→ log |x| is harmonic on Ω. Assume that g can be written as
a gradient of a function p. Since g is smooth on Ω, so is p. Let now x0 ∈ Ω
such that g(x0) �= 0, and let t �→ γ(t) be the unique solution of

dγ

dt
(t) = g(γ(t)), γ(0) = x0.

Note that the fact that the level lines of x �→ log |x| are circles implies that γ
is periodic. Then, we have

d

dt
p ◦ γ(t) =

dγ

dt
· ∇p(γ(t)) = |∇p(γ(t))|2 ≥ 0,

which yields a contradiction to the periodicity of γ, since the derivative at
time t = 0 does not vanish.

• However, the condition for a vector field g ∈ V ′ to belong to V◦σ is
stronger than the assumption that g is irrotational. As a matter of fact,
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when g belongs to V◦σ, one can prove that a locally L2 function p exists
such that g = ∇p. Moreover, this function p is L2

loc(Ω) when Ω has a C1

boundary. In order to give the flavor of this kind of result, let us state the
following proposition, which will be proved in Section 1.4.

Proposition 1.2 Let Ω be a C1 bounded domain of Rd and g ∈ V◦σ. Then there
exists p ∈ L2(Ω) such that g = ∇p.

• In all that follows, we shall denote by ∇p any element of V◦σ.

1.3 A brief overview of Sobolev spaces

The aim of this section is to recall the basic features of Sobolev spaces in the
whole space Rd and useful compactness results in the case of bounded domains.

1.3.1 Definition in the case of the whole space Rd

In the whole space Rd (d = 2 or 3), Sobolev spaces are defined in terms of integ-
rability properties in frequency space, using the Fourier transform. Let us recall
that for all u ∈ D′, the Fourier transform Fu, also denoted by û, is defined by

∀ξ ∈ Rd, Fu(ξ) = û(ξ)
def
=

∫

Rd

e−ix·ξu(x) dx.

The inverse Fourier transform allows us to recover u from û:

u(x) = F−1û(x) = (2π)−d
∫

Rd

eix·ξû(ξ) dξ.

For all s ∈ R we introduce the inhomogeneous Sobolev spaces

Hs
def
=

{
u ∈ S ′/‖u‖2

Hs
def
=

∫

Rd

(1 + |ξ|2)s|û(ξ)|2 dξ < +∞
}

and similarly the homogeneous Sobolev spaces

Ḣs
def
=

{
u ∈ S ′/û ∈ L1

loc and ‖u‖2
Ḣs

def
=

∫

Rd

|ξ|2s|û(ξ)|2 dξ < +∞
}
.

Let us notice that when s ≥ d/2, Ḣs is not a Hilbert space. Let us define the
following sequence. Let C be a ring included in the unit ball B(0, 1) such that
C ∩ 2C = ∅ and let us define

fn
def
= F−1

n∑

q=1

2q(s+
d
2 )

q
12−qC(ξ).

It is left as an exercise to the reader to check that the sequence (fn)n∈N is a
Cauchy sequence in Ḣs which does not converge in Ḣs if s ≥ d/2.
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1.3.2 Sobolev embeddings

The purpose of this section is to recall Sobolev embeddings, which will be
extensively used in this book. In the whole space Rd, the statement is the
following.

Theorem 1.2 If s is positive and smaller than d/2 then the space Ḣs(Rd) is

continuously embedded in L
2d

d−2s (Rd).

Proof First of all, let us show how a scaling argument allows us to find the
critical index p = 2d/(d−2s). Let f be a function on Rd, and let us denote by fℓ

the function fℓ(x)
def
= f(ℓx) (ℓ > 0). We have, for all p ∈ [1,∞[,

‖fℓ‖Lp(Rd) = ℓ−
d
p ‖f‖Lp(Rd)

and

‖fℓ‖2
Ḣs(Rd)

=

∫

Rd

|ξ|2s|f̂ℓ(ξ)|2 dξ

= ℓ−2d

∫

Rd

|ξ|2s|f̂(ℓ−1ξ)|2 dξ

= ℓ−d+2s‖f‖2
Ḣs(Rd)

.

As soon as an inequality of the type ‖f‖Lp(Rd) ≤ C‖f‖Ḣs(Rd) holds for any
smooth function f , it holds also for fℓ for any positive ℓ. This leads to the
relation p = 2d/(d− 2s).

Let us now prove the theorem. In order to simplify the computations, we may
assume without loss of generality that ‖f‖Ḣs(Rd) = 1.

Let us start by observing that for any p ∈ [1,+∞[, Fubini’s theorem allows
us to write for any measurable function f ,

‖f‖p
Lp(Rd)

def
=

∫

Rd

|f(x)|p dx

= p

∫

Rd

∫ |f(x)|

0

Λp−1 dΛ dx

= p

∫ ∞

0

Λp−1meas
({

x ∈ Rd /|f(x)| > Λ
})

dΛ.

As quite often in this book, let us decompose the function into low and high
frequencies. More precisely, we shall write f = f1,A + f2,A, with

f1,A = F−1(1B(0,A)f̂) and f2,A = F−1(1Bc(0,A)f̂), (1.3.1)

where A > 0 will be determined later. As the support of the Fourier transform
of f1,A is compact, the function f1,A is bounded. More precisely we have the
following lemma.
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Lemma 1.1 Let s be in ]−∞, d/2[ and let K be a compact subset of Rd. If f

belongs to Ḣs and if Supp f̂ is included in K, then we have

‖f‖L∞ ≤ (2π)−d
(∫

K

dξ

|ξ|2s
) 1

2

‖f‖Ḣs .

Proof The inverse Fourier formula together with the Cauchy–Schwarz inequal-
ity allows us to write

‖f‖L∞(Rd) ≤ (2π)−d‖f̂‖L1(Rd)

≤ (2π)−d
∫

K

|ξ|−s|ξ|s|f̂(ξ)| dξ

≤ (2π)−d
(∫

K

dξ

|ξ|2s
) 1

2

‖f‖Ḣs .

The lemma is proved.

Applying this lemma, we get

‖f1,A‖L∞ ≤ CsA
d
2−s. (1.3.2)

The triangle inequality implies that for any positive A we have
{
x ∈ Rd /|f(x)|>Λ

}
⊂
{
x ∈ Rd /2|f1,A(x)|>Λ

}
∪
{
x ∈ Rd /2|f2,A(x)|>Λ

}
.

From the above inequality (1.3.2) we infer that

A = AΛ
def
=

(
Λ

4Cs

) p
d

=⇒ meas
({

x ∈ Rd /|f1,A(x)| > Λ/2
})

= 0.

From this we deduce that

‖f‖p
Lp(Rd)

≤ p

∫ ∞

0

Λp−1meas
({

x ∈ Rd /|f2,AΛ(x)| > Λ/2
})

dΛ.

It is well known (this is the so-called Bienaimé–Tchebychev inequality) that

meas
({

x ∈ Rd /|f2,AΛ(x)| > Λ/2
})

=

∫

{x∈Rd /|f2,AΛ
(x)|>Λ/2}

dx

≤
∫

{x∈Rd /|f2,AΛ
(x)|>Λ/2}

4|f2,AΛ(x)|2
Λ2

dx

≤ 4

Λ2
‖f2,AΛ‖2

L2(Rd)·

Thus we infer

‖f‖p
Lp(Rd)

≤ 4p

∫ ∞

0

Λp−3‖f2,AΛ‖2
L2(Rd) dΛ.
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But we know that the Fourier transform is (up to a constant) a unitary transform
of L2. Thus we have

‖f‖p
Lp(Rd)

≤ 4p(2π)−d
∫ ∞

0

Λp−3

∫

(|ξ|≥AΛ)

|f̂(ξ)|2 dξdΛ. (1.3.3)

Then by the definition of AΛ we have

|ξ| ≥ AΛ ⇐⇒ Λ ≤ 4Cs|ξ|
d
p .

Then, Fubini’s theorem implies that

‖f‖p
Lp(Rd)

≤ 4p(2π)−d
∫

Rd



∫ 4Cs|ξ|

d
p

0

Λp−3 dΛ


 |f̂(ξ)|2 dξ

≤ 4p

p− 2
(2π)−d (4Cs)

p−2
∫

Rd

|ξ|
d(p−2)

p |f̂(ξ)|2 dξ.

As 2s = d(p− 2)/p the theorem is proved.

The following corollary will be useful in the future.

Corollary 1.1 If p belongs to ]1, 2], then

Lp(Rd) ⊂ Ḣs(Rd) with s = −d
(
1

p
− 1

2

)
·

Proof This corollary is proved by duality. Let us write

‖a‖Ḣs = sup
‖ϕ‖Ḣ−s≤1

〈a, ϕ〉.

As −s = d

(
1

p
− 1

2

)
= d

(
1

2
−
(
1− 1

p

))
, we have that ‖ϕ‖Ḣ−s ≥ C‖ϕ‖Lp′ ,

and thus

‖a‖Ḣs ≤ C sup
‖ϕ‖

Lp
′≤1

〈a, ϕ〉

≤ C‖a‖Lp .

This concludes the proof.

Other useful estimates are Gagliardo–Nirenberg inequalities.

Corollary 1.2 If p ∈ [2,∞[ such that 1/p > 1/2 − 1/d, then a constant C
exists such that for any domain Ω in Rd, we have for any u ∈ H1

0 (Ω),

‖u‖Lp(Ω) ≤ C‖u‖1−σ
L2(Ω)‖∇u‖σL2(Ω) where σ =

d(p− 2)

2p
· (1.3.4)
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Proof By density arguments, we may suppose that u is in D(Ω). Then, Sobolev
embeddings yield

‖u‖Lp(Ω) ≤ C‖u‖
Ḣ

d(p−2)
2p (Rd)

.

The convexity of the Sobolev norms

‖u‖Ḣσ(Rd) ≤ ‖u‖1−σ
L2(Rd)

‖u‖σ
Ḣ1(Rd)

for all σ ∈ [0, 1],

allows us to conclude.

The following lemma, known as Bernstein inequalities, will be useful in the
future, especially in Part III.

Lemma 1.2 Let B be a ball of Rd. A constant C exists so that, for any non-
negative integer k, any couple of real numbers (p, q) such that 1 ≤ p ≤ q ≤ +∞
and any function u of Lp, we have

Supp û ⊂ λB ⇒ sup
|α|=k

‖∂αu‖Lq ≤ Ck+1λk+d(
1
p− 1

q )‖u‖Lp .

Proof Using a dilation of size λ, we can assume throughout the proof that
λ = 1. Let φ be a function of D(Rd) the value of which is 1 near B. As û(ξ) =
φ(ξ)û(ξ), we can write, if g denotes the inverse Fourier transform of φ,

∂αu = ∂αg ⋆ u

where ⋆ denotes the convolution operator

g ⋆ u(x) =

∫

Rd

g(x− y)u(y) dy.

By Young’s inequality, we get

‖∂αu‖Lq ≤ ‖∂αg‖Lr‖u‖Lp with
1

q
+ 1 =

1

r
+

1

p
·

By a Hölder estimate

‖∂αg‖Lr ≤ ‖∂αg‖1− 1
r

L∞ ‖∂αg‖
1
r

L1 .

Then using the general convexity inequality

∀(a, b) ∈ R+ ×R+,∀θ ∈]0, 1[, ab ≤ θa
1
θ + (1− θ)b

1
1−θ , (1.3.5)

we get

‖∂αg‖Lr ≤ ‖∂αg‖L∞ + ‖∂αg‖L1

≤ 2‖(1 + | · |2)d∂αg‖L∞

≤ 2‖(Id−∆)d
(
(·)αφ)‖L1 .

The lemma is proved.
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1.3.3 A compactness result

In the next chapter, we shall use the following compactness theorem, known as
Rellich’s theorem.

Theorem 1.3 Let Ω be a bounded domain of Rd. The embedding of H1
0 (Ω)

into L2(Ω) is compact and so is that of L2(Ω) into H−1(Ω).

Proof For the reader’s convenience, we present here a proof based on the
Fourier transform of periodic functions. Without any loss of generality, we may

assume that Ω is included in Q
def
= ]0, 2π[d. Let us define, for any function u in

H1
0 (Ω), the 2πZ-periodic function

ũ(x) =
∑

j∈Zd

u(x− 2πj).

Let us define its Fourier coefficients for k ∈ Zd by

ũk
def
=

∫

Q

e−ik·xu(x)
dx

(2π)d
·

Using integration by parts and the Fourier–Plancherel theorem, we obtain
∑

k∈Zd

(1 + |k|2)|ũk|2 ≤ C‖∇u‖2
L2 .

Let us define the sequence (TN )N∈N of linear maps by

TN





L2(Ω) →L2(Q)

u �→
∑

|k|≤N
ũke

ik·x

where L2(Q) is identified with 2πZd-periodic L2 functions. Obviously, the range
of TN is a finite-dimensional vector space. Moreover, the following property holds

‖u− (TNu)|Ω‖2
L2(Ω) ≤ ‖ũ− TNu‖2

L2(Q)

≤

∥∥∥∥∥∥

∑

|k|>N
ũke

ik·x

∥∥∥∥∥∥

2

L2(Q)

≤ C2

(N + 1)2
‖∇u‖2

L2(Ω). (1.3.6)

Thus we end up with the inequality

‖ Id−TN |Ω‖L(H1
0 (Ω);L2(Ω)) ≤

C

N + 1
·
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The operator Id appears as a limit in the norm of L(H1
0 (Ω);L2(Ω)) of operators

of finite rank. This proves the compactness of the identity as a map from H1
0 (Ω)

into L2(Ω).
Now let us prove the compactness of the identity as a map from L2(Ω)

into H−1(Ω). For any u in L2(Ω), we have

‖u− (TNu)|Ω‖H−1(Ω) = sup
ϕ∈H1

0 (Ω)
‖∇ϕ‖L2=1

〈u− (TNu)|Ω, ϕ〉

= sup
ϕ∈H1

0 (Ω)
‖∇ϕ‖L2=1

∫

Ω

(u− TNu)(x)ϕ(x) dx

≤ sup
ϕ∈H1(Q)
‖ϕ‖H1=1

∫

Q

(u− TNu)(x)ϕ(x) dx.

The Fourier–Plancherel theorem implies, by definition of TN , that

‖u− (TNu)|Ω‖H−1(Ω) ≤ (2π)−d sup
ϕ∈H1(Q)
‖ϕ‖H1=1

∑

|k|>N
ũkϕ̃k

≤ N−1(2π)−d sup
ϕ∈H1(Q)
‖ϕ‖H1=1

∑

|k|>N
ũk(1 + |k|2) 1

2 ϕ̃k.

The Cauchy–Schwarz inequality implies that

‖u− (TNu)|Ω‖H−1(Ω) ≤ N−1‖u‖L2 .

The theorem is proved.

1.4 Proof of the regularity of the pressure

The aim of this section is the proof of Proposition 1.2. Let Ω be a C1 bounded
domain of Rd and ∇L2(Ω) be the set of vector fields f ∈ V ′(Ω) be such that
there exists a function p ∈ L2(Ω) satisfying f = ∇p. Let v ∈ V(Ω) such that v
belongs to (∇L2(Ω))∗. Then, for all functions p ∈ L2(Ω),

〈div v, p〉 = −〈∇p, v〉
= −〈f, v〉
= 0.

It follows that div v = 0, which means that (∇L2(Ω))∗ ⊂ Vσ. Thus V◦σ is a subset
of ((∇L2)∗)◦. Thanks to the Hahn–Banach theorem, one has

V◦σ ⊂ ((∇L2)∗)◦ = ∇L2
H−1

.

In other words, if f ∈V◦σ, there exists a sequence (pn)n∈N of L2(Ω) functions
such that ∇pn converges to f in V ′.
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In order to prove Proposition 1.2, it remains to prove that the range of

∇
{
L2 →V ′
p �→∇p

is closed. The regularity of the boundary ∂Ω turns out to be essential at this
point of the proof.

Let us first state the following lemma.

Lemma 1.3 Let Ω be a C1 bounded domain of Rd and p ∈ H−1(Ω). Then p
belongs to L2(Ω) if and only if ∇p belongs to V ′(Ω). Moreover, there exists a
positive constant C such that

‖p‖2
L2 ≤ C

(
‖p‖2

H−1 + ‖∇p‖2
V′

)
. (1.4.1)

Postponing the proof of Lemma 1.3, we deduce the following corollary, which
implies that ∇L2(Ω) is closed and this ends the proof of Proposition 1.2.

Corollary 1.3 Under the assumptions of Lemma 1.3, there exists a positive
constant C such that for all functions p in

L2
0(Ω)

def
=

{
p ∈ L2(Ω) /

∫

Ω

p(x) dx = 0

}
,

one has

‖p‖L2(Ω) ≤ C‖∇p‖V′(Ω).

Proof Let us assume that there exists a sequence (pn)n∈N in L2
0(Ω) such that

‖pn‖L2(Ω) = 1 and ‖∇pn‖V′(Ω) converges to 0.
The embedding of L2(Ω) into H−1(Ω) is compact due to Theorem 1.3. Thus,

up to an extraction of a subsequence, we may assume that a function p in L2(Ω)
exists such that

pn → p weakly in L2(Ω) and lim
n→∞

‖pn − p‖H−1(Ω) = 0.

As the domain Ω is bounded, the constant functions belong to L2(Ω). Thus
the function p is in L2

0(Ω). Moreover, the assertion above implies in particular
that (pn)n∈N converges to p in the distribution sense, and so does (∇pn)n∈N

to ∇p. As ‖∇pn‖V′(Ω) converges to 0, this implies that p = 0, hence ‖pn‖H−1(Ω)

converges to 0. Passing to the limit in the inequality of Lemma 1.3 gives a
contradiction.

Proof of Lemma 1.3 Since Ω is a C1 bounded domain of Rd, there exists a
finite family (Uj)1≤j≤N of open subsets of Rd such that

∂Ω ⊂
⋃

1≤j≤N
Uj (1.4.2)
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and, for all j, there exists a C1 diffeomorphism χj from Uj to Wj such that

χj(Uj ∩ Ω) = Wj ∩Rd+ with Rd+ =
{
x = (x′, xd) ∈ Rd−1 ×R+

}
. (1.4.3)

Finally, there exists an open subset U0 of Rd such that U0 ⊂ Ω and

Ω ⊂
⋃

0≤j≤N
Uj . (1.4.4)

Now let us consider a partition of unity (ϕj)0≤j≤N associated with the
family (Uj)0≤j≤N and p ∈ H−1(Ω). Then, we write

p =

N∑

j=0

pj with pj = ϕjp.

By definition of ‖ · ‖H−1(Ω), we have, if B denotes the unit ball of H1
0 (Ω),

‖ap‖H−1(Ω) = sup
u∈B

〈ap, u〉

= sup
u∈B

〈p, au〉

≤ ‖p‖H−1(Ω) sup
u∈B

‖au‖H1
0 (Ω).

The Leibnitz formula (and Poincaré’s inequality) implies that

‖∇(au)‖L2 ≤ Ca‖u‖H1
0 (Ω).

This gives that ‖ap‖H−1(Ω) ≤ Ca‖p‖H−1(Ω) and in particular that

‖pj‖H−1(Ω) ≤ C‖p‖H−1(Ω).

Moreover, if ∇p belongs to V ′(Ω), then using the fact that ∇pj = p∇ϕj +ϕj∇p,
we deduce that, for all j ∈ {0, . . . , N},

‖∇pj‖V′ ≤ C‖p‖H−1(Ω) + C‖∇p‖V′ .

Then it suffices to prove that estimate (1.4.1) holds for each pj .
Since p0 is compactly supported in Ω, estimate (1.4.1) is obtained easily

for p0. As a matter of fact, p0 and its derivatives belong to H−1(Rd) and the
Fourier transform can be used: let us write that, for any function p in L2(Rd),

|p̂(ξ)| ≤ |1B(0,1)p̂(ξ)|+ |1Bc(0,1)p̂(ξ)|

≤ (1 + |ξ|2) 1
2

∣∣∣1B(0,1)(1 + |ξ|2)− 1
2 |p̂(ξ)|

∣∣∣

+

∣∣∣∣∣

d∑

k=1

(1 + |ξ|2) 1
21Bc(0,1)

iξk
|ξ|2 (1 + |ξ|2)− 1

2F(∂kp)(ξ)

∣∣∣∣∣

≤
√
2(1 + |ξ|2)− 1

2 |p̂(ξ)|+ C

d∑

k=1

(1 + |ξ|2)− 1
2 |F(∂kp)(ξ)|.
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The Fourier–Plancherel theorem implies that

‖p‖L2 ≤ C‖p‖H−1(R2) + ‖∇p‖H−1(R2), (1.4.5)

which proves the result for p0. For each j ≥ 1, χj being a C1 diffeomorphism,
one has

χ−1
j

{
H1

0 (Wj ∩Rd+)→H1
0 (Uj ∩ Ω)

v �→ v ◦ χ−1
j .

A change of variables allows us to deduce that

χ∗j

{
H−1(Uj ∩ Ω)→ H−1(Wj ∩Rd+)
f �→

(
v �→ 〈f, Jχj ◦ χ−1

j × v ◦ χ−1
j 〉
)
.

As a result, the proof reduces to the case when Ω = Rd+. Let us introduce the

mappings Q and R from H1(Rd) to H1
0 (R

d
+) given for u ∈ H1(Rd) by

Qu(x) =

{
0 if xd < 0,

u(x) + 3u(x′,−xd)− 4u(x′,−2xd) otherwise,

and

Ru(x) =

{
0 if xd < 0,

u(x)− 3u(x′,−xd) + 2u(x′,−2xd) otherwise.

It can easily be checked that Q and R map continuously H1(Rd) to H1
0 (R

d
+)

and L2(Rd) to L2(Rd+). Moreover, one has

∂

∂xj
◦Q = Q ◦ ∂

∂xj
if j �= d and

∂

∂xd
◦R = Q ◦ ∂

∂xd
· (1.4.6)

Next, we consider the transposed maps on H−1, namely

tQ

{
H−1(Rd+)→H−1(Rd)
f �→ tQf/〈tQf, v〉 = 〈f,Qv〉

and similarly for R. Taking the transpose of (1.4.6) leads to

∂

∂xj
◦ tQ= tQ ◦ ∂

∂xj
if j �= d and

∂

∂xd
◦ tQ= tR ◦ ∂

∂xd
· (1.4.7)

Applying (1.4.7) to p̃j = χ∗jpj ∈ H−1(Rd+) yields

tQp̃j ∈ H−1(Rd) and
∂

∂xj
(tQp̃j) ∈ H−1(Rd).

Using (1.4.5), we deduce that tQp̃j ∈ L2(Rd) and

‖tQp̃j‖2
L2(Rd) ≤ C

(
‖tQp̃j‖2

H−1(Rd) + ‖∇tQp̃j‖2
V′(Rd)

)
.
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Since the restriction of Q on compactly supported functions in Rd+ is the identity

map, the restriction of tQp̃j to Rd+ is p̃j . Therefore, we have

‖p̃j‖2
L2(Rd

+) ≤ C
(
‖p̃j‖2

H−1(Rd
+) + ‖∇p̃j‖2

V′(Rd
+)

)
,

so that pj belongs to L2(Ω) and

‖pj‖2
L2(Ω) ≤ C

(
‖p‖2

H−1(Rd
+) + ‖∇p‖2

V′(Rd
+)

)
,

which proves Lemma 1.3, hence Proposition 1.2.

Remark For a general open subset Ω, it can be proved that there exists p
in L2

loc(Ω) such that if f ∈ V◦σ(Ω), then f = ∇p.
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Weak solutions of the Navier–Stokes equations

The mathematical analysis of the incompressible Stokes and Navier–Stokes
equations in a possibly unbounded domain Ω of Rd (d = 2 or 3) is the purpose
of this chapter. Notice that no regularity assumptions will be required on the
domain Ω.

2.1 Spectral properties of the Stokes operator

Because of the compactness result stated in Theorem 1.3, page 27, the case
of bounded domains will be different (in fact slightly simpler) than the case
of general domains.

2.1.1 The case of bounded domains

The study of the spectral properties of the Stokes operator previously defined
relies on the study of its inverse, which is in fact much easier. We shall restrict
ourselves here to the case of the homogeneous Stokes operator which is adapted
to the case of a bounded domain.

Definition 2.1 Let us denote by B the following operator

B
{
H→Vσ ⊂ H
f �→ u /−∆u− f ∈ V◦σ.

This operator has the following properties.

Proposition 2.1 The operator B is continuous, self-adjoint, positive, one-to-
one and thus the range of B is dense in H.

Proof Let us show that B is symmetric: for all vector fields f and g in H,
denoting u = Bf and v = Bg, one has

(Bf |g)L2 = 〈−∆v, u〉 = (∇u|∇v)L2 = 〈−∆u, v〉 = (f |Bg)L2 .

The fact that B is bounded is due to the following computation. Let f be a vector
field in H(Ω) and denote u = Bf . Then, using the Poincaré inequality, we have

(Bf |f)L2 = 〈−∆u, u〉 ≥ c‖u‖2
L2 = c‖Bf‖2

L2 .
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This proves that B is continuous and positive. Finally to show that B is one-to-
one, we observe that the kernel of B is equal to V◦σ ∩ H, which is exactly V⊥σ .
By definition of H as the closure of Vσ in L2, this space reduces to {0} and the
proposition follows. As the closure in H of the range of B (denoted by R(B)) is
equal to the orthogonal space of kerB, we infer that R(B) is dense in H.

The basic theorem is the following.

Theorem 2.1 Let Ω be a bounded domain of Rd. A Hilbertian basis (ek)k∈N

of H and a non-decreasing sequence of positive eigenvalues converging to
infinity (µ2

k)k∈N exist such that

−∆ek +∇πk = µ2
kek, (2.1.1)

where (πk)k∈N is a sequence of L2
loc(Ω) functions, the gradient of which belongs

to V◦σ. Moreover, (µ−1
k ek)k∈N is an orthonormal basis of Vσ endowed with the H1

0

scalar product.
Moreover for any f ∈ V ′ we have

‖f‖2
V′
σ
=
∑

j∈N

µ−2
j 〈f, ej〉2.

Remark As claimed by Proposition 1.2, the functions πk are in L2(Ω) when
the boundary of Ω is C1.

Proof of Theorem 2.1 Let us consider the operator B defined in
Definition 2.1. Proposition 2.1 claims that the operator B is positive, self-adjoint
and one-to-one. As the range of B is included in Vσ which is included in H1

0 , the
operator is compact as inferred by Theorem 1.3. Applying the spectral theorem
for self-adjoint compact operators in a Hilbert space, we get the existence of a
Hilbertian basis (ek)k∈N of H and a non-decreasing sequence of positive eigen-
values converging to infinity (µ2

k)k∈N such that Bek = µ−2
k ek. By definition of B,

this implies that there exists π̃k ∈ L2
loc(Ω) such that

ek = −∆Bek +∇π̃k
= −µ−2

k ∆ek +∇π̃k.

Moreover, denoting πk = µ2
kπ̃k, it is obvious that (ek)k∈N satisfies (2.1.1)

and that

(ek|ek′)V = 〈−∆ek, ek′〉
= 〈−∇πk + µ2

kek, ek′〉
= µ2

k(ek|ek′)H

= µ2
kδk,k′ .
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This proves (µ−1
k ek)k∈N is an orthonormal family of Vσ endowed with the H1

0

scalar product. Let us prove that the vector space generated by (ek)k∈N is dense
in Vσ. Let us consider any u in Vσ such that

∀k ∈ N, (u|ek)H1
0
= 0.

We have, by definition of the H1
0 scalar product,

(u|ek)H1
0
= (∇u|∇ek)L2 = 〈−∆ek, u〉.

Using (2.1.1), we infer that

(u|ek)H1
0
= 〈µ2

kek +∇πk, u〉
= µ2

k〈ek, u〉
= µ2

k(ek|u)L2 .

As the vector space generated in H by the sequence (ek)k∈N is dense in H, we
deduce that u = 0 and thus that (ek)k∈N is an orthonormal basis of Vσ.

Now let us consider a vector field f ∈ V ′ and let us compute its norm in V ′σ.
By definition of ‖f‖V′

σ
we have

‖f‖2
V′
σ
= sup
v∈Vσ
‖v‖≤1

〈f, v〉2

= sup
‖(αj)‖ℓ2≤1

k

〈
f,
∑

j≤k
αjµ

−1
j ej

〉2

.

Using the characterization of ℓ2(N), we infer that

‖f‖2
V′
σ
= sup
‖(αj)‖ℓ2≤1

sup
k


∑

j≤k
αjµ

−1
j 〈f, ej〉




2

=
∥∥(µ−1

j 〈f, ej〉)j
∥∥2

ℓ2
.

This concludes the proof of Theorem 2.1.

Definition 2.2 Let us define

Pk





V ′→Vσ
f �→
∑

j≤k
〈f, ej〉 ej .
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Remark

• The operators Pk are the spectral projectors of the Stokes problem (see the
forthcoming Theorem 2.2 on page 38 for the general definition of spectral
projectors).

• As (ek)k∈N is a Hilbert basis on H, we have, for any vector field in L2(Ω)d,

Pv =
∑

j

(v|ej)ej =
∑

j

〈v, ej〉ej

where P is the Leray projector on L2 divergence-free vector fields defined
in Definition 1.3.

Corollary 2.1 The operators Pk satisfy

‖Pkf‖V′
σ
≤ ‖f‖V′

σ
and ∀f ∈ V ′ , lim

k→∞
‖Pkf − f‖V′

σ
= 0.

Proof The first point of the corollary is clear. As to the second one, according
to Theorem 2.1 we have

‖Pkf − f‖2
V′
σ
=
∑

j≥k
µ−2
j 〈f, ej〉2.

This goes to zero as k goes to infinity, as the remainder of a convergent series.

2.1.2 The general case

Let us first define the inverse of the inhomogeneous Stokes operator.

Definition 2.3 Let us denote by B the following operator

B

{
H→Vσ ⊂ H
f �→u /u−∆u− f ∈ V◦σ.

This operator has the following properties.

Proposition 2.2 The operator B is continuous, self-adjoint and one-to-one.
Moreover it satisfies ‖B‖L(H) ≤ 1.

Proof The fact that B is bounded is due to the following computation. Let f
be a vector field in H(Ω) and denote u = Bf . Then

(Bf |f)L2 = 〈u|u−∆u〉 ≥ ‖u‖2
L2 = ‖Bf‖2

L2 .

This proves that B is continuous and that ‖B‖L(H) ≤ 1.
Now let us show that B is symmetric. For all vector fields f and g in H(Ω),

denoting u = Bf and v = Bg, one has

(Bf |g)L2 = 〈u, v −∆v〉 = (u|v)L2 + (∇u|∇v)L2 = 〈u−∆u, v〉 = (f |Bg)L2 .
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Finally to show that B is one-to-one, we observe that the kernel of B is equal
to V◦σ∩H , which is exactly V⊥σ . By the definition of H as the closure of Vσ in L2,
this space reduces to {0} and the proposition follows.

As the closure in H of the range of B (denoted by R(B)) is equal to the
orthogonal space of kerB, we infer from Proposition 2.2 that R(B) is dense
in H. This allows us to define the inverse of B as an unbounded operator A with
a dense domain of definition.

Definition 2.4 Let us denote by A the following operator

A

{
R(B)→H

u �→f / Bf = u.

This is exactly the operator A defined in (1.2.1) on page 19.

Lemma 2.1 The operator A is self-adjoint with domain R(B).

This lemma is a classical result of operator theory. For the reader’s
convenience, we give a proof of it.

Proof of Lemma 2.1 Of course A is symmetric, so the only point to check
is that the domain D(A∗) of A∗ is R(B). By definition,

D(A∗) = {v ∈ H | ∃C > 0, ∀u ∈ R(B), (Au|v)H ≤ C‖u‖H} .

Since A is symmetric, we have of course R(B) ⊂ D(A∗). Now let us prove
that D(A∗) ⊂ R(B). Let us define the graph norm

‖v‖2
A∗
def
= ‖v‖2

H + ‖A∗v‖2
H.

The fact that (D(A∗), ‖ · ‖A∗) is a Hilbert space is left as an exercise to the
reader. The equality D(A∗) = R(B) will result from the fact that R(B) is closed
and dense for the ‖ · ‖A∗ norm. For any f ∈ H, we have A∗Bf = ABf = f hence

‖Bf‖2
A∗ = ‖Bf‖2

H + ‖f‖2
H

which immediately gives that ‖f‖2
H ≤ ‖Bf‖2

A∗ , hence that the space R(B) is
closed in (D(A∗), ‖ · ‖A∗). Now let v be in the orthogonal space of R(B) in the
sense of the (· | ·)A∗ scalar product. By definition, we have, for any f in H,

(Bf |v)H + (A∗Bf |A∗v)H = 0.

As B is self-adjoint and A∗B = Id, we get for all f in H,

(f |Bv)H + (f |A∗v)H = 0.
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This implies that Bv + A∗v = 0. In particular A∗v belongs to R(B) = D(A)
and by application of the operator A we get v +AA∗v = 0. By definition of A∗,
we have

(AA∗v|v)H = ‖A∗v‖2
H,

thus ‖v‖A∗ = 0 and the lemma is proved.

As the Stokes operator A = A − Id is also self-adjoint, we are now ready to
apply the spectral theorem to the operator A (see, for instance, [108], Chapter
VII for a proof).

Theorem 2.2 There exists a family of orthogonal projections on H, denoted
by (Pλ)λ∈R, which commutes with A and satisfies the following properties.

The family (Pλ)λ∈R is increasing, in the following sense:

PλPλ′ = Pinf(λ,λ′), for any (λ, λ′) ∈ R2 . (2.1.2)

For λ < 0, Pλ = 0 and for any u ∈ H,

lim
λ→∞

‖Pλu− u‖H = 0. (2.1.3)

The family (Pλ)λ∈R is continuous on the right, which means that

∀u ∈ H, lim
λ′→λ, λ′>λ

‖Pλ′u−Pλu‖H = 0. (2.1.4)

For any u ∈ H, the function λ �→ (Pλu|u)H = ‖Pλu‖2
H is increasing, and

‖u‖2
L2 =

∫

R

d(Pλu|u) and ‖∇u‖2
L2 = (Au|u)H =

∫

R

λ d(Pλu|u). (2.1.5)

Let us state a corollary which shows that the operators Pλ should be
understood as smoothing operators; they are an extension of frequency cut-off
operators.

Corollary 2.2 For any u ∈ H, the vector field Pλu is an element of Vσ and

‖∇Pλu‖L2 ≤ λ
1
2 ‖u‖L2 .

For any u ∈ Vσ, we have

‖(Id−Pλ)u‖L2 ≤ 1

λ
1
2

‖u‖Vσ .

Proof Using (2.1.5) we get

‖∇Pλu‖2
L2 =

∫

R

λ′d(PλPλ′u|u).
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Using (2.1.2) this means that

‖∇Pλu‖2
L2 =

∫ λ

0

λ′d(Pλ′u|u)

≤ λ

∫

R

d(Pλ′u|u)

≤ λ‖u‖2
L2 ,

which proves the first part of the corollary. For the second part we notice that
if u is in Vσ then

‖(Id−Pλ)u‖2
L2 =

∫

R

d((Id−Pλ)u|u).

Using (2.1.2) again, we get

‖(Id−Pλ)u‖2
L2 =

∫ ∞

λ

d(Pλ′u|u)

≤
∫ ∞

λ

λ′

λ
d(Pλ′u|u)

≤ 1

λ
‖∇u‖2

L2

which ends the proof of Corollary 2.2.

Let us give a few examples in which the operators Pλ can (and will) be
explicitly computed.

In the case of bounded domains, the operators Pλ are given by Pλ
def
= Pn(λ)

with n(λ)
def
= max{k / µ2

k < λ} where the sequences (µk)k∈N and (Pk)k∈N are
given by Theorem 2.1 and Definition 2.2.

The case when Ω = Td, i.e. the periodic box (0, 2π)d with periodic boundary
conditions, is very similar to the bounded case. Using the Galilean invariance
of the Navier–Stokes system, we shall only consider mean free vector fields.
Everything that will be done in that framework is based on the discrete Fourier
transform. Let us recall that for all distributions u defined on Td,

ûk
def
= (2π)−d

∫

Td

e−ik·xu(x) dx, for k ∈ Zd .

Now let us define Sobolev spaces for any real number s:

Hs
def
=



u ∈ D′(Td) / ‖u‖2

Hs
def
=
∑

k∈Zd

|k|2s|ûk|2 < +∞



 .

Note that Vσ is given by

Vσ =
{
u ∈ H1 / ∀k ∈ Zd , k · ûk = 0

}
.
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The spectral projection Pλ can be easily expressed in terms of the Fourier trans-
form. Let us note that, as u is assumed to be real valued, we have ûk = û−k.
If k �= 0, let us denote by (fmk )1≤m≤d−1 an orthogonal basis of {k}⊥ in Rd. It is
easily checked that the family

em,nk (x)
def
=

1

2(2π)
d
2

(
(fmk + ifnk )e

ik·x + (fmk − ifnk )e
−ik·x)

is an orthonormal basis of H which satisfies −∆em,nk = |k|2em,nk . Of course
we have

Pλ(u)(x) =
∑

|k|2<λ
1≤m,n≤d−1

(u|em,nk )L2 em,nk (x).

In the case of the whole space, the Fourier transform plays, of course, again
a crucial role: the operator Pλ reduces to the Fourier cut-off operator

Pλ(u) = F−1(1|ξ|2≤λû(ξ)). (2.1.6)

Let us return to the general aspect of the spectral theorem. We would like to
define, as in the bounded case, the spectral projections on V ′ and also to prove
an approximation result analogous to Proposition 2.1. The extension to V ′ is
achieved simply by transposition, as defined in the following proposition.

Proposition 2.3 The map

P̃λ

{
V ′ → V ′σ
f �→ v �→ 〈f,Pλv〉

satisfies the following properties:

‖P̃λf‖V′
σ
≤ ‖f‖V′

σ
; (2.1.7)

∀f ∈ V ′σ , P̃λf ∈ Vσ and lim
λ→+∞

‖P̃λf − f‖V′
σ
= 0. (2.1.8)

Proof Let us first observe that, as Pλ is an orthogonal projection on H, for
any u and v in H, we have

〈Pλu, v〉 = (Pλu|v)H = (u|Pλv)H = 〈u,Pλv〉.

Thus the operator P̃λ is an extension of P̃λ on V ′. By definition of ‖f‖V′
σ
we have

‖P̃λf‖V′
σ
= sup
v∈Vσ

〈P̃λf, v〉

= sup
v∈Vσ

〈f,Pλv〉

≤ ‖f‖V′
σ
,
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which proves (2.1.7). Let us now prove (2.1.8). We shall first show that P̃λf is
in H. For any v ∈ Vσ we have

〈P̃λf, v〉 = 〈f,Pλv〉
≤ ‖f‖V′‖Pλv‖Vσ .

Using Corollary 2.2 as well as (2.1.5) we infer that for any v ∈ Vσ,
〈P̃λf, v〉 ≤ ‖f‖V′(1 + λ

1
2 )‖v‖H.

As Vσ is dense in H we find that P̃λf is in H. Then as P̃2
λf = P̃λf we deduce

that Pλf is in Vσ thanks again to Corollary 2.2.
Then using Proposition 1.1, page 20 we know that for any positive ε there is

a vector field fε in H such that

‖f − fε‖V′
σ
≤ ε

4
·

As fε belongs to H, we have P̃λfε = Pλfε. Thus we can write

‖P̃λf − f‖V′
σ
≤ ‖P̃λ(f − fε)‖V′

σ
+ ‖Pλfε − fε‖V′

σ
+ ‖f − fε‖V′

σ
.

Then (2.1.7) implies that

‖Pλf − f‖V′
σ
≤ 2‖f − fε‖V′

σ
+ ‖Pλfε − fε‖V′

σ

≤ ε

2
+ C‖Pλfε − fε‖H.

Identity (2.1.3) allows us to conclude the proof.

Notation In all that follows, we shall denote P̃ λ by Pλ.

The following proposition makes the link between the family (Pλ)λ>0 and
the Leray projector P defined in Definition 1.3 page 19.

Proposition 2.4 For any f in (L2)d, we have

lim
λ→∞

Pλf = Pf

where P denotes the Leray projector on H of Definition 1.3.

Proof By the definition of Pλ, we have, for any v in Vσ,
〈PλPf, v〉 = 〈Pf,Pλv〉 = (Pf |Pλv)H.

As the Leray projector P is the projector of (L2)d on H, we have

(Pf |Pλv)H = (f |PPλv)H = (f |Pλv)H.
By the definition of Pλ on V ′σ, which contains (L2)d, we infer that

〈P λPf, v〉 = 〈f,Pλv〉
and thus that PλPf =Pλf . Then the assertion (2.1.4) ensures the
proposition.
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2.2 The Leray theorem

In this section we present a general approach to proving the global existence
of weak solutions to the Navier–Stokes equations in a general domain Ω of Rd

with d = 2 or 3. Let us notice that no assumption about the regularity of the
boundary is made. Let us now state the weak formulation of the incompressible
Navier–Stokes system (NSν).

Definition 2.5 Given a domain Ω in Rd, we shall say that u is a weak
solution of the Navier–Stokes equations on R+ ×Ω with initial data u0 in H
and an external force f in L2

loc(R
+;V ′) if and only if u belongs to the space

C(R+;V ′σ) ∩ L∞loc(R
+;H) ∩ L2

loc(R
+;Vσ)

and for any function Ψ in C1(R+;Vσ), the vector field u satisfies the
following condition (SΨ):
∫

Ω

(u ·Ψ)(t, x) dx+

∫ t

0

∫

Ω

(ν∇u : ∇Ψ− u⊗ u : ∇Ψ− u · ∂tΨ) (t′, x) dxdt′

=

∫

Ω

u0(x) ·Ψ(0, x) dx+

∫ t

0

〈f(t′),Ψ(t′)〉 dt′

with

∇u : ∇Ψ =

d∑

j,k=1

∂ju
k∂jΨ

k and u⊗ u : ∇Ψ =

d∑

j,k=1

ujuk∂jΨ
k.

Let us remark that the above relation means that the equality in (NSν) must be
understood as an equality in the sense of V ′σ.

Now let us state the Leray theorem.

Theorem 2.3 Let Ω be a domain of Rd and u0 a vector field in H. Then, there
exists a global weak solution u to (NSν) in the sense of Definition 2.5. Moreover,
this solution satisfies the energy inequality for all t ≥ 0,

1

2

∫

Ω

|u(t, x)|2 dx+ ν

∫ t

0

∫

Ω

|∇u(t′, x)|2 dxdt′

≤ 1

2

∫

Ω

|u0(x)|2 dx+

∫ t

0

〈f(t′, ·), u(t′, ·)〉 dt′. (2.2.1)

It is convenient to state the following definition.
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Definition 2.6 A solution of (NSν) in the sense of the above
Definition 2.5 which moreover satisfies the energy inequality (2.2.1) is called
a Leray solution of (NSν).

Let us remark that the energy inequality implies a control on the energy.
This control depends on the domain Ω.

Proposition 2.5 Any Leray solution u of (NSν) satisfies

‖u(t)‖2
L2 + ν

∫ t

0

‖∇u(t′)‖2
L2 dt′ ≤ eνt

(
‖u0‖L2 +

1

ν

∫ t

0

‖f(t′)‖2
V′
σ
dt′
)
.

If the domain Ω satisfies the Poincaré inequality, a constant C exists such that
any Leray solution u of (NSν) satisfies

‖u(t)‖2
L2 + ν

∫ t

0

‖∇u(t′)‖2
L2dt′ ≤ ‖u0‖2

L2 +
C

ν

∫ t

0

‖f(t′)‖2
V′
σ
dt′.

Proof By definition of the norm ‖ · ‖V′
σ
, we have

〈f(t, ·), u(t, ·)〉 ≤ ‖f(t, ·)‖V′
σ
‖u(t, ·)‖Vσ .

Inequality (2.2.1) becomes

‖u(t)‖2
L2 + 2ν

∫ t

0

‖∇u(t′)‖2
L2 dt′ ≤ ‖u0‖2

L2 +

∫ t

0

‖f(t′)‖V′
σ
‖u(t′, ·)‖2

V dt
′.

As ‖u(t′, ·)‖2
V = ‖u(t′, ·)‖2

L2 + ‖∇u(t′, ·)‖2
L2 , we get, using the fact that 2ab ≤

a2 + b2,

‖u(t)‖2
L2 + 2ν

∫ t

0

‖∇u(t′)‖2
L2 dt′ ≤ ‖u0‖L2 +

C

ν

∫ t

0

‖f(t′)‖2
V′
σ
dt′

+ ν

∫ t

0

‖f(t′)‖2
V′
σ
‖u(t′, ·)‖2

L2 dt′.

Then Gronwall’s lemma gives the result for any domain Ω. When the domain Ω
satisfies the Poincaré inequality, then the last term on the right disappears in the
above inequality and then the second inequality of the proposition is obvious.

The outline of this section is now the following.

• First approximate solutions are built in spaces with finite frequencies by
using simple ordinary differential equation results in L2-type spaces.

• Next, a compactness result is derived.

• Finally the conclusion is obtained by passing to the limit in the weak
formulation, taking especial care of the non-linear terms.
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2.2.1 Construction of approximate solutions

In this section, we intend to build approximate solutions of the Navier–Stokes
equations.

Let (Pλ)λ be the family of spectral projections given by Theorem 2.2; we
shall consider in the present proof only integer values of λ. Thus let us denote
by Hk the space PkH.

Lemma 2.2 For any bulk force f in L2
loc(R

+;V ′), a sequence (fk)k∈N exists
in the space C1(R+;Vσ) such that for any k ∈ N and for any t > 0, the vector
field fk(t) belongs to Hk, and

lim
k→∞

‖fk − f‖L2([0,T ];V′
σ) = 0.

Proof Thanks to Proposition 2.3 and to the Lebesgue theorem, a sequence
(f̃k)k∈N exists in L2

loc(R
+;Vσ) such that for any positive integer k and for almost

all positive t, the vector field f̃k(t) belongs to Hk and

∀T > 0, lim
k→∞

‖f̃k − f‖L2([0,T ];V′
σ) = 0.

A standard (and omitted) time regularization procedure concludes the proof of
the lemma.

In order to construct the approximate solution, let us establish some properties
of the non-linear term.

Definition 2.7 Let us define the bilinear map

Q

{
V × V →V ′
(u, v) �→−div(u⊗ v).

Sobolev embeddings, stated in Theorem 1.2, ensure that Q is continuous. In the
sequel, the following lemma will be useful.

Lemma 2.3 For any u and v in V, the following estimates hold. For d in {2, 3},
a constant C exists such that, for any ϕ ∈ V,

〈Q(u, v), ϕ〉 ≤ C‖∇u‖
d
4

L2‖∇v‖
d
4

L2‖u‖1− d
4

L2 ‖v‖1− d
4

L2 ‖∇ϕ‖L2 .

Moreover for any u in Vσ and any v in V,
〈Q(u, v), v〉 = 0.

Proof The first two inequalities follow directly from the Gagliardo–Nirenberg
inequality stated in Corollary 1.2, once it is noticed that

〈Q(u, v), ϕ〉 ≤ ‖u⊗ v‖L2‖∇ϕ‖L2

≤ ‖u‖L4‖v‖L4‖∇ϕ‖L2 .
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In order to prove the third assertion, let us assume that u and v are two vector
fields the components of which belong to D(Ω). Then we deduce from integration
by parts that

〈Q(u, v), v〉 = −
∫

Ω

(div(u⊗ v) · v)(x) dx

= −
d∑

ℓ,m=1

∫

Ω

∂m(um(x)vℓ(x))vℓ(x) dx

=

d∑

ℓ,m=1

∫

Ω

um(x)vℓ(x)∂mv
ℓ(x) dx

= −
∫

Ω

|v(x)|2 div u(x) dx− 〈Q(u, v), v〉.

Thus, we have

〈Q(u, v), v〉 = −1

2

∫

Ω

|v(x)|2 div u(x) dx.

The two expressions are continuous on V and, by definition, D is dense in V.
Thus the formula is true for any (u, v) ∈ Vσ ×V, which completes the proof.

Thanks to Proposition 2.3 and the above lemma, we can state

Fk(u)
def
= PkQ(u, u).

Now let us introduce the following ordinary differential equation

(NSν,k)

{
u̇k(t)= νPk∆uk(t) + Fk(uk(t)) + fk(t)
uk(0)=Pku0.

Theorem 2.2 implies that Pk∆ is a linear map from Hk into itself. Thus the
continuity properties on Q and Pk allow us to apply the Cauchy–Lipschitz the-
orem. This gives the existence of Tk ∈ ]0,+∞] and a unique maximal solution uk
of (NSν,k) in C∞([0, Tk[;Hk). In order to prove that Tk = +∞, let us observe
that, thanks to Lemma 2.3 and Theorem 2.2,

‖u̇k(t)‖L2 ≤ νk‖uk(t)‖L2 + Ck
d
4 ‖uk(t)‖2

L2 + ‖fk(t)‖L2 .

If ‖uk(t)‖L2 remains bounded on some interval [0, T [, so does ‖u̇k(t)‖L2 . Thus, for
any k, the function uk satisfies the Cauchy criteria when t tends to T . Thus the
solution can be extended beyond T . It follows that a uniform bound on ‖uk(t)‖L2

will imply that Tk = +∞.
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2.2.2 A priori bounds

The purpose of this section is the proof of the following proposition.

Proposition 2.6 The sequence (uk)k∈N is bounded in the space

L∞loc(R
+;H) ∩ L2

loc(R
+;Vσ) ∩ L

8
d

loc(L
4(Ω)).

Moreover, the sequence (∆uk)k∈N is bounded in the space L2
loc(R

+;V ′σ).
Proof Let us now estimate the L2 norm of uk(t). Taking the L2 scalar product
of equation (NSν,k) with uk(t), we get

1

2

d

dt
‖uk(t)‖2

L2 = ν(∆uk(t)|uk(t))L2 + (Fk(uk(t))|uk(t))L2 + (fk(t)|uk(t))L2 .

By the definition of Fk, Lemma 2.3 implies that

(Fk(uk(t))|uk(t))L2 = 〈Q(uk(t), uk(t)), uk〉 = 0.

Thus we infer that

1

2

d

dt
‖uk(t)‖2

L2 + ν(∇uk(t)|∇uk(t))L2 = (fk(t)|uk(t))L2 . (2.2.2)

By time integration, we get the fundamental energy estimate for the approximate
Navier–Stokes system: for all t ∈ [0, Tk)

1

2
‖uk(t)‖2

L2 + ν

∫ t

0

‖∇uk(t′)‖2
L2 dt′ =

1

2
‖uk(0)‖2

L2 +

∫ t

0

(fk(t
′)|uk(t′))L2 dt′.

(2.2.3)

Using the (well known) fact that 2ab ≤ a2 + b2, we get

‖uk(t)‖2
L2 + ν

∫ t

0

‖∇uk(t′)‖2
L2 dt′ ≤ ‖uk(0)‖2

L2 +
C

ν

∫ t

0

‖fk(t′)‖2
V′
σ
dt′

+ ν

∫ t

0

‖uk(t′)‖2
L2 dt′. (2.2.4)

Gronwall’s lemma implies that (uk)k∈N remains uniformly bounded in H for all
time, hence that Tk = +∞. In addition, we obtain that the sequence (uk)k∈N

is bounded in the space L∞loc(R
+;H)∩L2

loc(R
+;Vσ). Using the Gagliardo–

Nirenberg inequalities (see Corollary 1.2, page 25), we deduce that the
sequence (uk)k∈N is bounded in the space

L∞loc(R
+;H) ∩ L2

loc(R
+;Vσ) ∩ L

8
d

loc(L
4(Ω)).

Moreover, we have, for any v ∈ Vσ,
〈−∆uk, v〉 = (∇uk|∇v)L2

≤ ‖uk‖H1
0
‖v‖V .

By definition of the norm ‖ · ‖V′
σ
, we infer that the sequence (∆uk)k∈N is bounded

in L2
loc(R

+;V ′σ). The whole proposition is proved.
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2.2.3 Compactness properties

Let us now prove the following fundamental result.

Proposition 2.7 A vector field u exists in L2
loc(R

+;Vσ) such that up to an
extraction (which we omit to note) we have for any positive real number T and
for any compact subset K of Ω

lim
k→∞

∫

[0,T ]×K
|uk(t, x)− u(t, x)|2 dtdx = 0. (2.2.5)

Moreover for all vector fields Ψ ∈ L2([0, T ];V) and Φ ∈ L2([0, T ] × Ω) we can
write

lim
k→∞

∫

[0,T ]×Ω

(∇uk(t, x)−∇u(t, x)) : ∇Ψ(t, x) dtdx = 0;

lim
k→∞

∫

[0,T ]×Ω

(uk(t, x)− u(t, x))Φ(t, x) dtdx = 0.
(2.2.6)

Finally for any ψ ∈ C1(R+;Vσ) the following limit holds:

lim
k→∞

sup
t∈[0,T ]

|〈uk(t), ψ(t)〉 − 〈u(t), ψ(t)〉| = 0. (2.2.7)

Proof A standard diagonal process with an increasing sequence of positive
real numbers Tn and an exhaustive sequence of compact subsets Kn of Ω
reduces the proof of (2.2.5) to the proof of the relative compactness of the
sequence (uk)k∈N in L2([0, T ]×K). So let us consider a positive real number ε.
As the sequence (uk)k∈N is bounded in L2([0, T ];Vσ), Corollary 2.2 (together
with Lebesgue’s theorem) implies that an integer k0 exists such that

∀k ∈ N, ‖uk −Pk0uk‖L2([0,T ]×Ω) ≤
ε

2
· (2.2.8)

Now we claim that there is an L
4
d ([0, T ]) function fk0 , independent of k,

such that
‖∂tPk0uk(t)‖L2 ≤ fk0(t). (2.2.9)

Let us prove the claim. Proposition 2.6 tells us, in particular first, using the
fact that the sequence (uk)k∈N is bounded in the space L2

loc(R
+;Vσ), we infer

that the sequence (−∆uk)k∈N is bounded in L2
loc(R

+;V ′σ). The fact that the
sequence (fk)k∈N is bounded in L2

loc(R
+;V ′σ) is clear by definition of fk, and

finally using Lemma 2.3, we have

‖Fk(uk(t))‖V′
σ
≤ C‖∇uk‖

d
2

L2‖uk‖2− d
2

L2 . (2.2.10)

Then using the energy estimate (2.2.4) with (2.2.10), we deduce that

∀k ∈ N, ‖∂tuk‖L 4
d (R+;V′

σ)
≤ C. (2.2.11)

The claim (2.2.9) is obtained.
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But for any t ∈ [0, T ], the family (Pk0uk)k∈N is bounded in H1
0 . Let us denote

by L2
K the space of vector fields in L2 supported in K. As the embedding of H1

0

into L2
K is compact, Ascoli’s theorem implies that the family (Pk0uk)k∈N is

relatively compact in the space L∞([0, T ];L2
K), thus in the space L2([0, T ]×K).

It can therefore be covered by a finite number of balls of L2([0, T ] × K) of
radius ε/2, and the existence of u follows, such that (2.2.5) is satisfied.

In particular this implies of course that uk converges towards u
in the space D′(]0, T [×Ω). The sequence (uk)k∈N is bounded in the
space L2([0, T ];H1

0 ). So as D(]0, T [×Ω) is dense both in L2([0, T ] × Ω) and
in L2([0, T ];H1

0 ), the weak convergence holds in the spaces L2([0, T ] × Ω)
and L2([0, T ];H1

0 ). This proves (2.2.6). Moreover since div uk = 0 we also infer
that divu = 0.

In order to prove (2.2.7), we consider a vector field ψ in C1([0, T ];Vσ) and
the function

gk

{
[0, T ] → R

t �→ 〈uk(t), ψ(t)〉.

The sequence (gk)k∈N is bounded in L∞([0, T ];R). Moreover

ġk(t) = 〈u̇k(t), ψ(t)〉+ 〈uk(t), ∂tψ(t)〉.

We therefore have

|ġk(t)| ≤ ‖u̇k(t)‖V′
σ

sup
t∈[0,T ]

‖ψ(t)‖Vσ + ‖uk(t)‖L2 sup
t∈[0,T ]

‖∂tψ(t)‖L2

and using (2.2.11) this implies that (ġk)k∈N is bounded in L
4
d ([0, T ];R). The

sequence (gk)k∈N is therefore a bounded sequence of C1− d
4 ([0, T ];R) which by

Ascoli’s theorem again implies that, up to an extraction, gk(t) converges strongly
towards g(t) in L∞([0, T ];R).

But using (2.2.6) we know that gk(t) converges strongly in L2([0, T ])
towards

∫
Ω
u(t, x)ψ(t, x) dx. Thus we have (2.2.7).

2.2.4 End of the proof of the Leray theorem

The local strong convergence of (uk)k∈N will be crucial in order to pass to the
limit in (NSν,k) to obtain solutions of (NSν).

According to the definition of a weak solution of (NSν), let us consider a test
function Ψ in C1(R+;Vσ). Because uk is a solution of (NSν,k), we have

d

dt
〈uk(t),Ψ(t)〉 = 〈u̇k(t),Ψ(t)〉+ 〈uk(t), Ψ̇(t)〉

= ν〈Pk∆uk(t),Ψ(t)〉+ 〈PkQ(uk(t), uk(t)),Ψ(t)〉
+ 〈fk(t),Ψ(t)〉+ 〈uk(t), Ψ̇(t)〉.
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We have, after integration by parts,

〈Pk∆uk(t),Ψ(t)〉 = −ν
∫

Ω

∇uk(t, x) : ∇PkΨ(t, x) dx,

〈PkQ(uk(t), uk(t)),Ψ(t)〉 =
∫

Ω

uk(t, x)⊗ uk(t, x) : ∇PkΨ(t, x) dx

and

〈uk(t), Ψ̇(t)〉 =
∫

Ω

uk(t, x) · ∂tΨ(t, x) dx.

By time integration between 0 and t, we infer that
∫

Ω

uk(t, x) ·Ψ(t, x) dx

+

∫ t

0

∫

Ω

(ν∇uk :∇PkΨ− uk ⊗ uk :∇PkΨ− uk · ∂tΨ) (t′, x) dxdt′

=

∫

Ω

uk(0, x) ·Ψ(0, x) dx+

∫ t

0

〈fk(t′),Ψ(t′)〉 dt′.

We now have to pass to the limit.
Let us start by proving the following preliminary lemma.

Lemma 2.4 Let H be a Hilbert space, and let (An)n∈N be a bounded sequence
of linear operators on H such that

∀h ∈ H, lim
n→∞

‖Anh− h‖H = 0.

Then if ψ ∈ C([0, T ]; H) we have

lim
n→∞

sup
t∈[0,T ]

‖Anψ(t)− ψ(t)‖H = 0.

Proof The function ψ is continuous in time with values in H, so for all pos-
itive ε, the compact ψ([0, T ]) can be covered by a finite number of balls of
radius

ε

2(A+ 1)
with A def

= sup
n

‖An‖L(H)

and center (ψ(tℓ))0≤ℓ≤N . Then we have, for all t in [0, T ] and ℓ in {0, . . . , N},
‖Anψ(t)− ψ(t)‖H ≤ ‖Anψ(t)−Anψ(tℓ)‖H

+ ‖Anψ(tℓ)− ψ(tℓ)‖H + ‖ψ(tℓ)− ψ(t)‖H.

The assumption on An implies that for any ℓ, the sequence (Anψ(tℓ))n∈N tends
to ψ(tℓ). Thus, an integer nN exists such that, if n ≥ nN ,

∀ℓ ∈ {0, . . . , N} , ‖Anψ(tℓ)− ψ(tℓ)‖H <
ε

2
·
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We infer that, if n ≥ nN , for all t ∈ [0, T ] and all ℓ ∈ {0, . . . , N},

‖Anψ(t)− ψ(t)‖H ≤ ‖Anψ(t)−Anψ(tℓ)‖H + ‖ψ(tℓ)− ψ(t)‖H +
ε

2
·

For any t, let us choose ℓ such that

‖ψ(t)− ψ(tℓ)‖H ≤ ε

2(A+ 1)
·

The lemma is proved.

We can apply the lemma to H = V, and to Ψ ∈ C([0, T ];Vσ). We find that

lim
k→∞

sup
t∈[0,T ]

‖PkΨ(t)−Ψ(t)‖V = 0.

This implies that

lim
k→∞

ν

∫ t

0

∫

Ω

∇uk : ∇PkΨ dxdt′ = lim
k→∞

ν

∫ t

0

∫

Ω

∇uk : ∇Ψ dxdt′,

and the weak convergence of (uk)k∈N to u in L2
loc(R

+;Vσ) ensures that

lim
k→∞

ν

∫ t

0

∫

Ω

∇uk : ∇Ψ dxdt′ = ν

∫ t

0

∫

Ω

∇u : ∇Ψ dxdt′.

By (2.2.7) we have, for any non-negative t,

lim
k→∞

∫

Ω

uk(t, x) ·Ψ(t, x) dx = lim
k→∞

〈uk(t),Ψ(t)〉 = 〈u(t),Ψ(t)〉

and by (2.2.6)

lim
k→∞

sup
t∈[0,T ]

∣∣∣∣
∫

Ω

uk(t, x) · ∂tΨ(t, x) dx− 〈u(t), ∂tΨ(t)〉
∣∣∣∣ = 0.

The two terms associated with the initial data and the bulk forces are convergent
by construction of the sequence (fk)k∈N and because of the fact that, thanks to
Theorem 2.2, (Pku0)k∈N tends to u0 in L2.

Now let us pass to the limit in the non-linear term. As above we have in fact

lim
k→∞

∫ t

0

∫

Ω

(uk ⊗ uk : ∇PkΨ)(t′, x) dxdt′

= lim
k→∞

∫ t

0

∫

Ω

(uk ⊗ uk : ∇Ψ)(t′, x) dxdt′,

so it is enough to prove that

lim
k→∞

∫ t

0

∫

Ω

(uk ⊗ uk : ∇Ψ)(t′, x) dxdt′ =

∫ t

0

∫

Ω

(u⊗ u : ∇Ψ)(t′, x) dxdt′.
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Let (Kn)n∈N be an exhaustive sequence of compact subsets of Ω. Applying

Lemma 2.4 with H = (L2)d and Anf
def
= 1Knf , we have

lim
n∞

‖1Kn∇Ψ−∇Ψ‖L2([0,T ];L2) = 0.

Using the fact that the sequence (uk ⊗ uk)k∈N is bounded in L1([0, T ];L2(Ω)),
it is enough to prove that, for any compact subset K of Ω, we have

lim
k→∞

‖uk ⊗ uk − u⊗ u‖L1([0,T ];L2
K) = 0 (2.2.12)

which will be implied by

lim
k→∞

‖uk − u‖L2([0,T ];L4
K) = 0. (2.2.13)

Recall that LpK denotes the space of Lp functions supported in K. Using
Corollary 1.2, we have, for any vector field a ∈ V,

‖a(t)‖L4
K
≤ C‖a(t)‖1− d

4

L2
K

‖∇a(t)‖
d
4

L2 .

Hölder’s inequality implies that

‖a‖L2([0,T ];L4
K) ≤ C‖a‖1− d

4

L2([0,T ]×K)‖∇a‖
d
4

L2([0,T ]×Ω).

We therefore have

‖uk − u‖L2([0,T ];L4
K) ≤ C‖uk − u‖1− d

4

L2([0,T ]×K)‖∇(uk − u)‖
d
4

L2([0,T ]×Ω).

Proposition 2.7 allows us to conclude the proof of the fact that u is a solution
of (NSν) in the sense of Definition 2.5.

It remains to prove the energy inequality (2.2.1). Assertion (2.2.7) of
Proposition 2.7 implies in particular that for any time t ≥ 0 and any v ∈ Vσ,

lim inf
k→∞

(uk(t)|v)H = (u(t)|v)H.

As Vσ is dense in H, we get that for any t ≥ 0, the sequence (uk(t))k∈N converges
weakly towards u(t) in the Hilbert space H. Hence

‖u(t)‖2
L2 ≤ lim inf

k→∞
‖uk(t)‖2

L2 for all t ≥ 0.

On the other hand, (uk)k∈N converges weakly to u in L2
loc(R

+;V), so that for
all non-negative t, we have

∫ t

0

‖∇u(t′)‖2
L2 dt′ ≤ lim inf

k→∞

∫ t

0

‖∇uk(t′)‖2
L2 dt′.

Taking the lim infk→∞ in the energy equality for approximate solutions (2.2.3)
yields the energy inequality (2.2.1).

To conclude the proof of Theorem 2.3 we just need to prove the time
continuity of u with values in V ′σ. That result is obtained by using the fact
that u satisfies (SΨ) in particular with a function Ψ independent of time.
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Choosing such a function yields that for any Ψ ∈ Vσ,

〈u(t),Ψ〉 − 〈u(t′),Ψ〉 =
∫ t′

t

〈f(t′′),Ψ〉 dt′′

+

∫ t′

t

∫

Ω

(ν∇u(t′′) : ∇Ψ− u⊗ u(t′′) : ∇Ψ) dxdt′′.

Using the inequality

‖u(t)‖L4 ≤ ‖u(t)‖1− d
4

L2 ‖∇u(t)‖
d
4

L2 ,

we infer, by energy inequality, that u belongs to L
8
d ([0, T ];L4(Ω)). Then we

deduce that

|〈u(t),Ψ〉 − 〈u(t′),Ψ〉| ≤ |t− t′|1− d
4 ‖u‖2

L
8
d ([0,T ];L4)

‖Ψ‖Vσ

+ |t− t′| 12 (‖f‖L2([0,T ];V′
σ) + ν‖∇u‖L2([0,T ];L2))‖Ψ‖Vσ

which concludes the proof of Theorem 2.3.



3

Stability of Navier–Stokes equations

In this chapter we intend to investigate the stability of the Leray solutions con-
structed in the previous chapter. It is useful to start by analyzing the linearized
version of the Navier–Stokes equations, so the first section of the chapter is
devoted to the proof of the well-posedness of the time-dependent Stokes system.
The study will be applied in Section 3.2 to the two-dimensional Navier–Stokes
equations, and the more delicate case of three space dimensions will be dealt
with in Sections 3.3–3.5.

3.1 The time-dependent Stokes problem

Given a positive viscosity ν, the time-dependent Stokes problem reads as follows:

(ESν)





∂tu− ν∆u = f −∇p
div u = 0

u|∂Ω = 0

u|t=0 = u0 ∈ H.

Let us define what a solution of this problem is.

Definition 3.1 Let u0 be in H and f in L2
loc(R

+;V ′). We shall say that u
is a solution of (ESν) with initial data u0 and external force f if and only
if u belongs to the space

C(R+;V ′σ) ∩ L∞loc(R
+;H) ∩ L2

loc(R
+;Vσ)

and satisfies, for any Ψ in C1(R+;Vσ),

〈u(t),Ψ(t)〉+
∫

[0,t]×Ω

(ν∇u : ∇Ψ− u · ∂tΨ) (t′, x) dxdt′

=

∫

Ω

u0(x) ·Ψ(0, x) dx+

∫ t

0

〈f(t′),Ψ(t′)〉 dt′.

The following theorem holds.

Theorem 3.1 The problem (ESν) has a unique solution in the sense of the
above definition. Moreover this solution belongs to C(R+;H) and satisfies

1

2
‖u(t)‖2

L2 + ν

∫ t

0

‖∇u(t′)‖2
L2 dt′ =

1

2
‖u0‖2

L2 +

∫ t

0

〈f(t′), u(t′)〉 dt′.
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Proof In order to prove uniqueness, let us consider some function u
in C(R+;V ′σ) ∩ L2

loc(R
+;Vσ) such that, for all Ψ in C1(R+;Vσ),

〈u(t),Ψ(t)〉+
∫ t

0

∫

Ω

(ν∇u : ∇Ψ− u · ∂tΨ) (t′, x) dxdt′ = 0.

This is valid in particular for a time-independent function PkΨ where Ψ is any
given vector field in Vσ. We may write

〈Pku(t),Ψ〉 = 〈u(t),PkΨ〉

= −ν
∫ t

0

∫

Ω

∇u(t′, x) : ∇PkΨ(x) dxdt′

= ν

∫ t

0

〈u(t′),∆PkΨ〉 dt′.

We have, thanks to the spectral Theorem 2.2,

〈Pku(t),Ψ〉 = ν

∫ t

0

〈Pku(t′),∆PkΨ〉 dt′

≤ ν‖∆PkΨ‖H
∫ t

0

‖Pku(t′)‖H dt′

≤ νk‖PkΨ‖H
∫ t

0

‖Pku(t′)‖H dt′.

By the definition of H, the space Vσ is dense in H, and we have

‖Pku(t)‖H = sup
‖Ψ‖L2=1

Ψ∈Vσ

〈Pk(t)u,Ψ〉

≤ νk

∫ t

0

‖Pku(t′)‖H dt′.

The Gronwall lemma ensures that Pku(t) = 0 for any t and k. This implies
uniqueness.

In order to prove existence, let us consider a sequence (fk)k∈N associated
with f by Lemma 2.2, page 44, and then the approximated problem

(ESν,k)

{
∂tuk − νPk∆uk = fk

uk|t=0 = Pku0.

Again thanks to the spectral Theorem 2.2, page 38, it is a linear ordinary differ-
ential equation on Hk which has a global solution uk which is C1(R+;Hk). By
the energy estimate in (ESν,k) we get that

1

2

d

dt
‖uk(t)‖2

L2 + ν‖∇uk(t)‖2
L2 = 〈fk(t), uk(t)〉.



The time-dependent Stokes problem 55

A time integration gives

1

2
‖uk(t)‖2

L2 + ν

∫ t

0

‖∇uk(t′)‖2
L2 dt′ =

1

2
‖Pku(0)‖2

L2 +

∫ t

0

〈fk(t′), uk(t′)〉 dt′.
(3.1.1)

In order to pass to the limit, we write the energy estimate for uk − uk+ℓ, which
gives

δk,ℓ(t)
def
=

1

2
‖(uk − uk+ℓ)(t)‖2

L2 + ν

∫ t

0

‖∇(uk − uk+ℓ)(t
′)‖2
L2 dt′

=
1

2
‖(Pk −Pk+ℓ)u(0)‖2

L2 +

∫ t

0

〈(fk − fk+ℓ)(t
′), uk(t

′)〉 dt′

≤ 1

2
‖(Pk −Pk+ℓ)u(0)‖2

L2 +
C

ν

∫ t

0

‖(fk − fk+ℓ)(t
′)‖2
V′
σ

+
ν

2

∫ t

0

‖∇(uk − uk+ℓ)(t
′)‖2
L2 dt′ +

ν

2

∫ t

0

‖(uk − uk+ℓ)(t
′)‖2
L2 dt′.

This implies that

e−νt‖(uk − uk+ℓ)(t)‖2
L2 + νe−νt

∫ t

0

‖∇(uk − uk+ℓ)(t
′)‖2
L2 dt′

≤
(
‖(Pk −Pk+ℓ)u(0)‖2

L2 +
C

ν

∫ t

0

‖(fk − fk+ℓ)(t
′)‖2
V′
σ
dt′
)
.

This implies immediately that the sequence (uk)k∈N is a Cauchy sequence in the
space C(R+;H) ∩ L2

loc(R
+;Vσ). Let us denote by u the limit and prove that u

is a solution in the sense of Definition 3.1. As uk is a C1 solution of the ordinary
differential equation (ESν,k), we have, for a Ψ in C1(R+;Vσ),

d

dt
〈uk(t),Ψ(t)〉 = ν〈∆uk(t),Ψ(t)〉+ 〈fk(t),Ψ(t)〉+ 〈uk(t), ∂tΨ(t)〉.

By time integration, we get

〈uk(t),Ψ(t)〉 = −ν
∫ t

0

∫

Ω

∇uk(t′, x) : ∇Ψ(t′, x) dxdt′

+

∫ t

0

〈fk(t′),Ψ(t′)〉 dt′ + 〈Pku(0),Ψ(0)〉+
∫ t

0

〈uk(t′), ∂tΨ(t′)〉 dt′.

Passing to the limit in the above equality and in (3.1.1) gives the theorem.

Remark This proof works independently of the nature of the domain Ω. In
the case when the domain Ω is bounded, the solution is given by the explicit
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formula

u(t) =
∑

j∈N

Uj(t)ej with

Uj(t)
def
= e−νµ

2
j t(u0|ej)L2 +

∫ t

0

e−νµ
2
j (t−t′)〈f(t′), ej〉 dt′. (3.1.2)

In the case of the whole space Rd, we have the following analogous formula

u(t, x) = (2π)−d
∫

Rd

eix·ξû(t, ξ) dξ with

û(t, ξ)
def
= e−ν|ξ|

2tû0(ξ) +

∫ t

0

e−ν|ξ|
2(t−t′)f̂(t′, ξ) dt′. (3.1.3)

3.2 Stability in two dimensions

In a two-dimensional domain, the Leray weak solutions are unique and even
stable. More precisely, we have the following theorem.

Theorem 3.2 For any data u0 in H and f in L2
loc(R

+;V ′), the Leray weak
solution is unique. Moreover, it belongs to C(R+;H) and satisfies, for any (s, t)
such that 0 ≤ s ≤ t,

1

2
‖u(t)‖2

L2 + ν

∫ t

s

‖∇u(t′)‖2
L2 dt′ =

1

2
‖u(s)‖2

L2 +

∫ t

s

〈f(t′), u(t′)〉 dt′. (3.2.1)

Furthermore, the Leray solutions are stable in the following sense. Let u (resp. v)
be the Leray solution associated with u0 (resp. v0) in H and f (resp. g) in the
space L2

loc(R
+;V ′). Then

e−νt‖(u− v)(t)‖2
L2 + νe−νt

∫ t

0

‖∇(u− v)(t′)‖2
L2 dt′

≤
(
‖u0 − v0‖2

L2 +
1

ν

∫ t

0

‖(f − g)(t′)‖2
V′
σ
dt′
)

exp

(
CE2(t)

ν4

)

with

E(t)
def
= eνtmin

{
‖u0‖2

L2 +
1

ν

∫ t

0

‖f(t′)‖2
V′
σ
dt′ , ‖v0‖2

L2 +
1

ν

∫ t

0

‖g(t′)‖2
V′
σ
dt′
}
.

Remark When the domain Ω satisfies the Poincaré inequality, the estimate
becomes

‖(u− v)(t)‖2
L2 + ν

∫ t

0

‖∇(u− v)(t′)‖2
L2 dt′

≤
(
‖u0 − v0‖2

L2 +
1

ν

∫ t

0

‖(f − g)(t′)‖2
V′
σ
dt′
)

exp

(
CE2

P(t)

ν4

)

with EP(t)
def
= e−νtE(t).



Stability in two dimensions 57

Proof of Theorem 3.2 As u belongs to L∞loc(R
+;H)∩L2

loc(R
+;Vσ), thanks

to Lemma 2.3, page 44, the non-linear term Q(u, u) belongs to L2
loc(R

+;V ′).
Thus u is the solution of (ESν) with initial data u0 and external force f +Q(u, u).
Theorem 3.1 immediately implies that u belongs to C(R+;H) and satisfies, for
any (s, t) such that 0 ≤ s ≤ t,

1

2
‖u(t)‖2

L2 + ν

∫ t

s

‖∇u(t′)‖2
L2 dt′

=
1

2
‖u(s)‖2

L2 +

∫ t

s

〈f(t′), u(t′)〉 dt′ +
∫ t

s

〈Q(u(t′), u(t′)), u(t′)〉 dt′.

Using Lemma 2.3, we get the energy equality (3.2.1).

To prove the stability, let us observe that the difference w
def
= u − v is the

solution of (ESν) with data u0 − v0 and external force

f − g +Q(u, u)−Q(v, v).

Theorem 3.1 implies that

‖w(t)‖2
L2 + 2ν

∫ t

0

‖∇w(t′)‖2
L2 dt′ = ‖w(0)‖2

L2

+ 2

∫ t

0

〈(f − g)(t′), w(t′)〉 dt′ + 2

∫ t

0

〈(Q(u, u)−Q(v, v))(t′), w(t′)〉 dt′.

The non-linear term is estimated thanks to the following lemma.

Lemma 3.1 In two-dimensional domains, if a and b belong to Vσ, we have

|〈(Q(a, a)−Q(b, b)), a− b〉| ≤ C‖∇(a− b)‖
3
2

L2‖a− b‖
1
2

L2‖∇a‖
1
2

L2‖a‖
1
2

L2 .

Proof It is a nice exercise in elementary algebra to deduce from Lemma 2.3 that

〈Q(a, a)−Q(b, b), a− b〉 = 〈Q(a− b, a), a− b〉. (3.2.2)

Using Lemma 2.3 again, we get the result.
Let us go back to the proof of Theorem 3.2. Using the well-known fact

that 2ab ≤ a2 + b2, we get

‖w(t)‖2
L2 +

3

2
ν

∫ t

0

‖∇w(t′)‖2
L2 dt′ ≤ ‖w(0)‖2

L2 +
2

ν

∫ t

0

‖(f − g)(t′)‖2
V′
σ
dt′

+ C

∫ t

0

‖∇w(t′)‖
3
2

L2‖w(t′)‖
1
2

L2‖∇u(t′)‖
1
2

L2‖u(t′)‖
1
2

L2 dt
′ + Cν

∫ t

0

‖w(t′)‖L2 dt′.

Note that if the domain satisfies the Poincaré inequality, then the last term on
the right-hand side can be omitted.
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Using (with θ = 1/4) the convexity inequality (1.3.5), page 26 we infer that

‖w(t)‖2
L2 + ν

∫ t

0

‖∇w(t′)‖2
L2 dt′

≤ ‖w(0)‖2
L2 +

2

ν

∫ t

0

‖(f − g)(t′)‖2
V′
σ
dt′

+
C

ν3

∫ t

0

‖w(t′)‖2
L2

(
‖∇u(t′)‖2

L2‖u(t′)‖2
L2 + ν

)
dt′.

Gronwall’s lemma implies that

‖w(t)‖2
L2 + ν

∫ t

0

‖∇w(t′)‖2
L2 dt′

≤
(
‖w(0)‖2

L2 +
2

ν

∫ t

0

‖(f − g)(t′)‖2
V′
σ
dt′
)

× exp
(
νt+

C

ν3
sup
τ∈[0,t]

‖u(τ)‖2
L2

∫ t

0

‖∇u(t′)‖2
L2 dt′

)
.

The energy estimate tells us that

sup
τ∈[0,t]

‖u(τ)‖2
L2

∫ t

0

‖∇u(t′)‖2
L2 dt′ ≤ 1

ν

(
‖u0‖2

L2 +
2

ν

∫ t

0

‖f(t′)‖2
V′
σ
dt′
)2

e2νt.

As u and v play the same role, the theorem is proved.

3.3 Stability in three dimensions

In order to obtain stability, we need to enforce the time regularity of the Leray
solution. The precise stability theorem is the following.

Theorem 3.3 Let u be a Leray solution associated with initial velocity u0

in H and bulk force f in L2([0, T ];V ′). We assume that u belongs to the
space L4([0, T ];Vσ) for some positive T . Then u is unique, belongs to C([0, T ];H)
and satisfies, for any (s, t) such that 0 ≤ s ≤ t ≤ T ,

1

2
‖u(t)‖2

L2 + ν

∫ t

s

‖∇u(t′)‖2
L2 dt′ =

1

2
‖u(s)‖2

L2 +

∫ t

s

〈f(t′), u(t′)〉 dt′. (3.3.1)

Let v be any solution associated with v0 in H and g in L2
loc([0, T ];V ′). Then, for

all t in [0, T ],

e−νt‖(u− v)(t)‖2
L2 + νe−νt

∫ t

0

‖∇(u− v)(t′)‖2
L2 dt′

≤
(
‖u0 − v0‖2

L2 +
2

ν

∫ t

0

‖(f − g)(t′)‖2
V′
σ
dt′
)

exp

(
C

ν3

∫ t

0

‖∇u(t′)‖4
L2 dt′

)
.
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Remarks

• As in the two-dimensional case, if the domain satisfies the Poincaré
inequality, then the estimate becomes

‖(u− v)(t)‖2
L2 + ν

∫ t

0

‖∇(u− v)(t′)‖2
L2 dt′

≤
(
‖u0 − v0‖2

L2 +
2

ν

∫ t

0

‖(f − g)(t′)‖2
V′
σ
dt′
)

exp

(
C

ν3

∫ t

0

‖∇u(t′)‖4
L2 dt′

)
.

• The proof that such an L4([0, T ];Vσ) solution u exists will be detailed in
Section 3.4 in the case of bounded domains, and in Section 3.5 in the case
without boundary.

Proof of Theorem 3.3 Thanks to Lemma 2.3, the fact that u belongs
to L4([0, T ];Vσ) implies that

‖Q(u, u)‖L2([0,T ];V′) ≤ C‖u‖
1
2

L∞([0,T ];L2)‖u‖
3
2

L3([0,T ];H1
0 )

≤ CT
1
8 ‖u‖

1
2

L∞([0,T ];L2)‖u‖
3
2

L4([0,T ];H1
0 )
. (3.3.2)

Hence the non-linear term Q(u, u) belongs to L2([0, T ];V ′). Thus, exactly as in
the two-dimensional case, u is the solution of (ESν) with initial data u0 and
external force f + Q(u, u). Theorem 3.1 immediately implies that u belongs
to C([0, T ];H) and satisfies, for any (s, t) such that 0 ≤ s ≤ t,

1

2
‖u(t)‖2

L2 + ν

∫ t

s

‖∇u(t′)‖2
L2 dt′

=
1

2
‖u(s)‖2

L2 +

∫ t

s

〈f(t′), u(t′)〉 dt′ +
∫ t

s

〈Q(u(t′), u(t′)), u(t′)〉 dt′.

Using Lemma 2.3, we get the energy equality (3.3.1).
The method now used in the proof of the stability is important because we

shall follow its lines quite often in this book. As u and v are two Leray solutions,
we can write that

δν(t)
def
= ‖(u− v)(t)‖2

L2 + 2ν

∫ t

0

‖∇(u− v)(t′)‖2
L2 dt′

= ‖u(t)‖2
L2 + 2ν

∫ t

0

‖∇u(t′)‖2
L2 dt′ + ‖v(t)‖2

L2 + 2ν

∫ t

0

‖∇v(t′)‖2
L2 dt′

− 2(u(t)|v(t))L2 − 4ν

∫ t

0

(∇u(t′)|∇v(t′))L2 dt′

≤ ‖u0‖2
L2 + 2

∫ t

0

〈f(t′), u(t′)〉 dt′ + ‖v0‖2
L2 + 2

∫ t

0

〈g(t′), v(t′)〉 dt′

− 2(u(t)|v(t))L2 − 4ν

∫ t

0

(∇u(t′)|∇v(t′))L2 dt′. (3.3.3)
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Now the problem consists in evaluating the cross-product terms

(u(t)|v(t))L2 + 2ν

∫ t

0

(∇u(t′)|∇v(t′))L2 dt′

−
∫ t

0

〈g(t′), v(t′)〉 dt′ −
∫ t

0

〈f(t′), u(t′)〉 dt′.

Let us suppose for a moment that u and v are smooth in space and time; then
we can simply scalar-multiply by v the equation satisfied by u, and conversely
scalar-multiply by u the equation satisfied by v. We get

(∂tu|v)L2 + ν(∇u|∇v)L2 + (u · ∇u|v)L2 = (f |v)L2 and

(∂tv|u)L2 + ν(∇v|∇u)L2 + (v · ∇v|u)L2 = (g|u)L2 ;

hence summing both equalities yields

∂t(u(t)|v(t))L2 + 2ν(∇u(t)|∇v(t))L2 − (f(t)|v(t))L2 − (g(t)|u(t))L2

+ (u(t) · ∇u(t)|v(t))L2 + (v(t) · ∇v(t)|u(t))L2 = 0.

After an easy algebraic computation we find that

(u(t) · ∇u(t)|v(t))L2 + (v(t) · ∇v(t)|u(t))L2 = ((u− v)(t) · ∇(u− v)(t)|u(t))L2 ,

hence after integration in time, we obtain

(u(t)|v(t))L2 + 2ν

∫ t

0

(∇u(t′)|∇v(t′))2L2 dt′

−
∫ t

0

(g(t′)|v(t′))L2 dt′ −
∫ t

0

(f(t′)|u(t′))L2 dt′

= −(u0|v0)L2 +

∫ t

0

((u− v)(t′) · ∇(u− v)(t′)|u(t′))L2 dt′

+

∫ t

0

(f(t′)|(v − u)(t′)) dt′ +

∫ t

0

(g(t′)|(u− v)(t′)) dt′. (3.3.4)

Plugging (3.3.4) into (3.3.3) yields

‖(u− v)(t)‖2
L2 + 2ν

∫ t

0

‖∇(u− v)(t′)‖2
L2 dt′ ≤ ‖u0 − v0‖2

L2

+ 2

∣∣∣∣
∫ t

0

((f − g)|(u− v))(t′) dt′
∣∣∣∣

+ 2

∣∣∣∣
∫ t

0

((u− v) · ∇(u− v)|u)L2 (t
′) dt′

∣∣∣∣ ,

and the Gronwall lemma gives the smallness of δν . However unfortunately the
above computations make no sense if no smoothness in space and time is known
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on u or on v (and in particular the final Gronwall argument does not seem pos-
sible to write correctly). So some precautions have to be taken in order to make
these computations valid, and to conclude the argument by the Gronwall lemma –
in particular we are going to see that the assumption that u ∈ L4([0, T ];Vσ) is
enough to make the above computations valid.

Let us therefore proceed with the rigorous computations. Identity (3.3.3)
involves scalar products of u and v, which naturally lead to using the definition
of weak solutions choosing for instance u as a test function. Unfortunately, in
order to be admissible, test functions need to belong to C1(R+;Vσ), so that
some preliminary smoothing in time of u is required. We shall use the following
approximation lemma and postpone its proof to the end of the proof of the
theorem.

Lemma 3.2 Let u be a Leray solution which belongs to L4([0, T ];Vσ). A
sequence (ũk)k∈N of C1(R+;Vσ) exists such that

• the sequence (ũk)k∈N tends to u in L4([0, T ];Vσ) ∩ L∞([0, T ];H);

• for all k ∈ N, we have

∂tũk − ν∆ũk = Q(ũk, ũk) + f +Rk +∇pk (3.3.5)

with limk→∞ ‖Rk‖L2([0,T ];V′
σ) = 0.

The function ũk belongs to C1(R+;Vσ), so it can be used as a test function in
Definition 2.5. As v is a Leray solution, we have

Bk(t) def= (v(t)|ũk(t))L2

= (v(0)|ũk(0))L2 − ν

∫ t

0

(∇v(t′)|∇ũk(t′))L2 dt′ +

∫ t

0

〈g(t′), ũk(t′)〉 dt′

+

∫ t

0

(v(t′)⊗ v(t′)|∇ũk(t′))L2 dt′ +

∫ t

0

〈v(t′), ∂tũk(t′)〉 dt′.

Thanks to (3.3.5), we get

Bk(t) = (v(0)|ũk(0))L2 − 2ν

∫ t

0

(∇v(t′)|∇ũk(t′))L2 dt′ +

∫ t

0

〈g(t′), ũk(t′)〉 dt′

+

∫ t

0

〈f(t′), v(t′)〉 dt′ +
∫ t

0

(v(t′)⊗ v(t′)|∇ũk(t′))L2 dt′

+

∫ t

0

〈Q(ũk(t
′), ũk(t

′)), v(t′)〉 dt′ +
∫ t

0

〈v(t′), Rk(t′)〉 dt′.
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Lemma 3.2 implies that limk→∞ Bk(t) = (v(t)|u(t))L2 and that

lim
k→∞

{
(v(0)|ũk(0))L2 − 2ν

∫ t

0

(∇v(t′)|∇ũk(t′))L2 dt′

+

∫ t

0

〈v(t′), Rk(t′)〉 dt′ +
∫ t

0

〈g(t′), ũk(t′)〉 dt′
}

is equal to

(v(0)|u(0))L2 − 2ν

∫ t

0

(∇v(t′)|∇u(t′))L2 dt′ +

∫ t

0

〈g(t′), u(t′)〉 dt′.

Thus stating

Nk(t) def=
∫ t

0

(v(t′)⊗ v(t′)|∇ũk(t′))L2 dt′ +

∫ t

0

〈Q(ũk(t
′), ũk(t

′)), v(t′)〉 dt′,

we obtain

(v(t)|u(t))L2 = (v(0)|u(0))L2 − 2ν

∫ t

0

(∇v(t′)|∇u(t′))L2 dt′

+

∫ t

0

〈g(t′), u(t′)〉 dt′ +
∫ t

0

〈f(t′), v(t′)〉 dt′ + lim
k→∞

Nk(t).

Plugging this into (3.3.3) gives

δν(t) = ‖u0 − v0‖2
L2 + 2

∫ t

0

〈(f − g)(t′), (u− v)(t′)〉 dt′ + lim
k→∞

Nk(t).

It remains to study the term Nk(t). In order to do this, let us observe that,
for any vector field a and b in Vσ, we have (b⊗ b|∇a)L2 = 〈Q(b, b), a〉 and thus

(b⊗ b|∇a)L2 + 〈Q(a, a), b〉 = 〈Q(b, b), a〉+ 〈Q(a, a), b〉.
Using Lemma 2.3, we can write

〈Q(b, b), a〉+ 〈Q(a, a), b〉 = 〈Q(b, b), a− b〉+ 〈Q(a, a), b− a〉
= 〈Q(b, a), a− b〉+ 〈Q(a, a), b− a〉.

Thus, it turns out that

〈Q(b, b), a〉+ 〈Q(a, a), b〉 = 〈Q(a− b, a), b− a〉
= ((a− b)⊗ a|∇(b− a))L2 .

Using the Gagliardo–Nirenberg inequality (see Corollary 1.2), we get for any a
and c in Vσ,

|(c⊗ a|∇c)L2 | ≤ C‖a‖L6‖c‖L3‖∇c‖L2

≤ C‖∇a‖L2‖c‖
1
2

L2‖∇c‖
3
2

L2 . (3.3.6)
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For almost every time t, the vector field v(t) belongs to Vσ. It follows that for
all k ∈ N and t ≥ 0, taking a = ũk(t

′) and b = v(t′), t′ ∈ [0, t], we have

Nk(t) ≤ C

∫ t

0

‖∇ũk(t′)‖L2‖(ũk − v)(t′)‖
1
2

L2‖∇(ũk − v)(t′)‖
3
2

L2 dt
′.

Using Lemma 3.2, we know that

(‖∇ũk(·)‖L2)k∈N tends to ‖∇u(·)‖L2 in L4([0, T ])
(‖(ũk − v)(t′)‖L2)k∈N tends to ‖(u− v)(·)‖L2 in L∞([0, T ])
(‖∇(ũk − v)(·)‖L2)k∈N tends to ‖∇(u− v)(·)‖L2 in L2([0, T ]).

Therefore, we have

lim
k→∞

Nk(t) ≤
∫ t

0

‖∇u(t′)‖L2‖(u− v)(t′)‖
1
2

L2‖∇(u− v)(t′)‖
3
2

L2 dt
′.

We conclude that

δν(t) ≤ ‖u0 − v0‖2
L2 + 2

∫ t

0

‖(f − g)(t′)‖V′
σ
‖(u− v)(t′)‖V dt′

+ C

∫ t

0

‖∇u(t′)‖L2‖∇(u− v)(t′)‖
3
2

L2‖(u− v)(t′)‖
1
2

L2 dt
′.

Using the convexity inequality (1.3.5) with θ = 1/4 and θ = 1/2, we obtain

‖(u− v)(t)‖2
L2 + ν

∫ t

0

‖∇(u− v)(t′)‖2
L2dt′

≤ ‖u0 − v0‖2
L2 +

2

ν

∫ t

0

‖(f − g)(t′)‖2
V′
σ
dt′

+

∫ t

0

(
C

ν3
‖∇u(t′)‖4

L2 + ν

)
‖(u− v)(t′)‖2

L2 dt′.

Gronwall’s lemma allows us to conclude the proof of Theorem 3.3 provided we
prove Lemma 3.2.

Proof of Lemma 3.2 Thanks to inequality (3.3.2), Q(u, u) belongs
to L2([0, T ];V ′). This implies that if in addition u is a Leray solution, then ∂tu
also belongs to L2([0, T ];V ′). Lebesgue’s theorem together with Proposition 2.3,
page 40, yields

lim
k→∞

‖Pku− u‖L4([0,T ];Vσ) = lim
k→∞

‖Pk∂tu− ∂tu‖L2([0,T ];V′
σ) = 0.

Then, as in Lemma 2.2, page 44, we can define by a standard regularization
procedure in time, a sequence (ũk)k∈N in C1(R+,Vσ) such that ũk tends to u



64 Stability of Navier–Stokes equations

in L4([0, T ];Vσ)∩L∞([0, T ],H). Moreover ∂tũk tends to ∂tu in L2([0, T ];V ′) and
inequality (3.3.2) implies that

lim
k→∞

‖Q(ũk, ũk)−Q(u, u)‖L2([0,T ];V′
σ) = 0.

Lemma 3.2 and thus Theorem 3.3 are now proved.

3.4 Stable solutions in a bounded domain

The purpose of this section is the proof of the existence of solutions of the
system (NSν) which are L4 in time with values in Vσ in the case when the
domain Ω is bounded. In order to state (and prove) a sharp theorem, we shall
introduce intermediate spaces between the spaces V ′σ and Vσ. Then, we shall
prove a global existence theorem for small data and then a theorem local in time
for large data.

3.4.1 Intermediate spaces

We shall define a family of intermediate spaces between the spaces V ′σ and Vσ.
This can be done by abstract interpolation theory but we prefer to do it here in
an explicit way.

Definition 3.2 Let s be in [−1, 1]. We shall denote by Vsσ the space of
vector fields u in V ′ such that

‖u‖2
Vsσ
def
=
∑

j∈N

µ2s
j 〈u, ej〉2 < +∞.

Here (ej)j∈N denotes the Hilbert basis on H given by Theorem 2.1, page 34.

Theorem 2.1 implies that V0
σ = H and V1

σ = Vσ. Moreover, it is obvious that,
when s is non-negative, Vsσ endowed with the norm ‖ · ‖Vsσ is a Hilbert space.

The following proposition will be important in the following two paragraphs.

Proposition 3.1 The space V
1
2
σ is embedded in L3 and the space L

3
2 is

embedded in V−
1
2

σ .

Proof This proposition can be proved using abstract interpolation theory.
We prefer to present here a self-contained proof in the spirit of the proof of

Theorem 1.2. Let us consider a in V
1
2
σ . Without loss of generality, we can assume

that ‖a‖
V

1
2
σ

≤ 1. Let us define, for a positive real number Λ,

aΛ
def
=

∑

j / µj<Λ

〈a, ej〉ej and bΛ
def
= a− aΛ.
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Using the fact that

{x ∈ Ω / |a(x)| > Λ} ⊂ {x ∈ Ω / |aΛ(x)| > Λ/2} ∪ {x ∈ Ω / |bΛ(x)| > Λ/2} ,

we can write

‖a‖3
L3 ≤ 3

∫ +∞

0

Λ2meas ({x ∈ Ω / |aΛ(x)| > Λ/2}) dΛ

+ 3

∫ +∞

0

Λ2meas ({x ∈ Ω / |bΛ(x)| > Λ/2}) dΛ

≤ 3× 26

∫ +∞

0

Λ−4‖aΛ‖6
L6 dΛ + 3× 22

∫ +∞

0

‖bΛ‖2
L2 dΛ.

Thanks to Theorem 1.2, we have, by definition of the ‖ · ‖Vsσ norm,

‖aΛ‖2
L6 ≤ C‖aΛ‖2

Vσ

≤ C
∑

j / µj<Λ

µ2
j 〈a, ej〉2

≤ CΛ
∑

j / µj<Λ

µj〈a, ej〉2

≤ CΛ.

Thus we have

‖a‖3
L3 ≤ C

∫ +∞

0

Λ−2‖aΛ‖2
Vσ dΛ + C

∫ +∞

0

‖bΛ‖2
L2 dΛ

≤ C
∑

j∈N

∫ +∞

µj

Λ−2µ2
j 〈a, ej〉2 dΛ + C

∑

j∈N

∫ µj

0

〈a, ej〉2 dΛ

≤ C
∑

j∈N

µj〈a, ej〉2

≤ C.

This proves the first part of the proposition.
The second part is obtained by a duality argument. By definition, we have,

for any a in V ′,

‖a‖
V− 1

2
σ

= ‖(µ−
1
2

j 〈a, ej〉)j∈N‖ℓ2

= sup
(αj)j∈N

‖(αj)j∈N‖ℓ2≤1

∑

j∈N

αjµ
− 1

2
j 〈a, ej〉. (3.4.1)
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The map L defined by

L





ℓ2 →V
1
2
σ

(αj)j∈N �→
∑

j∈N

αjµ
− 1

2
j ej

is an onto isometry. Thus, thanks to (3.4.1), we have

‖a‖
V− 1

2
σ

= sup
‖ϕ‖

V

1
2
σ

≤1

∑

j∈N

(L−1ϕ)jµ
− 1

2
j 〈a, ej〉.

For any ϕ in Vσ, we have
∑

j∈N

(L−1ϕ)jµ
− 1

2
j 〈a, ej〉 = 〈a, ϕ〉.

If we assume that a is in L
3
2 , we have, because ϕ is in L3,

〈a, ϕ〉 =
∫

Ω

a(x) · ϕ(x) dx.

Hölder’s inequality and the first part of Proposition 3.1 imply that

|〈a, ϕ〉| ≤ ‖a‖
L

3
2
‖ϕ‖L3

≤ C‖a‖
L

3
2
‖ϕ‖

V
1
2
σ

.

Thus we have

‖a‖
V− 1

2
σ

≤ sup
‖ϕ‖

V

1
2
σ

≤1

〈a, ϕ〉

≤ C‖a‖
L

3
2
.

This completes the proof of Proposition 3.1.

3.4.2 The well-posedness result

The aim of this paragraph is the proof of the following existence theorem with

data in V
1
2
σ .

Theorem 3.4 If the initial data u0 belongs to V
1
2
σ and the bulk force f belongs

to L2
loc(R+;V−

1
2

σ ), then a positive time T exists such that a solution u of (NSν)

exists in L4([0, T ];Vσ). This solution is unique and belongs to C([0, T ];V
1
2
σ ).

Moreover, a constant c exists (which can be chosen independently of the
domain Ω) such that, if

‖u0‖
V

1
2
σ

+
1

ν
‖f‖

L2(R+;V− 1
2

σ )
≤ cν,
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then the above solution is global.

Proof For the sake of simplicity, we shall ignore the bulk force in the proof.
Let us consider the sequence (uk)k∈N used in the proof of Leray’s theorem and
defined by the ordinary differential equation (NSν,k), page 45. The point is to
prove that this sequence (uk)k∈N is bounded in L4([0, T ];Vσ) for some positive T .

Let us recall the remark on page 56 which tells us that

uk =

k∑

j=0

Uj,k(t)ej

with

Uj,k(t)
def
= (u0|ej)L2e−νµ

2
j t

+

∫ t

0

e−νµ
2
j (t−t′)〈Q(uk(t

′), uk(t
′)), ej〉 dt′. (3.4.2)

Using Proposition 3.1 we claim that for any vector field a and b in Vσ and for
all j ∈ N,

‖Pj div(a⊗ b)‖
V− 1

2
σ

= ‖Pj(a · ∇b)‖
V− 1

2
σ

≤ C‖a · ∇b‖
L

3
2

≤ C‖a‖L6‖∇b‖L2 .

Using Sobolev embeddings, we deduce that

‖Pj div(a⊗ b)‖
V− 1

2
σ

≤ C‖a‖Vσ‖b‖Vσ . (3.4.3)

By definition of the norm on V−
1
2

σ , we infer that for all k ∈ N, a (cj,k(t))j∈N

exists such that

|〈Q(uk(t), uk(t)), ej〉| ≤ Ccj,k(t)µ
1
2
j ‖uk(t)‖2

Vσ (3.4.4)

with, for any t,
∑

j∈N

c2
j,k(t) = 1. Plugging this inequality into (3.4.2), we get

|Uj,k(t)| ≤ |(u0|ej)|e−νµ
2
j t + Cµ

1
2
j

∫ t

0

e−νµ
2
j (t−t′)cj,k(t

′)‖uk(t′)‖2
Vσ dt

′. (3.4.5)

Thanks to Young’s inequality ‖f ⋆ g‖L4 ≤ ‖f‖
L

4
3
‖g‖L2 , we have, for any

positive T ,

‖Uj,k‖L4([0,T ]) ≤ |(u0|ej)|µ−
1
2

j

(
1− e−4νµ2

jT

4ν

) 1
4

+
C

ν
3
4

µ−1
j

(∫ T

0

c2
j,k(t)‖uk(t)‖4

Vσ dt

) 1
2

.
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Multiplying by µj and taking the ℓ2 norm gives


∑

j∈N

µ2
j‖Uj,k‖2

L4([0,T ])




1
2

≤


∑

j∈N

µj(u0|ej)2
(

1− e−4νµ2
jT

ν

) 1
2




1
2

+
C

ν
3
4


∑

j∈N

∫ T

0

c2
j,k(t)‖uk(t)‖4

Vσ dt




1
2

.

Thanks to (3.4.4), we have


∑

j∈N

µ2
j‖Uj,k‖2

L4([0,T ])




1
2

≤


∑

j∈N

µj(u0|ej)2
(

1− e−4νµ2
jT

ν

) 1
2




1
2

+
C

ν
3
4

‖uk‖2
L4([0,T ];Vσ).

Now let us observe that, thanks to the Cauchy–Schwarz inequality, for any a
in ℓ2(L4[0, T ]),

∫ T

0

‖aj(t)‖4
ℓ2(N) dt =

∫ T

0


∑

j∈N

a2
j (t)




2

dt

=
∑

j∈N,k∈N

∫ T

0

a2
j (t)a

2
k(t) dt

≤
∑

j∈N,k∈N

‖aj‖2
L4([0,T ])‖ak‖2

L4([0,T ])

≤
∥∥(‖aj‖L4([0,T ]))j∈N

∥∥4

ℓ2

Let us notice that this is a particular case of the Minkowski inequality. Thus we
infer that

‖uk‖L4([0,T ];Vσ) ≤


∑

j∈N

µj(u0|ej)2
(

1− e−4νµ2
jT

ν

) 1
2




1
2

+
C

ν
3
4

‖uk‖2
L4([0,T ];Vσ).

Let us define

Tk
def
= sup

{
T > 0 / ‖uk‖L4([0,T ];Vσ) ≤

ν
3
4

2C

}
.
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As uk belongs to C1(R+;PkVσ), the supremum Tk is positive for all k. We have,
for all T ∈ [0, Tk],

‖uk‖L4([0,T ];Vσ) ≤ 2


∑

j∈N

µj(u0|ej)2
(

1− e−4νµ2
jT

ν

) 1
2




1
2

. (3.4.6)

In the case of small data, it is enough to observe that, for any positive T ,

∑

j∈N

µj(u0|ej)2
(

1− e−4νµ2
jT

ν

) 1
2

≤ 1

ν
1
2

‖u0‖2

V
1
2
σ

.

Thus, if ‖u0‖
V

1
2
σ

≤ ν

8C
, we have, for any T smaller than Tk,

‖uk‖L4([0,T ];Vσ) ≤
ν

3
4

4C
·

This implies that Tk = +∞ and that

‖uk‖L4(R+;Vσ) ≤
2

ν
1
4

‖u0‖
V

1
2
σ

.

In the case of large data, let us define the smallest integer j0 such that


∑

j>j0

µj(u0|ej)2



1
2

≤ ν

16C
· (3.4.7)

Then, using the fact that 1 − e−x ≤ x for all non-negative x, we can write for
all T < Tk,

U1(T )
def
=


∑

j∈N

µj(u0|ej)2
(

1− e−4νµ2
jT

ν

) 1
2




1
2

≤ ν
3
4

16C
+


∑

j≤j0
µj(u0|ej)2

(
1− e−4νµ2

jT

ν

) 1
2




1
2

≤ ν
3
4

16C
+ µj0

√
2T

1
4 ‖u0‖L2 .

Thus, stating

Tu0

def
=

(
ν

3
4

16
√
2Cµj0‖u0‖L2

)4

,



70 Stability of Navier–Stokes equations

we have, for any positive T less than min{Tk;Tu0},

‖uk‖L4([0,T );Vσ) ≤
ν

3
4

2C
·

Thus, for all k, Tk ≥ Tu0 . This implies that (uk)k∈N is a bounded sequence
of L4([0, T ];Vσ). We infer that a Leray solution u of (NSν) exists such that u
belongs to L4([0, T ];Vσ). Thanks to Theorem 3.3, this solution is unique on [0, T ],
continuous from [0, T ] into H and satisfies the energy equality on [0, T ].

The only thing we have to prove now is the continuity of u from [0, T ]

into V
1
2
σ . As u belongs to L4([0, T ];Vσ), we infer from (3.4.3) that Q(u, u) is

in L2([0, T ];V−
1
2

σ ). Using Theorem 3.1, we get

(u(t)|ej) = (u0|ej)e−νµ
2
j t +

∫ t

0

e−νµ
2
j (t−t′)〈Q(u(t′), u(t′)), ej〉 dt′.

Using (3.4.3) again, we infer by definition of the norm on V−
1
2

σ that there exists
a sequence (cj(t))j∈N, such that

|(u(t)|ej)| ≤ |(u0|ej)|e−νµ
2
j t + Cµ

1
2
j

∫ t

0

e−νµ
2
j (t−t′)cj(t

′)‖u(t′)‖2
Vσ dt

′

with
∑
j∈N

c2
j (t) = 1. Using the Cauchy–Schwarz inequality, we have

‖(u(t)|ej)‖L∞([0,T ]) ≤ |(u0|ej)|+
C

ν
1
2

µ
− 1

2
j

(∫ T

0

c2
j (t)‖u(t)‖4

Vσ dt

) 1
2

.

Multiplying by µ
1
2
j and taking the ℓ2 norm gives

U2(T )
def
=


∑

j∈N

µj‖(u(·)|ej)‖2
L∞([0,T ])




1
2

≤
√
2‖u0‖

V
1
2
σ

+
√
2
C

ν
1
2


∑

j∈N

∫ T

0

c2
j (t)‖u(t)‖4

Vσ dt




1
2

≤
√
2‖u0‖

V
1
2
σ

+
C

ν
1
2

‖u‖2
L4([0,T ];Vσ).

This gives that u is in L∞([0, T ];V
1
2
σ ). In fact, it will imply continuity using the

following argument. Let η be any positive number. An integer j0 exists such that


∑

j>j0

µj‖(u(·)|ej)‖2
L∞([0,T ])




1
2

<
η

2
·
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Now, it turns out that for all (t1, t2) ∈ [0, T ]2, one has

‖u(t1)−u(t2)‖
V

1
2
σ

≤


∑

j>j0

µj‖(u(·)|ej)‖2
L∞([0,T ])




1
2

+


∑

j≤j0
µj(u(t1)−u(t2)|ej)2




1
2

≤ η

2
+ µ

1
2
j0
‖u(t1)− u(t2)‖L2 .

Theorem 3.1 tells us that u is continuous from [0, T ] into H. Thus the whole
Theorem 3.4 is proved.

3.4.3 Some remarks about stable solutions

In this paragraph, we shall assume that the bulk force f is identically 0. We
shall establish some results about the maximal existence time of the solution
constructed in the preceding paragraph.

Proposition 3.2 Let us assume that the initial data u0 belongs to Vσ. Then
the maximal time of existence T ⋆ of the solution u in the space

C([0, T ⋆[;V
1
2
σ ) ∩ L4

loc([0, T
⋆[;Vσ)

satisfies

T ⋆ ≥ cν3

‖∇u0‖4
L2

·

Proof Thanks to (3.4.6), the maximal time of existence T ⋆ is bounded from
below by T such that

4
∑

j

µj(u0|ej)2
(

1− e−νµ
2
jT

ν

) 1
2

≤ cν
3
2 .

As 1− e−νµ
2
jT ≤ νµ2

jT , we infer that

4
∑

j

µj(u0|ej)2
(

1− e−νµ
2
jT

ν

) 1
2

≤ 4T
1
2

∑

j

µ2
j (u0|ej)2

≤ 4T
1
2 ‖u0‖2

Vσ .

This proves the proposition.

From this proposition, we infer the following corollary.

Corollary 3.1 Let T ⋆ be the maximal time of existence for a solution u of the

system (NSν) in the space C([0, T ⋆);V
1
2
σ ) ∩L4

loc([0, T
⋆);Vσ). If T ⋆ is finite, then

∫ T⋆

0

‖∇u(t)‖4
L2 dt = +∞ and T ⋆ ≤ c

ν5
‖u0‖4

L2 .
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Proof For almost every t, u(t) belongs to Vσ. Then, thanks to the above pro-
position, the maximal time of existence of the solution starting at time t, which
is of course T ⋆ − t, satisfies

T ⋆ − t ≥ cν3

‖∇u(t)‖4
L2

·

This can be written as

‖∇u(t)‖4
L2 ≥ cν3

T ⋆ − t
·

This gives the first part of the corollary. Taking the square root of the above
inequality gives, thanks to the energy estimate,

cν
5
2

∫ T⋆

0

dt

(T ⋆ − t)
1
2

≤ 1

2
‖u0‖2

L2 .

The corollary is proved.

3.5 Stable solutions in a domain without boundary

The case of two dimensions was dealt with in Section 3.2 in complete general-
ity. The purpose of this section reduces to the study of well-posedness of the
incompressible Navier–Stokes equations in the whole space R3 or in a periodic
box T3.

The basic remark about the level of regularity which is necessary to get
uniqueness and stability is related to the scaling of the Navier–Stokes equation.
If u is a solution of the Navier–Stokes equations in the whole space Rd, then the
vector field uλ defined by

uλ(t, x)
def
= λu(λ2t, λx)

is also a solution with initial data λu0(λ·). It turns out that non-linear estimates
will be based in this section on scaling invariant norms. It is very easy to check
that in two dimensions, the energy norm

‖u(t)‖2
L2 + 2ν

∫ t

0

‖∇u(t′)‖2
L2 dt′

is scaling invariant. This is not the case in three dimensions. In three dimensions,
the analogous scaling invariant norm is

‖u(t)‖2

Ḣ
1
2
+ 2ν

∫ t

0

‖∇u(t′)‖2

Ḣ
1
2
dt′. (3.5.1)

Unfortunately, no conservation or global a priori control is known about that
quantity.
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Theorem 3.5 Let u0 be a divergence-free vector field in H
1
2 and let f be an

external force in L2
loc(R

+; Ḣ−
1
2 ). There is a positive time T such that there is a

solution of (NSν) satisfying

u ∈ C([0, T ];H
1
2 ) and ∇u ∈ L2([0, T ];H

1
2 ).

Moreover a constant c exists such that

‖u0‖
Ḣ

1
2
+

1

ν
‖f‖

L2(R+;Ḣ− 1
2 )

≤ cν =⇒ T = ∞,

in which case one also has limt→+∞ ‖u(t)‖
Ḣ

1
2
= 0.

Remark The convexity inequality on Sobolev norms implies that

C([0, T ]; Ḣ
1
2 ) ∩ L2([0, T ]; Ḣ

3
2 ) ⊂ L4([0, T ]; Ḣ1).

Thus the solutions constructed by the above theorem are stable.

Proof of Theorem 3.5

Step 1: The case of small data
We shall start by examining the case when the initial data u0 are small in Ḣ

1
2 .

We shall of course be using the sequence of approximate solutions (uk)k∈N intro-
duced in Subsection 2.2.1 as solutions of the system (NSν,k) defined on page 45.

Let us write the energy estimate in the space Ḣ
1
2 . Taking the Ḣ

1
2 scalar product

of (NSν,k) with uk, it turns out, due to the divergence-free condition, that

d

dt
‖uk(t)‖2

Ḣ
1
2
+ 2ν‖∇uk(t)‖2

Ḣ
1
2
= 2 (Q(uk(t), uk(t))|uk(t))

Ḣ
1
2
.

By definition of the scalar product on Ḣ
1
2 , we get

∣∣∣(Q(uk(t), uk(t))|uk(t))
Ḣ

1
2

∣∣∣ ≤ ‖Q(uk(t), uk(t))‖
Ḣ− 1

2
‖∇uk(t)‖

Ḣ
1
2
.

The Sobolev embeddings proved in Theorem 1.2, page 23, and Corollary 1.1,
page 25, imply that

‖Q(a, b)‖
Ḣ− 1

2
≤ C‖a · ∇b‖

L
3
2

≤ C‖a‖L6‖∇b‖L2

≤ C‖∇a‖L2‖∇b‖L2 . (3.5.2)

By the interpolation inequality between Ḣ
1
2 and Ḣ

3
2 , we infer

d

dt
‖uk(t)‖2

Ḣ
1
2
+ 2ν‖∇uk(t)‖2

Ḣ
1
2
≤ C‖uk(t)‖

Ḣ
1
2
‖∇uk(t)‖2

Ḣ
1
2
. (3.5.3)

A quick examination of that inequality shows that it is of little use when the
norm ‖uk(t)‖

Ḣ
1
2

is large. On the other hand, it is very good when that norm

is small enough. This is a typical phenomenon of global existence theorems for
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small data. From now on we suppose that ‖uk(0)‖
Ḣ

1
2

≤ cν; let us define Tk
in [0,+∞] by

Tk
def
= sup{t / ∀t′ ≤ t , ‖uk(t′)‖

Ḣ
1
2
≤ cν} with c

def
=

1

C
,

the constant C being that in (3.5.3) By estimate (3.5.3), we have

(
d

dt
‖uk(t)‖2

Ḣ
1
2

)

|t=0

< 0.

Thus Tk is positive and there is some positive tk such that

∀t ∈]0, tk] , ‖uk(t)‖
Ḣ

1
2
< cν.

Moreover, still by inequality (3.5.3), the function ‖uk(t)‖
Ḣ

1
2

decreases on the

interval [0, Tk[. So for any t ∈ [tk, Tk[ we have ‖uk(t)‖
Ḣ

1
2
< cν. Hence Tk = +∞.

We deduce directly from inequality (3.5.3) that

∀t ≥ 0 ,
d

dt
‖uk(t)‖2

Ḣ
1
2
+ ν‖∇uk(t)‖2

Ḣ
1
2
≤ 0.

By integration it follows that for any real number t, we have

‖uk(t)‖2

Ḣ
1
2
+ ν

∫ t

0

‖∇uk(t′)‖2

Ḣ
1
2
dt′ ≤ ‖uk(0)‖2

Ḣ
1
2
.

Extracting a subsequence which converges weakly towards a Leray solution u,
the above estimate implies that this Leray solution u satisfies

u ∈ L∞(R+;H
1
2 ) and ∇u ∈ L2(R+;H

1
2 ).

Now let us prove that the solution u goes to zero for large times, in Ḣ
1
2 :

this result is simply due to the fact that as u is a Leray solution it is in the
space L∞(R+;L2) ∩ L2(R+, Ḣ1), hence by interpolation in L4(R+; Ḣ

1
2 ). It fol-

lows that for any η > 0 one can find a time Tη such that ‖u(Tη, ·)‖
Ḣ

1
2
≤ η, which

yields the result recalling that the Ḣ
1
2 norm decreases in time.

Step 2: The case of large data
Let us now consider the case of large data. We start by decomposing the initial
data into a high-frequency part and a low-frequency part. Let k0 be a positive
real number which will be chosen later on and let us consider uL the solution of
the evolution Stokes problem

(ESν)





∂tuL − ν∆uL = −∇p
div uL = 0

uL|t=0 = Pk0u0.
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Stating wk
def
= uk−uL, it is obvious after very elementary computations that wk

is the solution of the evolution Stokes problem with initial data Pk(u0 −Pk0u0)
and external force

gk
def
= Pk (Q(wk, wk) +Q(wk, uL) +Q(uL, wk) +Q(uL, uL)) .

Using again an Ḣ
1
2 energy estimate, we get that

d

dt
‖wk(t)‖2

Ḣ
1
2
+ 2ν‖∇wk(t)‖2

Ḣ
1
2
= 2(gk(t)|wk(t))

Ḣ
1
2

≤ ‖gk(t)‖
Ḣ− 1

2
‖∇wk(t)‖

Ḣ
1
2
.

Using estimate (3.5.2), we get that

‖gk(t)‖
Ḣ− 1

2
≤ C

(
‖∇wk(t)‖2

L2 + ‖∇uL(t)‖2
L2

)
.

Then by an interpolation inequality between Ḣ
1
2 and Ḣ

3
2 , we deduce that

2(gk(t)|wk(t))
Ḣ

1
2
≤
(
C1‖wk(t)‖

Ḣ
1
2
+
ν

2

)
‖∇wk(t)‖2

Ḣ
1
2
+
C2

ν
‖∇uL(t)‖4

L2 .

Thus we get

d

dt
‖wk(t)‖2

Ḣ
1
2
+

3

2
ν‖∇wk(t)‖2

Ḣ
1
2
≤ C1‖wk(t)‖

Ḣ
1
2
‖∇wk(t)‖2

Ḣ
1
2
+
C2

ν
‖∇uL(t)‖4

L2 .

Now let us prove that wk, which can be made arbitrarily small initially, will
remain so for a long enough time. More precisely, let us define Tk by

Tk
def
= sup

{
t / t′ ≤ t , ‖wk(t′)‖

Ḣ
1
2
≤ ν

2C1

}
·

Let us choose k0 the smallest integer such that

‖u0 −Pk0u0‖
Ḣ

1
2
≤ ν

4C1
· (3.5.4)

Let us prove that a positive time T exists such that for any integer k, we
have Tk ≥ T . For any time t smaller than or equal to Tk, we get

d

dt
‖wk(t)‖2

Ḣ
1
2
+ ν‖∇wk(t)‖2

Ḣ
1
2
≤ C2

ν
‖∇uL(t)‖4

L2 .

By time integration, we infer, for any t ≤ Tk,

‖wk(t)‖2

Ḣ
1
2
+ ν

∫ t

0

‖∇wk(t′)‖2

Ḣ
1
2
dt′

≤
(

ν

4C1

)2

+
C

ν

∫ t

0

‖∇uL(t′)‖4
L2 dt′. (3.5.5)

As uL belongs to Pk0H, we have

‖∇uL(t)‖4
L2 ≤ k2

0‖uL(t)‖4
L2 ≤ k2

0‖u0‖4
L2
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Thus, thanks to (3.5.4), we get that

‖wk(t)‖2

Ḣ
1
2
+ ν

∫ t

0

‖∇wk(t′)‖2

Ḣ
1
2
dt′ ≤

(
ν

4C1

)2

+
C

ν
tk2

0‖u0‖4
L2 .

Now let us state

T
def
=

ν3

16C2
1C

1

k2
0‖u0‖4

L2

· (3.5.6)

Then for any k we get Tk ≥ T .
Similarly to the case of small data, one can extract from (wk)k∈N a sub-

sequence which converges weakly towards u − uL, where u is a Leray solution.
By the above estimate on wk, u satisfies

u ∈ L∞([0, T ];H
1
2 ) and ∇u ∈ L2([0, T ];H

1
2 ).

To end the proof of the theorem, it remains therefore to prove that u belongs
to C([0, T ]; Ḣ

1
2 ). In order to do so, we recall that the above bounds on u imply in

particular that u ∈ L4([0, T ];H1). Hence u is stable in the sense of Theorem 3.3,
page 58, and we can write, as noted in formula (3.1.3),

u(t, x) = (2π)−d
∫

Rd

eix·ξû(t, ξ) dξ with

û(t, ξ)
def
= e−ν|ξ|

2tû0(ξ) +

∫ t

0

e−ν|ξ|
2(t−t′)FQ(u(t′), u(t′))(ξ) dt′.

Note that we have supposed here that the domain isR3, but the computations are
identical in the case of T3, simply replacing everywhere the integrals in ξ ∈ R3

by sums on k ∈ Z3. We leave the details to the reader. Let us state the following
proposition, which we will prove at the end of this section.

Proposition 3.3 If v is the solution of the Stokes evolution system (ESν), with

an initial data v0 in H
1
2 and an external force in L2

loc(R
+;H−

1
2 ), then

∫

R3

|ξ|‖v̂(·, ξ)‖2
L∞([0,T ]) dξ ≤ ‖v0‖

Ḣ
1
2
+

1

2ν
1
2

‖f‖
L2([0,T ];Ḣ− 1

2 )
.

Let us recall that

‖Q(u, u)‖
Ḣ− 1

2
≤ C‖∇u‖2

L2 .

Thus we may apply Proposition 3.3. This implies directly the fact that u is
continuous in time on [0, T ] with values in Ḣ

1
2 . Indeed let η be any posit-

ive number. One can find, according to Proposition 3.3, a positive integer N0

such that
∫

|ξ|≥N0

|ξ|‖û(·, ξ)‖2
L∞([0,T ]) dξ <

η

2
·
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Now consider t1 and t2 in the time interval [0, T ]. We have

‖u(t1)− u(t2)‖
Ḣ

1
2
≤
(∫

|ξ|≤N0

|ξ||û(t1, ξ)− û(t2, ξ)|2 dξ
) 1

2

+

(∫

|ξ|≥N0

|ξ|‖û(·, ξ)‖2
L∞([0,T ])

) 1
2

≤ N
1
2

0 ‖u(t1, ·)− u(t2, ·)‖L2 +
η

2
·

But we know from Theorem 3.3, page 58, that u is continuous in time with values
in L2, so the result follows, up to the proof of Proposition 3.3.

Proof of Proposition 3.3 We have

|ξ| 12 |û(t, ξ)| ≤ |ξ| 12 |û0(ξ)|+
∣∣∣∣
∫ t

0

e−ν|ξ|
2(t−t′)|ξ| 12 f̂(t′, ξ) dt′

∣∣∣∣ .

Young’s inequality enables us to infer that

‖|ξ| 12 |û(t, ξ)|‖L∞([0,T ]) ≤ |ξ| 12 |û0(ξ)|+
1

2ν
1
2

‖|ξ|− 1
2 f̂(t, ξ)‖L2([0,T ]).

Taking the L2 norm gives

(∫

Rd

|ξ|‖v̂(·, ξ)‖2
L∞([0,T ]) dξ

) 1
2

≤
(∫

Rd

|ξ||û0(ξ)|2 dξ
) 1

2

+
1

2ν
1
2

(∫ T

0

∫

Rd

|ξ|−1|f̂(t, ξ)|2 dtdξ
) 1

2

.

The proposition follows.

3.6 Blow-up condition and propagation of regularity

The aim of the first subsection is a version of Proposition 3.2 and Corollary 3.1
for the case of domains without boundary. The purpose of the second subsection
is the proof of the propagation of regularity result in the case of dimension two
which will be useful in Chapter 6 in the periodic case.

3.6.1 Blow-up condition

Proposition 3.4 Let u0 be in H1(R3). Then the maximal time of existence

T ⋆ of the solution u in C([0, T ⋆[;H
1
2 ) ∩ L2

loc([0, T
⋆[; Ḣ

3
2 ) satisfies

T ⋆ ≥ cν3

‖∇u0‖4
L2

·
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Proof If u0 is in H1, we have

‖u0 − Pk0u0‖2

Ḣ
1
2
≤
∫

|ξ|≥k0
|ξ| |û0(ξ)|2 dξ

≤ k−1
0

∫
|ξ|2|û0(ξ)|2 dξ

≤ k−1
0 ‖∇u0‖2

L2 .

Thus choosing k0 = (4C1‖∇u0‖2
L2)/ν2 ensures (3.5.4). Now, estimate (3.5.5)

gives, thanks to the conservation of the H1 norm by the heat flow,

‖wk(t)‖2

Ḣ
1
2
+ ν

∫ t

0

‖∇wk(t′)‖2

Ḣ
1
2
dt′ ≤

(
ν

4C1

)2

+
C

ν
t‖∇u0‖4

L2 .

Proposition 3.4 is now proved.

We can now state an analog of Corollary 3.1, the proof of which is left to the
reader as an exercise.

Corollary 3.2 Let T ⋆ be the maximal time of existence for a solution of the
system (NSν) in the space C([0, T ⋆);H

1
2 )∩L4

loc([0, T
⋆);H1). If T ⋆ is finite then

∫ T⋆

0

‖∇v(t)‖4
L2 dt =

∫ T⋆

0

‖∇u(t)‖2

Ḣ
1
2
dt = +∞ and T ⋆ ≤ c

ν5
‖u0‖4

L2 .

This property will have the following useful application (see in particular the
scheme of the proof of the forthcoming Theorem 6.2, page 119).

Theorem 3.6 Two real numbers c and C exist which satisfy the following prop-
erty. Let u be the solution of (NSν) in T

3 associated with initial data u0 in H
1
2

and an external force f in L2(R+;H−
1
2 ). Let us assume that u is global and that

‖u‖2
1
2

def
= sup
t≥0

(
‖u(t)‖2

H
1
2
+ 2ν

∫ t

0

‖∇u(t′)‖2

H
1
2
dt′
)
< +∞.

Then, for any v0 in H
1
2 and any g in L2(R+;H−

1
2 ) such that

‖v0 − u0‖2

H
1
2
+

4

ν
‖f − g‖2

L2(R+;H− 1
2 )

≤ cν exp

(
− C

ν4
‖u‖4

1
2

)
,

the solution for (NS)ν associated with v0 and g is global and belongs to the
space E 1

2
.

Proof Let us consider the maximal solution v given by Theorem 3.5. It belongs

to the space C([0, T ⋆[;H
1
2 ) ∩ L2

loc([0, T
⋆[;H

3
2 ). Let us state w

def
= v − u. It is

solution of 



∂tw − ν∆w = Q(w,w) +Q(u,w) +Q(w, u) + h

divw = 0

w|t=0 = v0 − u0
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with h
def
= g − f . Inequality (3.5.2), together with the interpolation inequality

between H
1
2 and H

3
2 , tells us that

Q(w,w) +Q(u,w) +Q(w, u) ∈ L2
loc([0, T

⋆[;H−
1
2 ).

Again inequality (3.5.2), together with the interpolation inequality between H
1
2 ,

and H
3
2 gives

‖w(t)‖2

H
1
2
+ 2ν

∫ t

0

‖∇w(t′)‖2

H
1
2
dt′

≤ ‖w0‖2

H
1
2
+ 2

∫ t

0

‖h(t′)‖
H− 1

2
‖∇w(t′)‖

H
1
2
dt′

+ C

∫ t

0

‖w(t′)‖
H

1
2
‖∇w(t′)‖2

H
1
2
dt′

+ C

∫ t

0

‖∇u(t′)‖L2‖∇w(t′)‖
1
2

H
1
2
‖∇w(t′)‖

3
2

H
1
2
dt′.

Using the convexity inequality (1.3.5), page 26, gives

‖w(t)‖2

H
1
2
+ ν

∫ t

0

‖∇w(t′)‖2

H
1
2
dt′ ≤ ‖w0‖2

H
1
2
+

4

ν
‖h‖2

L2(R+;H− 1
2 )

+ C

∫ t

0

‖w(t′)‖
H

1
2
‖∇w(t′)‖2

H
1
2
dt′ + C

∫ t

0

‖∇u(t′)‖4
L2‖w(t′)‖2

H
1
2
dt′.

Let us assume that

‖w0‖2

H
1
2
+

4

ν
‖h‖2

L2(R+;H− 1
2 )

≤
( ν

4C

)2

·

Let us define T
def
= sup

{
t < T ⋆ / ∀t′ ≤ t, ‖w(t′)‖

H
1
2
≤ ν

2C

}
. As w is con-

tinuous with values in H
1
2 , the time T is positive. For any t < T ,

we have

‖w(t)‖2

H
1
2
+
ν

2

∫ t

0

‖∇w(t′)‖2

H
1
2
dt′ ≤ ‖w0‖2

H
1
2
+

4

ν
‖h‖2

L2(R+;H− 1
2 )

+ C

∫ t

0

‖∇u(t′)‖4
L2‖w(t′)‖2

H
1
2
dt′.

Gronwall’s lemma gives, for any t < T ,

‖w(t)‖2

H
1
2
+
ν

2

∫ t

0

‖∇w(t′)‖2

H
1
2
dt′ ≤

(
‖w0‖2

H
1
2
+

4

ν
‖h‖2

L2(R+;H− 1
2 )

)

× exp

(
C

ν3

∫ ∞

0

‖∇u(t)‖4
L2 dt′

)
.
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Using the interpolation inequality between H
1
2 and H

3
2 , we get, for any t less

than T ,

‖w(t)‖2

H
1
2
+
ν

2

∫ t

0

‖∇w(t′)‖2

H
1
2
dt′ ≤

(
‖w0‖2

H
1
2
+

4

ν
‖h‖2

L2(R+;H− 1
2 )

)

× exp

(
C

ν4
‖∇u‖4

1
2

)
. (3.6.1)

Thus, if

‖w0‖2

H
1
2
+

4

ν
‖h‖2

L2(R+;H− 1
2 )

≤
( ν

4C

)2

exp

(
−2

C

ν4
‖∇u‖4

1
2

)
,

then, for any t ≤ T , we have ‖w(t)‖
H

1
2
≤ ν/2C and thus T = T ⋆. Then inequal-

ity (3.6.1) together with the blow-up condition given by Proposition 3.4 implies
that T ⋆ = +∞. Theorem 3.6 is now proved.

3.6.2 Propagation of regularity

We shall investigate this problem only in the two-dimensional periodic case. The
following theorem holds.

Theorem 3.7 Let u0 be in H
1
2 (T2) and f ∈ L2

loc(R
+;H−

1
2 (T2)). Then the

stable Leray solution u belongs to C(R+;H
1
2 (T2)) ∩ L2

loc(R
+;H

3
2 (T2)) and

satisfies

‖u(t)‖2

H
1
2
+ ν

∫ t

0

‖∇u(t′)‖2

H
1
2
dt′ ≤ exp

(
C

ν

∫ t

0

‖∇u(t′)‖2
L2dt′

)

×
(
‖u0‖2

H
1
2
+
C

ν

∫ t

0

‖f(t′)‖2

H− 1
2
exp

(
−C

ν

∫ t

t′
‖∇u(t′′)‖2

L2dt′′
)
dt′
)
.

As usual, we prove a priori bounds on the sequence (uk)k∈N of solutions of the

approximated problem. Taking the H
1
2 scalar product of the system (NSν,k)

gives

1

2

d

dt
‖uk(t)‖2

H
1
2
+ ν‖uk(t)‖2

H
3
2
= − (uk · ∇uk | uk)

H
1
2
+ (fk | uk)

H
1
2
. (3.6.2)

By definition of the H
1
2 scalar product, we have

(a|b)
H

1
2
=
∑

n∈Z2

â(n)|n|̂b(n).

The Cauchy–Schwarz inequality and the Fourier–Plancherel theorem
imply that

(a|b)
H

1
2
≤ ‖a‖L2‖∇b‖L2 .

Thus we get

| (uk · ∇uk | uk)
H

1
2
| ≤ C‖uk · ∇uk‖L2‖∇uk‖L2 .
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The Sobolev embedding H
1
2 (T2) →֒ L4(T2) together with the Hölder estimate

gives

| (uk · ∇uk | uk)
H

1
2
| ≤ C‖uk‖L4‖∇uk‖L4‖∇uk‖L2

≤ C‖uk‖
H

1
2
‖∇uk‖

H
1
2
‖∇uk‖L2 .

Using the fact that (fk |uk)
H

1
2

≤ ‖∇uk‖
H

1
2
‖fk‖

H− 1
2

and the convexity

inequality (1.3.5), we infer

d

dt
‖uk(t)‖2

H
1
2
+ ν‖uk(t)‖2

H
3
2
≤ C

ν

(
‖uk‖2

H
1
2
‖∇uk‖2

L2 + ‖fk‖2

H− 1
2

)

The Gronwall lemma implies that

‖uk(t)‖2

H
1
2
+ ν

∫ t

0

‖∇uk(t′)‖2

H
1
2
dt′ ≤ exp

(
C

ν

∫ t

0

‖∇uk(t′)‖2
L2 dt′

)

×
(
‖u0‖2

H
1
2
+
C

ν

∫ t

0

exp

(
−C

ν

∫ t

t′
‖∇uk(t′′)‖2

L2 dt′′
)
‖fk(t′)‖2

H− 1
2
dt′
)
.

Thus the Leray solution belongs to L∞loc(R
+;H

1
2 )∩L2

loc(R
+;H

3
2 ) and satisfies the

estimate of the theorem. Now let us prove that it is continuous with values inH
1
2 .

Thanks to Sobolev embeddings (see Theorem 1.2, page 23, and Corollary 1.1,
page 25), one has

‖a · ∇b‖
H− 1

2
≤ C‖a · ∇b‖

L
4
3

≤ C‖a‖L2‖∇b‖L4

≤ C‖a‖L2‖∇b‖
H

1
2
.

As u belongs in particular to L∞loc(R
+;L2) ∩ L2

loc(R
+;H

3
2 ), it solves the

Stokes problem with initial data in H
1
2 and an external force in the space

L2
loc(R

+;H−
1
2 ). Thus following Proposition 3.3 allows us to conclude the proof

of the theorem.
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References and remarks on the Navier–Stokes equations

The purpose of this chapter is to give some historical landmarks to the reader.
The concept of weak solutions certainly has its origin in mechanics; the article
by C. Oseen [100] is referred to in the seminal paper [87] by J. Leray. In that
famous article, J. Leray proved the global existence of solutions of (NSν) in the
sense of Definition 2.5, page 42, in the case when Ω = R3. The case when Ω is
a bounded domain was studied by E. Hopf in [74]. The study of the regularity
properties of those weak solutions has been the purpose of a number of works.
Among them, we recommend to the reader the fundamental paper of L. Caffarelli,
R. Kohn and L. Nirenberg [21]. In two space dimensions, J.-L. Lions and G. Prodi
proved in [91] the uniqueness of weak solutions (this corresponds to Theorem 3.2,
page 56, of this book). Theorem 3.3, page 58, of this book shows that regularity
and uniqueness are two closely related issues. In the case of the whole space R3,
theorems of that type have been proved by J. Leray in [87]. For generalizations
of that theorem we refer to [113], [121], [58] and [62]. In the article [87], J. Leray
also proved the global regularity of weak solutions (and their global uniqueness)
for small initial data, namely initial data satisfying

‖u0‖2
L2‖u0‖L∞ ≤ c3ν3 or ‖u0‖2

L2‖∇u0‖L2 ≤ c2ν2.

Theorem 3.4, page 66, and Theorem 3.5, page 73, which are generalizations
of the first smallness condition above, were proved by H. Fujita and T. Kato
in [57]. In the case if the whole space R3, the smallness condition has been
generalized in terms of the Lebesgue space L3 by T. Kato in [79], of Besov
spaces by M. Cannone, Y. Meyer and F. Planchon in [25], and of the BMO-type
space BMO−1 by H. Koch and D. Tataru in [84]. The set of results presented in
this part contains the material required for the further study of rotating fluids.
The reader who wants to learn more about the theory of the incompressible
Navier–Stokes system can read the following monographs:

• M. Cannone: Ondelettes, paraproduits et Navier–Stokes [24]

• J.-Y. Chemin: Localization in Fourier space and Navier–Stokes system [30]

• P. Constantin and C. Foias: Navier–Stokes Equations [38]

• P.-G. Lemarié-Rieusset: Recent Developments in the Navier–Stokes
problem [86]

• P.-L. Lions: Mathematical topics in fluid mechanics [92]
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• Y. Meyer: Wavelets, Paraproducts and Navier–Stokes [98]

• L. Tartar: Topics in non linear analysis [117]

• R. Temam: Navier–Stokes Equations, Theory and Numerical Analysis [118].

Let us conclude this chapter by noticing that the proof of Sobolev embeddings
presented here comes from [35]. Moreover, Section 1.4 follows mainly [117] by
L. Tartar.



PART III

Rotating fluids

In this part we intend to study the rotating-fluid equations (NSCε) presented in
the introduction. Let us recall the system:

(NSCε)




∂tu+ u · ∇u− ν∆u+

e3 ∧ u

ε
+∇p = f

div u = 0.

We recall that the parameter ε is the Rossby number, which will be considered
very small: one of the aims of this part is to study the asymptotics of the solutions
as ε goes to zero. As explained in the introduction, the situation depends strongly
on the boundary conditions.

In Chapter 5 we consider the case when the system (NSCε) is written in the
whole space R3. In that situation we are faced with dispersion – this concept is
studied in an abstract setting in Section 5.1, and applied to the system (NSCε)
in Sections 5.2 and 5.3.

Chapter 6 deals with the case of periodic boundary conditions. In that situ-
ation there is no longer any dispersion, and the possible interaction of oscillatory
Rossby waves for all times has to be taken into account.

Finally in Chapter 7 we deal with the more difficult case where the fluid
evolves between two fixed, horizontal plates. The assumption made on the
boundary is that the fluid is stopped (this corresponds to Dirichlet boundary
conditions), which, as explained in the introduction, immediately creates bound-
ary layers. Depending on the horizontal boundary conditions (in the whole space
or periodic), these boundary layers are coupled with dispersion, or oscillatory
phenomena.





5

Dispersive cases

5.1 A brief overview of dispersive phenomena

It is well known that dispersive phenomena play a significant role in the study of
partial differential equations. Historically, the use of dispersive effects appeared
in the study of the wave equation in the whole space Rd with the proof of the
so-called Strichartz estimates. The idea is that even though the wave equation is
time reversible and preserves the energy, it induces a time decay in Lp norms, of
course for exponents p greater than 2. In particular, the energy of the waves over
a bounded subdomain vanishes as time goes to infinity. These decay properties
also yield smoothing effects, which have been the beginning of a long series of
works in which the aforementioned smoothing is used in the analysis of non-
linear wave equations to improve the classical well-posedness results. Similar
developments have been applied to the non-linear Schrödinger equations.

Let us give a flavor of the proof of dispersion estimates in the case of simple
systems. As a first example, the free transport equation describing the evolu-
tion of a system of free particles in Rd is expressed in terms of a non-negative
microscopic density f(t, x, v) as

∂tf + v · ∇xf = 0, f|t=0(x, v) = f0(x, v), (5.1.1)

where x∈ Rd and v ∈ Rd, respectively, denote the particles’ position and
velocity. The associated macroscopic density is given by

ρ(t, x) =

∫

Rd
v

f(t, x, v)dv, (5.1.2)

so that the total mass conservation property reduces to

d

dt

∫

Rd
x

ρ(t, x)dx = 0, i.e. ‖f(t, ·, ·)‖L1(Rd
x×L1(Rd

v)) = ‖f0(·, ·)‖L1(Rd
x×Rd

v).

On the other hand, the exact expression of f in terms of f0 is given by integration
along the characteristics f(t, x, v) = f0(x− vt, v), so that

‖ρ(t, ·)‖L∞(Rd) = ‖f(t, ·, ·)‖L∞(Rd
x;L1(Rd

v))

≤ |t|−d sup
x∈Rd

∫

Rd
w

f0

(
x− w,

w

t

)
dw
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≤ |t|−d sup
x∈Rd

∫

Rd
w

‖f0(x− w, ·)‖L∞(Rd)dw

≤ |t|−d‖f0‖L1(Rd
x;L∞(Rd

v)), (5.1.3)

which means in view of (5.1.2) that the macroscopic density ρ decays in the L∞

norm, even though the total mass is preserved.
Another simple illustration is provided by the linear Schrödinger equation in

the whole space Rd

i∂tΨ =
1

2
∆Ψ in Rd, Ψ|t=0 = Ψ0, (5.1.4)

where Ψ(t, ·) denotes the wave (complex valued) function at time t. Its Fourier

transform Ψ̂ can be expressed in terms of the Fourier transform of Ψ0

Ψ̂(t, ξ) = Ψ̂0(ξ)e
it|ξ|2/2,

which yields the L2 conservation ‖Ψ(t, ·)‖L2(Rd) = ‖Ψ0‖L2(Rd). Moreover, easy
computations show

Ψ(t, x) =

∫

Rd

Ψ0(x− y)K(t, y) dy

where

K(t, y)
def
= (2πt)−d/2eiπd/4e−i|y|

2/t,

so that we deduce from convolution estimates that the L∞ norm of Ψ(t, ·) decays
when |t| tends to +∞

‖Ψ(t, ·)‖L∞(Rd) ≤ |2πt|−d/2‖Ψ0‖L1(Rd). (5.1.5)

This estimate is one of the key tools for proving well-posedness properties for
non-linear Schrödinger equations.

The analysis of the wave equation is another classical framework for the
application of dispersion estimates. The linear wave equation is as follows:

∂2
t u−∆u = 0 in R×Rd . (5.1.6)

It reduces to the study of

∂tu± ± i|D|u± = 0 in R×Rd, with |D|v := F−1(|ξ|v̂(ξ)), (5.1.7)

where F denotes the Fourier transform. Thus, the solution is of the form

u(t) = F−1
(
eit|ξ|γ+(ξ) + e−it|ξ|γ−(ξ)

)
.

Let us suppose that the support of the Fourier transform of the initial data γ+

and γ− is included in a fixed ring C of Rd. The Strichartz estimate is based on
the so-called “dispersive estimate”

‖u(t)‖L∞(Rd) ≤
C

|t| d−1
2

(
‖γ+‖L1(Rd) + ‖γ−‖L1(Rd)

)
. (5.1.8)
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Then, functional analysis arguments based upon interpolation results (the
so-called TT ∗ result) imply that

‖u‖Lp(R;Lq(Rd)) ≤ C(‖γ+‖L1(Rd) + ‖γ−‖L1(Rd)) (5.1.9)

for suitable p and q, which is clearly a decay property. Using scaling arguments
and Sobolev embeddings, it can be proved that

‖∇u‖L2([0,T ];L∞(Rd)) ≤ CT
(
‖γ+‖Hs(Rd) + ‖γ−‖Hs(Rd)

)

for some s < d/2 depending on the dimension of the space. This kind of
smoothing estimate is used to solve non-linear wave equations locally in time.

The aim of this section is to emphasize basic properties which allow us to
derive dispersion estimates in a much more general framework, as long as waves
propagate in a physical medium. Indeed, the main tool for proving time decay for
solutions of wave equations is multiple integration by parts like in the stationary
phase theorem.

In the next subsection, we shall explain the general way to derive Strichartz
estimates and shall illustrate how this method works on the wave equation in
Subsection 5.1.2.

In Section 5.2, we apply these ideas to the rotating incompressible Navier–
Stokes equations. Dispersion takes place in the direction transverse to the
rotation vector, which influences the time decay of the associated waves in the L∞

norm. Finally, the application to the non-linear case of the rotating Navier–Stokes
equations is given in Section 5.3.

5.1.1 Strichartz-type estimates

We now intend to describe mathematically dispersion phenomena in terms of
the time decay in the L∞ norm in the case of frequency localized functions. It
turns out that dispersion is obtained by integration by parts just like in the
proof of the stationary phase theorem. Let d≥ 1 and m≥ 1 be two integers,
B a bounded open subset ofRd, and Ω an open subset ofRm. Let Ψ ∈ D∞(B;C)
and a ∈ C∞(Rd×Ω;R). We define K : R×Ω → C by

K(τ, z) =

∫

Rd

Ψ(ξ) exp(iτa(ξ, z)) dξ. (5.1.10)

We also introduce the stationary set

X = {(ξ, z) ∈ B × Ω / ∇ξa(ξ, z) = 0} .

We assume that the phase a satisfies the bounds

∇a ∈ L∞(B × Ω) and ∇2a ∈ L∞(B × Ω). (5.1.11)

We intend to prove the following two theorems.
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Theorem 5.1 Let us consider the non-stationary case X = ∅. Assuming that

inf
B×Ω

|∇ξa| ≥ β > 0, (5.1.12)

then K decays in τ at any order: for any k ∈ N, there exists Ck > 0 such that
for any τ in R+,

‖K(τ, ·)‖L∞(Ω) ≤ Ck(1 + τ)−k. (5.1.13)

In the stationary case, we shall prove the following result.

Theorem 5.2 Assume that a function ξ0 exists in C∞(Ω;B) such that

X = {(ξ0(z), z) , z ∈ Ω} and inf
|x|=1, z∈Ω

|D2a(ξ0(z), z) · x| ≥ δ > 0. (5.1.14)

Then, there exists C > 0 such that for all τ ∈ R∗,

‖K(τ, ·)‖L∞(Ω) ≤ C|τ |−d/2. (5.1.15)

Proof of Theorems 5.1 and 5.2 The main idea in proving the above two
theorems is to perform multiple integrations by parts. As a matter of fact, we
introduce the following operator

L =
1− iα∂ξ
1 + τ |α|2

, where α(ξ, z)
def
= ∂ξa(ξ, z). (5.1.16)

It can be easily checked that L exp(iτa) = exp(iτa). On the other hand, the
transposed operator tL is defined by

∫

Rd

tLf · g dx =

∫

Rd

f · Lg dx for any (f, g) ∈ D(Rd;C)2.

Straightforward computations now yield

tL =
1

1 + τα2
+ i

(
∂ξα− τα2∂ξα

)

(1 + τα2)2
+

iα

1 + τα2
∂ξ . (5.1.17)

It follows from the assumptions of Theorem 5.1 that for all Ψ ∈ D(B),

∥∥tLΨ(τ, ·)
∥∥
L∞(B×Ω)

≤ C

1 + β2τ

(
‖Ψ‖L∞(B)‖∂ξα‖L∞(Ω)

+‖∇Ψ‖L∞(B)‖α‖L∞(Ω)

)
.

As a result, it can be deduced by induction that for all k ∈ N∗, there exists a
positive Ck such that for all τ ≥ 0, we have

∥∥(tL)k(τ, ·, ·)Ψ
∥∥
L∞(B×Ω)

≤ Ck
(1 + τ)k

‖Ψ‖Wk,∞(B). (5.1.18)

Writing

K(τ, z) =

∫

Rd

Ψ(ξ) exp(iτa(ξ, z)) dξ =

∫

Rd

tLkΨexp(iτa(ξ, z)) dξ,
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we deduce from (5.1.18) that

‖K(τ, ·)‖L∞(Ω) ≤ Vol(B)
Ck

(1 + τ)k
‖Ψ‖Wk,∞(Ω),

which completes the proof of Theorem 5.1. In order to prove Theorem 5.2, it only
remains to deal with the case when (ξ, z) is localized in a neighborhood B′×Ω of
the stationary set X, otherwise Theorem 5.1 would apply and yield the claimed
time decay. For (ξ, z) in B′×Ω, we may use the non-degeneracy assumption on
the phase along the stationary set to prove that

|α(ξ, z)| ≥ |ξ − ξ0(z)|
δ

2
·

As a result, we deduce similarly by induction that for k∈ N and (ξ, z) in B′×Ω,
we have

∣∣(tL)kΨ(τ, ξ, z)
∣∣ ≤ Ck

(1 + τ |ξ − ξ0(z)|2)k
‖ψ‖Wk,∞(B). (5.1.19)

For a given integer k greater than d/2, we conclude by making the change of
variables ζ =

√
|τ |(ξ−ξ0(z)) and using the fact that ζ→ 1/(1+|ζ|2)k is integrable

over Rd.

5.1.2 Illustration of the wave equation

Let us consider again the wave equation (5.1.6). Solutions can be expressed in
terms of

u±(t, x) =

∫

Rd

γ±(ξ) exp(iξ · x± it|ξ|) dξ. (5.1.20)

The above integral can be rewritten as a function of z=x/t in order to match
the assumptions of Theorem 5.2. It corresponds to the case when

a(ξ, z) = ±|ξ|+ z · ξ
and to amplitude functions localized in Rdξ \{0}. Observing that

∇ξa(ξ, z) = z ± ξ

|ξ|
,

we deduce that the phase is likely to be stationary when ξ is directed along z. The
idea is then to write the integration over Rd as an integration over R×Rd− 1

for suitable one and d− 1 dimensional spaces. Let us assume that the direction
of z is the first vector basis e1. Then the phase can be written

a(ξ, z) = ξ1z1 ± (|ξ′|2 + |ξ1|2)1/2 with ξ = (ξ1, ξ
′) ∈ R×Rd−1

and its d− 1 dimensional gradient as

∇ξ′a(z, ξ) = ± ξ′

|ξ|
,
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so that the stationary set over Rd−1
ξ′ is given by X = {(ξ′=0, z1e1)}. The second

derivative in ξ′ of the phase is expressed as

∇2
ξ′a(ξ1, ξ

′, z1, 0) =

(
Iξ′ − ξ′

|ξ| ⊗
ξ′

|ξ|

)
1

|ξ|
,

and hence reduces to Iξ′/|ξ1| along the stationary set (we recall that ξ1 = 0 is
forbidden since the amplitude function is supported outside {0}). As a result,
Theorem 5.2 applies and yields the claimed time decay (5.1.8) in t−(d−1)/2. The
classical estimate (5.1.9) follows from the so–called TT ∗ argument (see [80]).

There are many applications of the above estimates to fluid mechanics prob-
lems such as the low Mach number limit of compressible flows (otherwise known
as the incompressible limit). In the inviscid case, the Euler equations can be
considered in the isentropic case to simplify to

(ALEcomp)





∂tρ+ div (ρu) = 0

∂t(ρu) +
∇ργ
γε2

= 0,

where γ > 1 denotes the exponent of the pressure law and ε the Mach number of
the flow. As the Mach number vanishes, the density tends to a constant, say 1,
and we find div u = 0. Since general initial data do not necessarily have constant
density and incompressible velocity, waves propagate at the very high speed 1/ε.
Introducing the density fluctuation

ψ =
ρ− 1

ε
,

we get the acoustic wave equations

(WEε)





∂tu+
∇ψ
ε

= 0

∂tψ +
divu

ε
= 0

and hence ∂2
t ψ − ∆ψ/ε2 =0. From the time decay (5.1.8) in L∞(Rd) deduced

from Theorem 5.2, classical duality arguments allow us to derive bounds such
as (5.1.9) for suitable p and q such that q > 2. As a result, rescaling the time
according to the speed of sound 1/ε gives convergence to zero at a rate ε. In the
case of the Euler equations for finite time or in the viscous case globally in time,
convergence to the incompressible limit system can be proved for general initial
data, namely the local energy of the potential part of the flow, which is carried
out by the acoustic waves, vanishes as the Mach number tends to zero.

Let us emphasize that a number of physically relevant systems can be studied
similarly, as long as waves propagate in an infinite medium. Indeed, a linear-
ization procedure followed by a travelling wave analysis allows us to derive
dispersion relations expressing the pulsation ω as a function of the wavenumber
ξ. Then, the superposition of such waves can be analyzed like the above simple
example.
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The next section will illustrate once again dispersion effects in a non-linear
system such as the rotating Navier–Stokes equations, which is the main purpose
of this book.

5.2 The particular case of the Rossby operator in R3

In this section, we give another illustration of the preceding dispersion estimates
on a linearized version of the rotating Navier–Stokes equations. In the sequel,
we shall denote e3 =(0, 0, 1) the unit vector directed along the x3-coordinate,
ε> 0 the Rossby number and ν≥ 0 the viscosity of the fluid. The inviscid case
ν = 0 can be treated by using Theorem 5.2 and yields a τ−1/2 time decay in the
L∞ norm. In the Navier–Stokes-like case ν > 0, the viscosity provides additional
regularity which can be used for nonlinear applications, so that the proof is
detailed in the sequel. The model equations read as

(VCε)





∂tv − ν∆v +
e3 ∧ v

ε
+∇p = f

div v = 0

v|t=0 = v0,

which yields in Fourier variables ξ ∈ R3

(FVCε)




∂tv̂ + ν|ξ|2v̂ +

ξ3ξ ∧ v̂

ε|ξ|2 = f̂

v̂|t=0 = v̂0.

The matrix Mv
def
=

ξ3ξ ∧ v

|ξ|2 has three eigenvalues, 0 and ±i ξ3

|ξ| · The associated

eigenvectors are

e0(ξ) = t(0, 0, 1)

and

e±(ξ) =
1√

2|ξ||ξh|
t
(
ξ1ξ3 ∓ iξ2|ξ|, ξ2ξ3 ± iξ1|ξ|,−|ξh|2

)
.

The precise value of these vectors is not needed for our study; all we need to
know is that the last two are divergence-free, in the sense that ξ · e±(ξ)= 0.
Furthermore they are orthogonal, and we leave the proof of the following easy
property to the reader.

Lemma 5.1 Let v ∈ H(R3) be given, and define

v±
def
= F−1

(
(v̂±(ξ) · e±(ξ))e±(ξ)

)
. (5.2.1)

Then

‖v‖2
L2 = ‖v+‖2

L2 + ‖v−‖2
L2 .
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We are now led to study

Gε,±ν (τ) : g �→
∫

R3
ξ

ĝ(ξ)e±iτ
ξ3
|ξ|
−ντε|ξ|2+ix·ξ dξ

=

∫

R3
ξ ×R3

y

g(y)e±iτ
ξ3
|ξ|
−ντε|ξ|2+i(x−y)·ξ dξdy,

first considering the case when ĝ is supported in Cr,R for some r <R, defined by

Cr,R = {ξ ∈ R3 / |ξ3| ≥ r and |ξ| ≤ R}. (5.2.2)

Let us introduce

K±(t, τ, z)
def
=

∫

R3
ξ

ψ(ξ)e±iτa(ξ,z)+iz·ξ−νt|ξ|
2

dξ, (5.2.3)

where

a(ξ, z)
def
=

ξ3

|ξ|
,

and ψ is a function of D(R3 \{0}), such that ψ ≡ 1 in a neighborhood of Cr,R,
which in addition is radial with respect to the horizontal variable ξh = (ξ1, ξ2).

As we shall need anisotropic-type estimates in the next section (when we
apply those estimates to the full non-linear rotating fluid equations), it is
convenient to introduce also

I±(t, τ, zh, ξ3)
def
=

∫

R2
ξh

ψ(ξ)e±iτa(ξ,zh)+izh·ξh−νt|ξ|2 dξh. (5.2.4)

Note that

K±(t, τ, z) =

∫

R

eiz3ξ3I±(t, τ, zh, ξ3) dξ3. (5.2.5)

Lemma 5.2 For any (r,R) such that 0 < r < R, a constant Cr,R exists such
that ∀z ∈ R3, ∀ξ3 ∈ R,

|K±(t, τ, z)|+ |I±(t, τ, zh, ξ3)| ≤ Cr,Rmin{1, τ− 1
2 }e− ν

2 r
2t. (5.2.6)

Proof Due to (5.2.5) and to the fact that ξ3 is restricted to r ≤ |ξ3| ≤ R, it is
enough to prove the result on I± and the estimate on K± will follow.

The proof of the estimate on I± follows the lines of Theorem 5.2 in the
previous section, in a very simple way; the only difference is that we have to take
care of the dependence upon the viscosity. Moreover for the sake of simplicity
we will only consider I+, the term I− being dealt with exactly in the same way.

First using the rotation invariance in (ξ1, ξ2), we restrict ourselves to the

case when z2 = 0. Next, denoting α(ξ)
def
= − ∂ξ2a(ξ) = ξ2ξ3/|ξ|3, we introduce

the following differential operator:

Ldef= 1

1 + τα2(ξ)
(1 + iα(ξ)∂ξ2) ,
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which acts on the ξ2 variable, and satisfies L(eiτa) = eiτa. Integrating by parts,
we obtain

I+(t, τ, zh, ξ3) =

∫

R2

eiτa(ξ,zh)+iz1ξ1
(
tL(ψ(ξ)e−νt|ξ|

2

)
)
dξh.

Easy computations yield

tL
(
ψ(ξ)e−νt|ξ|

2
)
=

(
1

1 + τα2
− i(∂ξ2α)

1− τα2

(1 + τα2)2

)
ψ(ξ)e−νt|ξ|

2

− iα

1 + τα2
∂ξ2

(
e−νt|ξ|

2

ψ(ξ)
)
.

As ξ belongs to the set Cr,R defined by (5.2.2), we have clearly

|ξ2|r
R3

≤ |α(ξ)| ≤ R2

r3
,

hence

1

1 + τα2
+

|1− τα2|
1 + τα2

+
|α|

1 + τα2
≤ Cr,R

1 + τξ2
2

·

An easy computation also shows that |∂ξ2α(ξ)| ≤ Cr,R. Finally, since ψ ∈ D(R3),
we have

∣∣∣∂ξ2
(
e−νt|ξ|

2

ψ(ξ)
)∣∣∣ ≤ |∂ξ2ψ(ξ)|e−νtr

2

+ νt|ξ2||ψ(ξ)|e−νtr
2

≤ Cr,Re
− ν

2 tr
2

.

Putting all those estimates together we infer that
∣∣∣tL
(
ψ(ξ)e−νt|ξ|

2
)∣∣∣ ≤ Cr,R

1 + τξ2
2

e−
ν
2 tr

2

so since r ≤ |ξ1| ≤ R and |eiτa(ξ,zh)+iz1ξ1 | = 1, we obtain, for all zh ∈ R2 and
all ξ3 ∈ R,

|I+(t, τ, zh, ξ3)| ≤ Cr,Re
− ν

2 tr
2

∫

R

dξ2

1 + τξ2
2

,

which proves Lemma 5.2.

Lemma 5.2 yields the following theorem.

Theorem 5.3 For any positive constants r and R such that r < R, let Cr,R be
the frequency domain defined in (5.2.2). Then a constant Cr,R exists such that
if v0 ∈ L2(R3) and f ∈ L1(R+;L2(R3)) are two vector fields such that

Supp v̂0 ∪
⋃

t≥0

Supp f̂(t, ·) ⊂ Cr,R,
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and if v is the solution of the linear equation (VCε) with forcing term f and
initial data v0, then for all p in [1,+∞],

‖v‖Lp(R+;L∞(R3)) ≤ Cr,R ε
1
4p
(
‖v0‖L2(R3) + ‖f‖L1(R+;L2(R3))

)
(5.2.7)

and

‖v‖Lp(R+;L∞,2
xh,x3

) ≤ Cr,R ε
1
4p
(
‖v0‖L2(R3) + ‖f‖L1(R+;L2(R3))

)
, (5.2.8)

where we have noted, for (α, β) ∈ [1,+∞]2,

‖f‖Lα,βxh,x3

def
=
∥∥∥‖f(xh, ·)‖Lβ(Rx3 )

∥∥∥
Lα(R2

xh
)
.

Proof Let us start by proving estimate (5.2.7). Its anisotropic counterpart
(estimate (5.2.8)) will be obtained in a similar though slightly more complicated
way.

Before proving the result (5.2.7), we note that Duhamel’s formula enables
us to restrict our attention to the case f = 0. Indeed if f is non-zero then we
write v = v+ + v− with

v±(t)
def
= Gε,±ν

(
t

ε

)
v±0 +

∫ t

0

Gε,±ν
(
t− t′

ε

)
f±(t′) dt′,

where we have used notation (5.2.1) above. Then by Lemma 5.1 it is enough to
prove the result for v+ remembering that

‖v±‖L2(R3) ≤ ‖v‖L2(R3) and ‖f±‖L1(R+,L2(R2)) ≤ ‖f‖L1(R+,L2(R2)).

Note that the eigenvalue 0 does not appear in this formula since the correspond-
ing eigenvector is not divergence-free.

If the result (5.2.7) holds when f+ = 0, then of course

‖Gε,+ν
(
t

ε

)
v+

0 ‖Lp(R+;L∞(R3)) ≤ Cr,R ε
1
4p ‖v0‖L2(R3).

Then we write, if p = 1,

Gε,+1 (f)
def
=

∥∥∥∥
∫ t

0

Gε,+ν
(
t− t′

ε

)
f+(t′) dt′

∥∥∥∥
L1(R+;L∞)

≤
∫ ∫ t

0

∥∥∥∥Gε,+ν
(
t− t′

ε

)
f+(t′)

∥∥∥∥
L∞

dt′dt

≤
∫ ∫ ∞

t′

∥∥∥∥Gε,+ν
(
t− t′

ε

)
f+(t′)

∥∥∥∥
L∞

dtdt′

≤ Cr,R ε
1
4

∫
‖f(t′)‖L2dt′
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which yields the result if p = 1. Similarly if p = +∞,

Gε,+1 (f) ≤ sup
t≥0

∫ t

0

∥∥∥∥Gε,+ν
(
t− t′

ε

)
f+(t′)

∥∥∥∥
L∞

dt′

≤ Cr,R sup
t≥0

∫ t

0

‖f(t′)‖L2 dt′

and estimate (5.2.7), for all p ∈ [1,∞], follows by interpolation. So from now on
we shall suppose that f = 0.

As a consequence of Lemma 5.2, considering g such that ĝ is supported in Cr,R
and ψ ∈ D(R3 \{0}) radial with respect to ξh, such that ψ ≡ 1 in a neighborhood
of Cr,R, one has

Gε,+ν (τ)g(x) =

∫

R3
ξ ×R3

y

ψ(ξ)g(y)eiτ
ξ3
|ξ|
−ντε|ξ|2+i(x−y)·ξ dξdy

=

∫

R3
y

K+ (ετ, τ, x− y) g(y) dy,

where K+ is defined by formula (5.2.3). Moreover, the following estimate holds:

∥∥∥∥Gε,+ν
(
t

ε

)
g

∥∥∥∥
L∞

≤ Cr,R
ε

1
2

t
1
2

e−ct‖g‖L1 .

Now we shall use a duality argument, otherwise known as the TT ∗ argument.
Once we have observed that

‖b‖L1(R+;L∞(R3)) = sup
ϕ∈B

∫

R+×R3

b(t, x)ϕ(t, x) dxdt,

with

B =
{
ϕ ∈ D(R+ ×R3), ‖ϕ‖L∞(R+;L1(R3)) ≤ 1

}
,

we can write
∥∥∥∥Gε,+ν

(
t

ε

)
g

∥∥∥∥
L1(R+;L∞)

= sup
ϕ∈B

∫

R+×R6

K+

(
t,
t

ε
, x− y

)
g(y)ϕ(t, x) dtdxdy

which can be written
∥∥∥∥Gε,+ν

(
t

ε

)
g

∥∥∥∥
L1(R+;L∞)

= sup
ϕ∈B

∫

R+×R3

g(y)

(∫

R3

K+

(
t,
t

ε
, x− y

)
ϕ(t, x)dx

)
dtdy.



98 Dispersive cases

A Cauchy–Schwarz inequality then yields, denoting b̌(x) = b(−x),
∥∥∥∥Gε,+ν

(
t

ε

)
g

∥∥∥∥
L1(R+;L∞)

≤ ‖g‖L2Φ

with

Φ
def
= sup
ϕ∈B

∥∥∥∥
∫

R+

Ǩ+

(
t,
t

ε
, ·
)
∗ ϕ(t, ·) dt

∥∥∥∥
L2

.

By the Fourier–Plancherel theorem, we have

Φ2 =
1

(2π)3

∥∥∥∥
∫

R+

FǨ+

(
t,
t

ε
, ·
)
ϕ̂(t, ·) dt

∥∥∥∥
2

L2

≤ C

∫

R+×R+×R3

K̂+

(
t,
t

ε
,−ξ
)
ϕ̂(t, ξ)K̂

+ (
s,
s

ε
,−ξ
)
ϕ̂(s, ξ) dξdtds.

By definition (5.2.3) of K, we have

K̂+(t, τ,−ξ) = ψ(−ξ)eiτa(−ξ,z)e−τt|ξ|2 .
Thus the following identity holds

K̂+

(
t,
t

ε
,−ξ
)
K̂

+ (
s,
s

ε
,−ξ
)
= K̂+

(
t+ s,

t− s

ε
,−ξ
)
ψ(−ξ).

It follows that

Φ2 ≤ C

∫

(R+)2×R3

ψ(ξ)F
(
Ǩ+

(
t+ s,

t− s

ε
, ·
)
∗ ϕ(t, ·)

)
ϕ̂(s, ξ) dξdtds.

We now use the Fourier–Plancherel theorem again to get

Φ2 ≤ C

∫

(R+)2×R3

ψ(ξ)

(
Ǩ+

(
t+ s,

t− s

ε
, ·
)
∗ ϕ(t, ·)

)
(x)ϕ(s,−x) dxdtds,

≤ C

∫

(R+)2

∥∥∥∥Ǩ
+

(
t+ s,

t− s

ε
, ·
)
∗ ϕ(t, ·)

∥∥∥∥
L∞

‖ϕ(s, ·)‖L1 dtds,

≤ C

∫

(R+)2

∥∥∥∥Ǩ
+

(
t+ s,

t− s

ε
, ·
)∥∥∥∥
L∞(R3)

‖ϕ(t, ·)‖L1 ‖ϕ(s, ·)‖L1(R3) dtds.

The dispersion estimate (5.2.6) on K+ yields

Φ2 ≤ Cr,R

∫

(R+)2

ε
1
2

(t− s)
1
2

e−νr
2(t+s) ‖ϕ(t, ·)‖L1(R3) ‖ϕ(s, ·)‖L1(R3) dtds.

Now we conclude simply by writing

Φ2 ≤ Cr,Rε
1
2 ‖ϕ‖2

L∞(R+;L1(R3))

∫

(R+)2

1

(t− s)
1
2

dsdt.
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As the integral

∫

(R+)2

1

(t− s)
1
2

e−νr
2(t+s) dtds

is finite, this yields the expected estimate in the case p = 1. To get the whole
interval p ∈ [1,+∞], we simply notice that due to the skew-symmetry of the
rotation operator, the L∞(R+;L2(R3)) norm of v is bounded, uniformly in ε.
As its frequencies are bounded by R, the same goes for the L∞(R+ ×R3) norm
since according to Lemma 1.2, page 26,

‖v‖L∞(R+×R3) ≤ CR‖v‖L∞(R+;L2(R3)) ≤ ‖v0‖L2(R3).

Interpolation of that uniform bound with the L1(R+;L∞(R3)) estimate found
above yields estimate (5.2.7).

Now let us turn to the anisotropic estimate (5.2.8), which is obtained in a very
similar manner to the isotropic estimate above. If we denote, for any function g
defined on R3, by g̃ its vertical Fourier transform

g̃(xh, ξ3)
def
=

∫

R

e−ix3ξ3g(xh, x3) dx3,

then we have of course

∥∥Gε,±ν (τ)g
∥∥
L∞,2
xh,x3

= C
∥∥∥G̃ε,±ν (τ)g̃

∥∥∥
L∞,2
xh,ξ3

,

where we have defined

G̃ε,±ν (τ)g̃(xh, ξ3)
def
=

∫

R2
yh

I±(ετ, τ, xh − yh, ξ3)g̃(yh, ξ3)dyh

where I± is defined by (5.2.4). By Lemma 5.2 we have

∥∥∥∥G̃ε,±ν
(
t

ε

)
g̃

∥∥∥∥
L∞,2
xh,ξ3

≤ Cr,R
ε

1
2

t
1
2

e−ct‖g̃‖L1,2
xh,ξ3

.

We shall now be using exactly the same TT ∗ argument as in the isotropic case;
we reproduce it here for the reader’s convenience. We have

‖b̃‖L1(R+;L∞,2
xh,ξ3

) = sup
ϕ̃∈B̃

∫

R+×R3

b̃(t, xh, ξ3)ϕ̃(t, xh, ξ3) dxhdξ3dt,
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with B̃ =
{
ϕ̃ ∈ D(R+ ×R3), ‖ϕ̃‖L∞(R+;L1,2

xh,ξ3
) ≤ 1

}
. So we can write

G̃
def
=

∥∥∥∥G̃ε,+ν
(
t

ε

)
g̃

∥∥∥∥
L1(R+;L∞,2

xh,ξ3
)

= sup
ϕ̃∈B̃

∫

R+×R5

I+

(
t,
t

ε
, xh − yh, ξ3

)
g̃(yh, ξ3)ϕ̃(t, xh, ξ3) dtdxhdyhdξ3

= sup
ϕ̃∈B̃

∫

R+×R3

g̃(yh, ξ3)

×
(∫

R2

I+

(
t,
t

ε
, xh − yh, ξ3

)
ϕ̃(t, xh, ξ3) dxh

)
dtdyhdξ3.

We infer that

G̃ ≤ ‖g̃‖L2(R3) sup
ϕ̃∈B̃

∥∥∥∥
∫

R+

Ǐ+

(
t,
t

ε
, ·, ξ3

)
∗ ϕ(t, ·, ξ3) dt

∥∥∥∥
L2(R3)

.

Similarly to the isotropic case, we have
∥∥∥∥
∫

R+

Ǐ+

(
t,
t

ε
, ·, ξ3

)
∗ ϕ(t, ·, ξ3) dt

∥∥∥∥
2

L2

≤ Cr,R

∫

(R+)2

ε
1
2

(t− s)
1
2

e−νr
2(t+s) ‖ϕ̃(t, ·)‖L1,2

xh,ξ3

‖ϕ̃(s, ·)‖L1,2
xh,ξ3

dtds

and the result follows as previously: to get the Lp estimate in time for all p,
we now notice that the L∞(R+, L∞,2xh,x3

) norm of the solution is bounded, again
by frequency localization and the fact that the rotation operator is an isometry
on L2(R3), and the corollary is proved.

5.3 Application to rotating fluids in R3

In this section, we focus on the small Rossby number limit of solutions to the
incompressible Navier–Stokes–Coriolis system, namely

(NSCε)





∂tu
ε + uε · ∇uε − ν∆uε +

e3 ∧ uε

ε
+∇pε = 0

div uε = 0

uε|t=0 = u0.

We refer to the introduction of this book for physical discussions of the model.
In the sequel, we will focus on the viscous case ν > 0. We have neglected the
presence of bulk forces to simplify the presentation. Let us introduce some nota-
tion: let P be the Leray projector onto divergence-free vector fields; the fact that
the operator P(e3 ∧ uε) is skew-symmetric implies that if the initial velocity u0

belongs to L2(R3), then we obtain a sequence (uε)ε>0 of Leray’s weak solutions,
uniformly bounded in the space L∞(R+;L2(R3)) ∩ L2(R+; Ḣ1(R3)). We leave
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as an exercise to the reader, the adaptation of the proof of Theorem 2.3, page 42,
to obtain the existence of such solutions.

We now wish to analyze that system in the limit when ε goes to zero. In the
introduction (Part I), we claimed that the weak limit of uε does not depend on
the vertical variable x3. The only element of L2(R3) which does not depend on x3

is zero, so in order to get some more relevant results on the asymptotics of uε,
we are going to study the existence (and convergence) of Leray-type solutions
for initial data of the type

uj0 = uj0(xh) + wj0(xh, x3), j ∈ {1, 2, 3}, (5.3.1)

with divh u
h
0 = divw0 = 0.

Let us denote by H̃(R2) the space of vector fields u with three components

in L2(R2), such that ∂1u
1 + ∂2u

2 = 0. We have, of course, for u in H̃(R2),

u = (uh, 0) + u3(0, 0, 1)

with uh in H(R2) and u3 in L2(R2).
We will denote by (NS) the two-dimensional Navier–Stokes equations, when

the velocity field has three components and not two:

(NS)





∂tu+ uh · ∇hu− ν∆hu+ (∇hp, 0) = 0

divh u
h = 0

u|t=0 = u0 ∈ H̃.

Our aim is to prove the convergence of the solutions of the rotating fluid equa-
tions (NSCε) associated with data of the type (5.3.1) towards the solution
of (NS). So we first need to define what a solution of (NS) is, and to prove
an existence theorem for that system; that will be done in Section 5.3.1 below.
Then we will investigate the existence and convergence of solutions to (NSCε)
in a “Leray” framework (in Section 5.3.2) and we will discuss their stability and
global well-posedness in time in Section 5.3.3.

5.3.1 Study of the limit system

In this brief section we shall discuss the existence of solutions to system (NS).

Definition 5.1 We shall say that a vector field u in the space

L∞loc(R
+; H̃(R2)) ∩ L2

loc(R
+;H1(R2))

is a weak solution of (NS) with initial data u0 in H̃(R2) if and only if uh is
a solution of the two-dimensional Navier–Stokes equations in the sense of
Definition 2.5, page 42, and if for any function Ψ in C1(R+;H1(R2)),

〈u3(t),Ψ(t)〉 = 〈u3(0),Ψ(0)〉+
∫ t

0

∫

R2

(
ν∇hu3 · ∇hΨ− u3 · ∂tΨ

)
(t′, xh) dxhdt

′.
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We state without proof the following theorem, which is a trivial adaptation of
Theorem 3.2, page 56.

Theorem 5.4 Let u0 be a vector field in H̃(R2). Then there is a unique solu-
tion u to (NS) in the sense of Definition 5.1. Moreover, this solution belongs

to C(R+; H̃(R2)) and satisfies the energy equality

1

2
‖u(t)‖2

L2 + ν

∫ t

0

‖∇hu(t′)‖2
L2 dt′ =

1

2
‖u0‖2

L2 .

5.3.2 Existence and convergence of solutions to the rotating-fluid equations

The goal of this section is to study the well-posedness of the rotating-fluid equa-
tions in the functional framework presented above. We will then investigate their
asymptotics as the parameter ε goes to zero.

Due to the skew-symmetry of the rotation operator, studying (NSCε) in such
a framework means in fact studying three-dimensional perturbations of the two-
dimensional Navier–Stokes equations. Let us first establish the equation on such
a perturbed flow. We consider u0 in H̃(R2) and the associate solution u of (NS)

given by Theorem 5.4. Let us now define w
def
= u−u, where u is assumed to solve

the three-dimensional Navier–Stokes equation. Then we can write formally

(PNSν)

{
∂tw + w · ∇w + u · ∇w + w · ∇u− ν∆w = −∇p
divw = 0.

The definition of a solution is simply a duplication of Definition 2.5, page 42.

Definition 5.2 Let w0 be a vector field in H(R3). We shall say that w is
a weak solution of (PNSν) with initial data w0 if and only if w belongs to the
space L∞loc(R

+;H) ∩ L2
loc(R

+;Vσ) and for any function Ψ in C1(R+;Vσ),
∫

R3

w(t, x) ·Ψ(t, x) dx−
∫ t

0

∫

R3

(w · ∂tΨ + ν∇w : ∇Ψ) (t′, x) dxdt′

−
∫ t

0

∫

R3

(w ⊗ (u+ w) + u⊗ w) : ∇Ψ(t′, x) dxdt′ =

∫

R3

w0(x) ·Ψ(0, x) dx,

where u is the unique solution of (NS) associated with u0, given by
Theorem 5.4.

We have the following result.

Theorem 5.5 Let u0 and w0 be two vector fields, respectively in H̃(R2) and
in H(R3). Let u be the unique solution of (NS) associated with u0, given by
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Theorem 5.4. Then, there exists a global weak solution w to the system (PNSν) in
the sense of Definition 5.2. Moreover, this solution satisfies the energy inequality
∫

R3

|w(t, x)|2 dx+ ν

∫ t

0

∫

R3

|∇w(t′, x)|2 dxdt′ ≤ ‖w0‖2
L2 exp

(
C

ν2
‖u0‖2

L2

)
.

Proof We shall not give all the details of the proof here, as it is very similar to
the proof of the Leray Theorem 2.3, page 42. The only difference is the presence
of the additional vector field u, which could cause some trouble, were it not for
the fact that it only depends on two variables and not on three. So the key to
the proof of that theorem is to establish some estimates on the product of two
vector fields, one of which only depends on two variables.

Let us therefore consider the sequence (wk)k∈N defined by

ẇk(t) = νPk∆wk(t) + Fk(wk(t)) +Gk(wk(t), u(t)), (5.3.2)

where we recall that Fk(a) = PkQ(a, a), and where we have defined

Gk(a, b) = PkG(a, b)
def
= Pk (Q(a, b) +Q(b, a)) . (5.3.3)

The only step of the proof of Theorem 2.3 we shall retrace here is the proof of
the analog of the energy bound (2.2.4), page 46. An integration by parts yields

1

2

d

dt
‖wk(t)‖2

L2 + ν‖∇wk(t)‖2
L2 = −

∫

R3

(u(t, xh) · ∇wk(t, x)) · wk(t, x) dx

−
∫

R3

(whk (t, x) · ∇hu(t, xh)) · wk(t, x) dx

and again

1

2

d

dt
‖wk(t)‖2

L2 + ν‖∇wk(t)‖2
L2 = −

∫

R3

(whk (t, x) · ∇hu(t, xh)) · wk(t, x) dx.

Let us define

Ik(t)
def
=

∫

R3

(whk (t, x) · ∇hu(t, xh)) · wk(t, x) dx.

We can write

|Ik(t)| ≤
(∫

R

‖wk(t, ·, x3)‖2
L4(R2) dx3

)
‖∇hu(t, ·)‖L2(R2)

and the Gagliardo–Nirenberg inequality (see Corollary 1.2), page 25 yields

|Ik(t)| ≤ C‖∇hu(t)‖L2(R2)

∫

R

‖wk(t, ·, x3)‖L2(R2)‖∇hwk(t, ·, x3)‖L2(R2) dx3.

It is then simply a matter of using the Cauchy–Schwarz inequality to find that

|Ik(t)| ≤
ν

2
‖∇wk(t)‖2

L2(R3) +
C

ν
‖wk(t)‖2

L2(R3)‖∇hu(t)‖2
L2(R2).
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Going back to the estimate on wk we find that

d

dt
‖wk(t)‖2

L2 + ν‖∇wk(t)‖2
L2 ≤ C

ν
‖wk(t)‖2

L2(R3)‖∇hu(t)‖2
L2(R2)

which by Gronwall’s lemma yields

‖wk(t)‖2
L2 + ν

∫ t

0

‖∇wk(t′)‖2
L2 dt′ ≤ ‖wk(0)‖2

L2 exp

(
C

ν

∫ t

0

‖∇hu(t′)‖2
L2 dt′

)
.

The energy estimate on u enables us to infer finally that

‖wk(t)‖2
L2 + ν

∫ t

0

‖∇wk(t′)‖2
L2 dt′ ≤ ‖wk(0)‖2

L2 exp

(
C

ν2
‖u0‖2

L2

)
.

The end of the proof of Theorem 5.5 is then identical to the case treated in
Section 2.2, page 42, so we will not give any more detail here.

We are now ready to study the asymptotics of Leray solutions of (NSCε).
We start by defining the Coriolis version, denoted by (PNSCε) of the perturbed
system (PNSν):




∂tw

ε + wε · ∇wε + u · ∇wε + wε · ∇u− ν∆wε +
e3 ∧ wε

ε
= −∇pε

ε
divwε = 0.

Let us note that u belongs to the kernel of the Coriolis operator because e3 ∧ u
is a gradient.

Definition 5.3 Let w0 be a vector field in H(R3), and let ε > 0 be given.
We shall say that wε is a weak solution of (PNSCε) with initial data w0 if
and only if wε belongs to the space L∞loc(R

+;H)∩L2
loc(R

+;Vσ) and for any
function Ψ in C1(R+;Vσ),
∫

R3

wε(t, x) ·Ψ(t, x) dx−
∫ t

0

∫

R3

(wε · ∂tΨ + ν∇wε : ∇Ψ) (t′, x) dxdt′

+

∫ t

0

∫

R3

(
e3 ∧ wε

ε
·Ψ− (wε ⊗ (u+ wε) + u⊗ wε) : ∇Ψ

)
(t′, x) dxdt′

=

∫

R3

w0(x) ·Ψ(0, x) dx,

where u is the unique solution of (NS) associated with u0, given by
Theorem 5.4.

Theorem 5.6 Let u0 and w0 be two vector fields, respectively in H̃(R2) and
in H(R3). Let u be the unique solution of (NS) associated with u0, given by
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Theorem 5.4. Then, there exists a global weak solution wε to the system (PNSCε),
satisfying
∫

R3

|wε(t, x)|2 dx+ ν

∫ t

0

∫

R3

|∇wε(t′, x)|2 dxdt′ ≤ ‖w0‖2
L2 exp

(
C

ν2
‖u0‖2

L2

)
.

Moreover, for any q ∈ ]2, 6[, for any time T , we have

lim
ε→0

∫ T

0

‖wε(t)‖2
Lq(R3) dt = 0.

This means that one can solve the system (NSCε) with initial data u0 +w0, and
any such solution converges towards the unique solution u of (NS) associated
with u0.

Proof of Theorem 5.6 We shall omit the proof of the existence of wε sat-
isfying the energy estimate, as it is identical to the proof of Theorem 5.5 due
to the skew-symmetry of the Coriolis operator. So what we must concentrate on
now is the proof of the convergence of wε to zero. It is here that the Strichartz
estimates proved in Section 5.2 will be used. In order to use those estimates, we
have to get rid of high frequencies and low vertical frequencies. Let us define the
following operator

PRfdef= χ

( |D|
R

)
f, where χ ∈ D(]− 2, 2[), χ(x) = 1 for |x| ≤ 1.

Let us observe that, thanks to Sobolev embeddings (see Theorem 1.2, page 23)
and the energy estimate, we have, for any q ∈ [2, 6[,

‖wε − PRwε‖L2(R+;Lq(R3)) ≤ C‖wε − PRwε‖
L2(R+;Ḣ

3( 1
2

− 1
q ))

≤ CR−αq‖wε‖L2(R+;Ḣ1)

≤ CR−αq‖w0‖L2 exp

(
C

ν2
‖u0‖2

L2(R2)

)
(5.3.4)

with αq
def
= (3/q)− (1/2)· Now let us define

χ

(
D3

r

)
a
def
= F−1

(
χ

(
ξ3

r

)
â(ξ)

)
.

As the support of χ(D3/r)PRwε is included in Br,Rdef= {ξ ∈ B(0, R) / |ξ3| ≤ 2r},
we have, thanks to Lemma 1.1, page 24,

∥∥∥∥χ
(
D3

r

)
PRwε(t)

∥∥∥∥
L∞

≤
(∫

Br,R

dξ

|ξ|2

) 1
2 ∥∥∥∥χ

(
D3

r

)
PRwε(t)

∥∥∥∥
Ḣ1

≤ Cr
1
2

(
log(1 +R2)

) 1
2 ‖wε(t)‖Ḣ1 .
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Then, by the energy estimate, we have
∥∥∥∥χ
(
D3

r

)
PRwε

∥∥∥∥
L2(R+;L∞)

≤ CR r
1
2 ‖w0‖L2 exp

(
C

ν2
‖u0‖2

L2(R2)

)
. (5.3.5)

Let us define

Pr,Rfdef=
(
Id −χ

(
D3

r

))
PRf. (5.3.6)

The following lemma, which we admit for the moment, describes the dispersive
effects due to fast rotation.

Lemma 5.3 For any positive real numbers r, R and T , and for any q
in ]2,+∞[,

∀ε > 0 , ‖Pr,R wε‖L2([0,T ];Lq(R3)) ≤ Cε
1
8 (1− 2

q ),

the constant C above depending on r, q, R, T , ‖u0‖L2 and ‖w0‖L2 but not on ε.

Together with inequalities (5.3.4) and (5.3.5), this lemma implies that, for any
positive r, R and T , for q ∈ ]2, 6[,

∀ε > 0 , ‖wε‖L2([0,T ];Lq) ≤ CR−αq + CR r
1
2 + C3ε

1
8 (1− 2

q ),

the constant C3 above depending on r, R, T , ‖u0‖L2 and ‖w0‖L2 but not on ε.
We deduce that, for any positive r, R and T , for q ∈]2, 6[,

lim sup
ε→0

‖wε‖L2([0,T ];Lq) ≤ CR−αq + CR r
1
2 .

Passing to the limit when r tends to 0 and then when R tends to ∞ gives
Theorem 5.6, provided of course we prove Lemma 5.3.

Proof of Lemma 5.3 Thanks to Duhamel’s formula we have,

Pr,Rwε(t) =

3∑

j=1

Pjr,Rwε(t) with

P1
r,Rw

ε(t)
def
= Gεν

(
t

ε

)
Pr,Rw0,

P2
r,Rw

ε(t)
def
=

∫ t

0

Gεν
(
t− t′

ε

)
Pr,RQ(wε(t′), wε(t′)) dt′ and

P3
r,Rw

ε(t)
def
=

∫ t

0

Gεν
(
t− t′

ε

)
Pr,R (Q(wε(t′), u(t′)) +Q(u(t′), wε(t′))) dt′.

Theorem 5.3 implies

‖P1
r,Rw

ε‖L2(R+;L∞) ≤ Cr,R ε
1
8 ‖w0‖L2 .
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By interpolation with the energy bound, we infer that

‖P1
r,Rw

ε‖L2([0,T ];Lq) ≤ Cr,R,T ε
1
8 (1− 2

q )‖w0‖L2 exp

(
C

ν2
‖u0‖2

L2(R2)

)
. (5.3.7)

Using again Theorem 5.3, we have

‖P2
r,Rw

ε‖L2([0,T ];L∞) ≤ Cr,R ε
1
8 ‖PRQ(wε, wε)‖L1([0,T ];L2).

Lemma 1.2, page 26, together with the energy estimate implies that

‖PRQ(wε, wε)‖L1([0,T ];L2) ≤ CR‖PR(wε ⊗ wε)‖L1([0,T ];L2)

≤ CR1+ 3
2 ‖wε ⊗ wε‖L1([0,T ];L1)

≤ CRT‖w0‖2
L2(R3) exp

(
C

ν2
‖u0‖2

L2(R2)

)
.

Thus we have

‖P2
r,Rw

ε‖L2([0,T ];L∞) ≤ Cr,RT ε
1
8 ‖w0‖2

L2(R3) exp

(
C

ν2
‖u0‖2

L2(R2)

)
.

By interpolation with the energy bound, we infer

‖P2
r,Rw

ε‖L2([0,T ];Lq) ≤ Cr,R,T ε
1
8 (1− 2

q )‖w0‖
2(1− 1

q )

L2 exp

(
C

ν2
‖u0‖2

L2(R2)

)
. (5.3.8)

Still using Theorem 5.3, we have

‖P3
r,Rw

ε‖L2([0,T ];L∞) ≤ Cr,R ε
1
8 ‖PR(Q(wε, u) +Q(u,wε)) ‖L1([0,T ];L2). (5.3.9)

Lemma 1.2, page 26, implies that

‖PRQ(u,wε)‖L1([0,T ];L2) ≤ CR‖PR(u⊗ wε)‖L1([0,T ];L2).

We shall prove the following lemma, which is an anisotropic version of Lemma 1.2,
page 26.

Lemma 5.4 For any function f ∈ L1,2
xh,x3

, we have

‖PRf‖L2(R3) ≤ CR‖f‖L1,2
xh,x3

.

Proof Let x3 ∈ R be given. Then Lemma 1.2 in two space dimensions
implies that

‖PRf(·, x3)‖L2(R2) ≤ CR‖f(·, x3)‖L1(R2).

Taking the L2 norm in x3 therefore yields

‖PRf‖L2(R3) ≤ CR

(∫

R

‖f(·, x3)‖2
L1(R2) dx3

) 1
2

,
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and the result follows from the fact that
∫

R

‖f(·, x3)‖2
L1(R2) dx3 ≤ ‖f‖2

L1,2
xh,x3

.

This lemma, together with Hölder’s estimate and the now classical energy
bound, implies that

‖PRQ(u,wε)‖L1([0,T ];L2(R3)) ≤ CR2‖u⊗ wε‖L1([0,T ];L1,2
xh,x3

)

≤ CR2‖u‖L2([0,T ];L2(R2))‖wε‖L2([0,T ];L2(R3))

≤ CR,T ‖u0‖L2(R2)‖w0‖L2(R3)

× exp

(
C

ν2
‖u0‖2

L2(R2)

)
.

Clearly, the term ‖PRQ(wε, u)‖L1([0,T ];L2(R3)) can be estimated in the same way.
Thus, inequality (5.3.9) becomes

‖P3
r,Rw

ε‖L2([0,T ];L∞) ≤ Cr,R,T ε
1
8 ‖u0‖L2‖w0‖L2 exp

(
C

ν2
‖u0‖2

L2

)
.

By interpolation with the energy bound, we get

‖P3
r,Rw

ε‖L2([0,T ];Lq) ≤ Cr,R,T ε
1
8 (1− 2

q )‖u0‖
1− 2

q

L2 ‖w0‖L2 exp

(
C

ν2
‖u0‖2

L2

)
.

Combining inequalities (5.3.7)–(5.3.9) concludes the proof of the lemma and thus
of Theorem 5.6.

5.3.3 Global well-posedness

In the same way as in Part II, once solutions have been obtained it is natural
to address the question of their stability. The stability arguments of Section 3.5,
page 72, still hold in the setting of rotating fluids, due as usual to the skew-
symmetry of the rotation operator. What we are interested in, therefore, is
proving the existence, in the framework set up in the introduction of this section,
of a solution in L4([0, T ];Vσ) with uniform bounds. Actually we will do better
than that since we will be able to prove a result global in time, with no small-
ness assumption on the initial data. That will be of course due to the presence
of strong enough rotation in the equation.

The theorem we shall prove is the following.

Theorem 5.7 Let u0 and w0 be two divergence-free vector fields, respectively,
in the spaces H̃ and H

1
2 (R3). Then a positive ε0 exists such that for all ε ≤ ε0,

there is a unique global solution uε to the system (NSCε). More precisely, denot-
ing by u the (unique) solution of (NS) associated with u0, by vεF the solution
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of (VCε) with initial data w0 (with f = 0), and defining wε
def
= uε − u, we have

wε ∈ C0
b (R

+;H
1
2 (R3)) and ∇wε ∈ L2(R+;H

1
2 (R3)),

wε − vεF → 0 in L∞(R+; Ḣ
1
2 (R3))

and ∇(wε − vεF ) → 0 in L2(R+; Ḣ
1
2 (R3))

as ε goes to zero.

Proof Let us start by proving the uniqueness of such solutions. In order to do
so, it is enough to prove the uniqueness of wε solving(PNSCε). So let us consider

two vector fields wε1 and wε2 solving (PNSCε), with the same initial data w0 inH
1
2

and the same u in L∞(R+; H̃)∩L2(R+; Ḣ1) solution of (NS). As in Section 3.5,
page 72, we are going to use results on the time-dependent Stokes system. If w̃ε

denotes the difference w̃ε
def
= wε1 −wε2, then w̃ε solves the time-dependent Stokes

system with force

Q(wε1, w
ε
1)−Q(wε2, w

ε
2) +G(u, w̃ε),

using notation (5.3.3). As seen in Chapter 3, page 53, for any vector field a
which belongs to L4([0, T ];Vσ), Q(a, a) is in the space L2([0, T ];V ′σ), so the
term Q(wε1, w

ε
1) − Q(wε2, w

ε
2) is dealt with exactly as for the three-dimensional

stability result (Theorem 3.3, page 58– it is in fact even easier here since both wε1
and wε2 are supposed to be in L4([0, T ];Vσ)). So the only term we must control
is G(u, w̃ε). Let us prove that it is an element of L2([0, T ];V ′σ). In order to do
so, it is enough to prove that u ⊗ w̃ε is in L2([0, T ];L2). But we have, by the
Gagliardo–Nirenberg inequality (1.3.4), page 25,

‖u⊗ w̃ε‖2
L2(R3) =

∫

R

‖(u⊗ w̃ε)(·, x3)‖2
L2(R2) dx3

≤ ‖u‖2
L4(R2)

∫

R

‖w̃ε(·, x3)‖2
L4(R2) dx3

≤ C‖u‖L2(R2)‖∇u‖L2(R2)‖w̃ε‖L2(R3)‖∇w̃ε‖L2(R3),

so the result follows; for G(u, w̃ε) to be in L2([0, T ];V ′σ) it is in fact enough to
suppose that w̃ε belongs to L∞([0, T ];H)∩L2([0, T ];Vσ), contrary to the purely
three-dimensional case where a L4([0, T ];Vσ) bound is required.

Let us now prove the global existence of wε as stated in the theorem. We
can immediately note that it is hopeless to try to prove the global existence
of wε simply by considering Ḣ

1
2 estimates on (5.3.2): by skew-symmetry, the

rotation would immediately disappear and unless the initial data w0 are small,
it is impossible to find an estimate global in time using the methods introduced
in Section 3.5. So the idea is to subtract from (5.3.2) the solution vεF of (VCε),
which we know goes to zero (at least for low frequencies) by the Strichartz
estimates. We will then be led to solving a system of the type (5.3.2) on the
difference wεk − vεF , which will have small data and small source terms. The
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methods of Section 3.5 should then enable us to find the expected result, up to the
additional difficulty consisting in coping with the interaction of two-dimensional
and three-dimensional vector fields.

Let us be more precise. We can introduce vε, the solution of (VCε) associated
with the initial data Pr,Rw0 where Pr,R is the cut-off operator defined in (5.3.6).

Notice that Pr,Rw0 converges towards w0 in H
1
2 as r goes to zero and R goes to

infinity. So the proof of the fact that wε− vε can be made arbitrarily small, in
the function spaces given in Theorem 5.7, implies that wε− vε

F
can also be made

arbitrarily small in those same spaces; therefore, from now on we shall restrict
our attention to vε, and we are ready to consider the following approximate
system:

δ̇εk(t) = −e3 ∧Pkδεk(t)
ε

+ νPk∆δεk(t) + Fk(δ
ε
k(t)) + Fk(v

ε(t))

+Gk(δ
ε
k(t), u(t) + vε(t)) +Gk(u(t), v

ε(t)),

where Fk and Gk were defined in (5.3.3). The initial data for δεk are

δεk|t=0 = Pk(Id − Pr,R)w0.

We omit in the notation of δεk and vε the dependence on r and R, although that
fact will of course be crucial in the estimates. We notice that δεk remains bounded
in L2(R3) and is defined as a smooth solution for any time t. The point is now

to prove a global bound in Ḣ
1
2 (R3), as well as the fact that δεk can be made

arbitrarily small. Indeed wεk
def
= vε + δεk solves

∂tw
ε
k +Pk(w

ε
k · ∇wεk + u · ∇wεk + wεk · ∇u)− νPk∆wεk +

Pk(e
3 ∧ wεk)

ε
= 0,

with initial data PkPr,Rw0.
The main step in the proof of the theorem reduces to the following

proposition.

Proposition 5.1 For any positive η, one can find three positive real num-
bers r0, R0 and ε0 such that for any k ∈ N and for any ε < ε0, we have

sup
t≥0

‖δεk(t)‖2

Ḣ
1
2 (R3)

+
ν

2

∫

R+

‖∇δεk(t′)‖2

Ḣ
1
2 (R3)

dt′ ≤ η.

We leave the reader to complete the proof of Theorem 5.7 using that proposition,
since it consists simply in copying the end of the proof of Theorem 3.5 page 73.

Proof of Proposition 5.1 Let us consider from now on three positive real
numbers η < 1, r and R. We define the time Tk (depending of course on those
three numbers), as the biggest time t for which

sup
t′≤t

‖δεk(t′)‖2

Ḣ
1
2
+
ν

2

∫ t

0

‖∇δεk(t′)‖2

Ḣ
1
2
dt′ ≤ η.
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Thanks to the Lebesgue theorem, r and R can be chosen in order to have

‖δεk(0)‖2

Ḣ
1
2
≤ ‖(Id−Pr,R)w0‖2

Ḣ
1
2
≤ η2, (5.3.10)

which implies in particular that Tk is positive for each k, since η2 < η.
Let us now write an energy estimate in Ḣ

1
2 (R3) on δεk. We have

1

2
‖δεk(t)‖2

Ḣ
1
2
+ ν

∫ t

0

‖∇δεk(t′)‖2

Ḣ
1
2
dt′

≤ 1

2
‖δεk(0)‖2

Ḣ
1
2
+

∫ t

0

(Fk(δ
ε
k(t
′))|δεk(t′))Ḣ 1

2
dt′ +

∫ t

0

(Fεk(t′)|δεk(t′))Ḣ 1
2
dt′

where

Fεk
def
= Gk(δ

ε
k, u+ vε) +Gk(u, v

ε) + Fk(v
ε).

By (3.5.2) we have

‖Fk(δεk)‖Ḣ− 1
2
≤ C‖∇δεk‖2

L2 ≤ C‖δεk‖Ḣ 1
2
‖∇δεk‖Ḣ 1

2
,

so we infer that

1

2
‖δεk(t)‖2

Ḣ
1
2
+ ν

∫ t

0

‖∇δεk(t′)‖2

Ḣ
1
2
dt′

≤ 1

2
‖δεk(0)‖2

Ḣ
1
2
+ C‖δεk(t)‖Ḣ 1

2
‖∇δεk(t)‖2

Ḣ
1
2
+

∫ t

0

(Fεk(t′)|δεk(t′))Ḣ 1
2
dt′.

Now let us suppose that η ≤ (1/2C), where C is the constant appearing in the
estimate above. Then by (5.3.10) we have, for all times t ≤ Tk,

‖δεk(t)‖2

Ḣ
1
2
+ ν

∫ t

0

‖∇δεk(t′)‖2

Ḣ
1
2
dt′ ≤ η2 +

∫ t

0

(Fεk(t′)|δεk(t′))Ḣ 1
2
dt′. (5.3.11)

We have the following estimate for Fεk ; we postpone the proof to the end of this
section.

Proposition 5.2 With the previous choices of η, r0 and R0, there is a ε0 > 0
and a family of functions (fε)ε≤ε0 , uniformly bounded in L1(R+) by a constant
depending on ‖u0‖L2 and on ‖w0‖

Ḣ
1
2
, such that, for all t ≤ Tk, we can write,

for any ε ≤ ε0,
∣∣∣∣
∫ t

0

(Fεk |δεk)Ḣ 1
2
dt′
∣∣∣∣ ≤

ν

2

∫ t

0

‖∇δεk(t′)‖2

Ḣ
1
2
dt′ +

∫ t

0

fε(t′)‖δεk(t′)‖2

Ḣ
1
2
dt′ + η2·

Let us end the proof of Proposition 5.1. Applying Gronwall’s lemma to the
estimate (5.3.11) and using Proposition 5.2, yields

‖δεk(t)‖2

Ḣ
1
2 (R3)

+
ν

2

∫ t

0

‖∇δεk(t′)‖2

Ḣ
1
2 (R3)

dt′ ≤ 2η2 exp ‖fε‖L1(R+).
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It is therefore now a matter of choosing η small enough so that

2η2 exp

(
sup
ε≤ε0

‖fε‖L1(R+)

)
≤ η

2
,

to infer that Tk = +∞; Proposition 5.1 is proved.

Proof of Proposition 5.2 Recalling that

Fεk
def
= Gk(δ

ε
k, v

ε) +Gk(δ
ε
k, u) +Gk(v

ε, u) + Fk(v
ε),

we have four terms to estimate. First of all we can write, again using (3.5.2),
∣∣∣(Gk(δεk, vε)|δεk)Ḣ 1

2

∣∣∣ ≤ C‖∇vε‖L2‖∇δεk‖L2‖∇δεk‖Ḣ 1
2

so
∫ t

0

∣∣∣(Gk(δεk, vε)|δεk)Ḣ 1
2

∣∣∣ dt′ ≤ ν

8

∫ t

0

‖∇δεk(t′)‖2

Ḣ
1
2
dt′

+
C

ν3

∫ t

0

‖δεk(t′)‖2

Ḣ
1
2
‖∇vε(t′)‖4

L2 dt′. (5.3.12)

Then to conclude we just need to notice that
∫

R+

‖∇vε‖4
L2 dt′ ≤ C

ν
‖w0‖4

Ḣ
1
2
. (5.3.13)

The second term is more delicate: it is here that we have to deal with interactions
between two-dimensional and three-dimensional vector fields. This is done by the
following lemma.

Lemma 5.5 A constant C exists such that for all vector fields a and b

|(a|b)
Ḣ

1
2
| ≤ C‖a‖

L2(Rx3 ;L
4
3 (R2))

‖∇b‖
L2(Rx3 ;Ḣ

1
2 (R2))

.

Proof By definition of the scalar product on Ḣ
1
2 , we have

(a|b)
Ḣ

1
2
= (2π)−d

∫

R3

|ξ|â(ξ)ˇ̂b(ξ) dξ

= (2π)−d
∫

R3

|ξh|−
1
2 â(ξ)|ξh|

1
2 |ξ|ˇ̂b(ξ) dξ.

We have denoted
ˇ̂
b = F(b(−·)). By the Cauchy–Schwarz inequality, we get

|(a|b)
Ḣ

1
2
| ≤ (2π)−d

(∫

R3

|ξh|−1|â(ξ)|2 dξ
) 1

2
(∫

R3

|ξh| |F(∇b)(ξ)|2 dξ

) 1
2

.

Using the Fourier–Plancherel theorem in Rx3 we infer

(a|b)
Ḣ

1
2
≤ (2π)−d

(∫

R

‖a(·, x3)‖2

Ḣ− 1
2 (R2)

dx3

) 1
2
(∫

R

‖∇b(·, x3)‖2

Ḣ
1
2 (R2)

dx3

) 1
2

.
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Thanks to the dual Sobolev estimate stated in Corollary 1.1, page 25, we have

∀x3 ∈ R , ‖a(·, x3)‖2

Ḣ− 1
2 (R2)

≤ C‖a(·, x3)‖2

L
4
3 (R2)

.

Lemma 5.5 is proved.

As for any function a in Ḣ
1
2 (R3),

‖a‖
L2(Rx3 ;Ḣ

1
2 (R2))

≤ C‖a‖
Ḣ

1
2 (R3)

,

Lemma 5.5 enables to find
∫ t

0

∣∣∣(Gk(δεk, u)|δεk)Ḣ 1
2

∣∣∣ dt′ ≤
∫ t

0

(
‖δεk(t′) · ∇u(t′)‖L2(Rx3 ;L

4
3 (R2))

+ ‖u(t′) · ∇δεk(t′)‖L2(Rx3
;L

4
3 (R2))

)
‖∇δεk(t′)‖Ḣ 1

2
dt′. (5.3.14)

On the one hand, we have by Hölder’s inequality

‖u · ∇δεk‖L2(Rx3 ;L
4
3 (R2))

≤ ‖u‖L4(R2)‖∇δεk‖L2(R3),

hence using the Gagliardo–Nirenberg inequality (1.3.4), page 25,
∫ t

0

‖u(t′) · ∇δεk(t′)‖L2(Rx3
;L

4
3 (R2))

‖∇δεk(t′)‖Ḣ 1
2
dt′

≤ ν

16

∫ t

0

‖∇δεk(t′)‖2

Ḣ
1
2
dt′ +

C

ν3

∫ t

0

‖δεk(t′)‖2

Ḣ
1
2
‖u(t′)‖4

L4(R2) dt
′. (5.3.15)

On the other hand, we have

‖δεk · ∇u‖L2(Rx3 ;L
4
3 (R2))

≤ ‖∇u‖L2(R2)‖δεk‖Ḣ 1
2 (R3)

.

Thus we infer
∫ t

0

‖δεk(t′) · ∇u(t′)‖L2(Rx3 ;L
4
3 (R2))

‖∇δεk(t′)‖Ḣ 1
2
dt′

≤ ν

16

∫ t

0

‖∇δεk(t′)‖2

Ḣ
1
2
dt′ +

C

ν

∫ t

0

‖δεk(t′)‖2

Ḣ
1
2
‖∇u(t′)‖2

L2(R2) dt
′. (5.3.16)

Plugging (5.3.15) and (5.3.16) into (5.3.14) yields finally
∫ t

0

∣∣∣(Gk(δεk, u)|δεk)Ḣ 1
2

∣∣∣ dt′ ≤ ν

8

∫ t

0

‖∇δεk(t′)‖2

Ḣ
1
2
dt′

+
C

ν

∫ t

0

‖δεk(t′)‖2

Ḣ
1
2

(
C

ν2
‖u(t′)‖4

Ḣ
1
2
+ ‖∇u(t′)‖2

L2

)
dt′,

and the result follows from the fact that
∫

R+

(
‖u(t)‖4

Ḣ
1
2
+ ‖∇u(t)‖2

L2

)
dt ≤ C

ν
‖u0‖2

L2

(
1

ν3
‖u0‖2

L2 + 1

)
. (5.3.17)
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Next let us estimate the term containing Gk(v
ε, u). We have

∣∣∣(Gk(vε, u)|δεk)Ḣ 1
2

∣∣∣ ≤ ‖vε · ∇u+ u · ∇vε‖L2‖∇δεk‖L2

≤
(
‖vε‖L∞,2

xh,x3
‖∇u‖L2(R2) +R‖vε‖L∞,2

xh,x3
‖u‖L2(R2)

)
‖∇δεk‖L2 ,

so ∣∣∣(Gk(vε, u)|δεk)Ḣ 1
2

∣∣∣ ≤ ‖∇δεk‖2
L2

(
‖∇u‖L2 + ‖vε‖L∞,2

xh,x3

)

+ C‖vε‖2
L∞,2
xh,x3

‖∇u‖L2 + CR‖vε‖L∞,2
xh,x3

‖u‖2
L2 .

Finally
∫ t

0

∣∣∣(Gk(vε, u)|δεk)Ḣ 1
2

∣∣∣ dt′ ≤ ν

8

∫ t

0

‖∇δεk(t′)‖2

Ḣ
1
2
dt′

+
C

ν

∫ t

0

‖δεk(t′)‖2

Ḣ
1
2

(
‖∇u(t′)‖2

L2 + ‖vε(t′)‖2
L∞,2
xh,x3

)
dt′

+

∫ t

0

‖vε(t′)‖L∞,2
xh,x3

(
CR‖u(t′)‖2

L2 + C‖vε(t′)‖L∞,2
xh,x3

‖∇u(t′)‖L2

)
dt′.

But using the a priori bounds on u along with the Strichartz estimates on vε

we have
∫ t

0

‖vε(t′)‖L∞,2
xh,x3

(
CR‖u(t′)‖2

L2 + C‖vε(t′)‖L∞,2
xh,x3

‖∇u(t′)‖L2

)
dt′

≤ Cr,R‖w0‖
Ḣ

1
2
‖u0‖L2

(
ε

1
4 ‖u0‖L2 + ε

1
8 ‖w0‖

Ḣ
1
2

)
.

So finally, we get
∫ t

0

∣∣∣(Gk(vε, u)|δεk)Ḣ 1
2

∣∣∣ dt′ ≤ ν

8

∫ t

0

‖∇δεk(t′)‖2

Ḣ
1
2
dt′

+
C

ν

∫ t

0

‖δεk(t′)‖2

Ḣ
1
2

(
‖∇u(t′)‖2

L2 + ‖vε(t′)‖2
L∞,2
xh,x3

)
dt′

+ Cr,Rε
1
8 ‖w0‖

Ḣ
1
2
‖u0‖L2

(
ε

1
8 ‖u0‖L2 + 1

)
. (5.3.18)

Let us notice that
∫

R+

(
‖∇u(t′)‖2

L2 + ‖vε(t′)‖2
L∞,2
xh,x3

)
dt′ ≤ C

ν
‖u0‖2

L2 + Cr,Rε
1
4 ‖w0‖2

Ḣ
1
2
, (5.3.19)

and that for ε small enough,

Cr,Rε
1
8 ‖w0‖

Ḣ
1
2
‖u0‖L2

(
ε

1
8 ‖u0‖L2 + 1

)
≤ η2

2
·

The third term is therefore correctly estimated.
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The last term is very easy to estimate: we simply write
∣∣∣(Fk(vε)|δεk)Ḣ 1

2

∣∣∣ ≤ C‖vε‖L∞‖∇vε‖L2‖∇δεk‖L2

to find finally
∫ t

0

∣∣∣(Fk(vε)|δεk)Ḣ 1
2

∣∣∣ dt′ ≤ ν

8

∫ t

0

‖∇δεk(t′)‖2

Ḣ
1
2
dt′

+
C

ν

∫ t

0

‖δεk(t′)‖2

Ḣ
1
2
‖∇vε(t′)‖2

Ḣ
1
2
dt′ + C

∫ t

0

‖vε(t′)‖2
L∞‖vε(t′)‖

Ḣ
1
2
dt′.

Since
∫ t

0

‖vε(t′)‖2
L∞‖vε(t′)‖

Ḣ
1
2
dt′ ≤ Cr,R

ν
ε

1
4 ‖w0‖2

Ḣ
1
2

we find
∫ t

0

∣∣∣(Fk(vε)|δεk)Ḣ 1
2

∣∣∣ dt′ ≤ ν

8

∫ t

0

‖∇δεk(t′)‖2

Ḣ
1
2
dt′

+
C

ν

∫ t

0

‖δεk(t′)‖2

Ḣ
1
2
‖∇vε(t′)‖2

Ḣ
1
2
dt′ +

Cr,R
ν

ε
1
4 ‖w0‖2

Ḣ
1
2
. (5.3.20)

Finally we use the fact that
∫

R+

‖∇vε(t′)‖2

Ḣ
1
2
dt′ ≤ C

ν
‖w0‖2

Ḣ
1
2
, (5.3.21)

and that for ε small enough,

Cr,R
ν

ε
1
4 ‖w0‖2

Ḣ
1
2
≤ η2

2
·

Putting together estimates (5.3.12), (5.3.17), (5.3.18) and (5.3.20) yields the
result. We notice in particular that

fε(t) = Cν

(
‖∇vε(t)‖4

L2 + ‖vε(t)‖2
L∞,2
xh,x3

+ ‖u(t)‖4

Ḣ
1
2 (R2)

+ ‖∇u(t)‖2
L2(R2)

)

so as computed in (5.3.13), (5.3.17), (5.3.19), (5.3.21) we have
∫ t

0

|fε(t′)| dt′ ≤ Cν

(
‖w0‖2

Ḣ
1
2
+ ‖w0‖4

Ḣ
1
2
+ ‖u0‖2

L2

+ ‖u0‖4
L2 + Cr,Rε

1
4 ‖w0‖2

Ḣ
1
2

)
.

Proposition 5.2 is proved.
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The periodic case

6.1 Setting of the problem, and statement of the main result

This chapter deals with the rotating-fluid equations (NSC) in a purely periodic
setting. Let a1, a2 and a3 be three positive real numbers and define the
periodic box

T3 def=

3∏

j=1

R/aj Z

unlike the previous chapter where T3 denoted the unit periodic box in R3. In
this chapter the size of the box will have some importance in the analysis.

The system we shall study is the following.

(NSCε
T
)




∂tu

ε − ν∆uε +P(uε · ∇uε) + 1

ε
P(e3 ∧ uε) = 0 in T3

uε|t=0 = uε0 with div uε0 = 0,

where P is the Leray projector onto the space of divergence-free vector fields.
Let us recall its definition in Fourier variables. As we are in a periodic setting,
the Fourier variables are discrete variables n = (n1, n2, n3) ∈ Z3 and we will
denote throughout this chapter

ñ = (ñ1, ñ2, ñ3) with ñj
def
=

nj
aj

, j ∈ {1, 2, 3} .

Then the Fourier transform of any function h is

∀ n ∈ Z3, ĥ(n) = Fh(n) def=
∫

T3

e−2iπñ·xh(x) dx, (6.1.1)

and ñ ·x is the scalar product of (ñ1, ñ2, ñ3) by (x1, x2, x3). The expression of P
in Fourier variables is the following:

P̂(n) = Id− 1

|ñ|2




ñ2
1 ñ1ñ2 ñ1ñ3

ñ2ñ1 ñ2
2 ñ2ñ3

ñ3ñ1 ñ3ñ2 ñ2
3


 ,

where Id denotes the identity matrix in Fourier space.
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Let us also recall the definition of Sobolev spaces on T3. We shall say that a
function h is in Hs(T3) if

‖h‖Hs(T3)
def
=


∑

n∈Z3

(1 + |ñ|2)s|ĥ(n)|2



1
2

< +∞.

Similarly h is in the homogeneous Sobolev space Ḣs(T3) if

‖h‖Ḣs(T3)
def
=


∑

n∈Z3

|ñ|2s|ĥ(n)|2



1
2

< +∞.

A vector field is in Hs(T3) (respectively in Ḣs(T3)) if each of its components is.
All the vector fields considered in this chapter will be supposed to be mean-free,
and one can notice that for such vector fields, homogeneous and inhomogeneous
spaces coincide on T3.

Our goal is to study the behavior of the solutions of (NSCε
T
) as the Rossby

number ε goes to zero. As in the R3 case studied in the previous chapter, we will
be concerned with the existence and the convergence of both weak and strong
solutions.

Let us start by discussing the case of weak solutions. We have the following
definition.

Definition 6.1 We shall say that u is a weak solution of (NSCε
T
) with

initial data u0 in H(T3) if and only if u belongs to the space

C(R+;V ′) ∩ L∞loc(R
+;H) ∩ L2

loc(R
+;V),

and for any function Ψ in C1(R+;Vσ),
∫

T3

u(t, x) ·Ψ(t, x) dx−
∫ t

0

∫

T3

(
u · ∂tΨ +

∫ t

0

∫

T3

ν∇u : ∇Ψ

)
(t′, x) dxdt′

+

∫ t

0

∫

T3

(
e3 ∧ u

ε
·Ψ− u⊗ u : ∇Ψ

)
(t′, x) dxdt′ =

∫

T3

u0(x) ·Ψ(0, x) dx.

Let us recall the definition of the Coriolis operator L:

Lw
def
= P(e3 ∧ w).

As L is skew-symmetric and commutes with derivatives, (NSCε
T
) satisfies the

same energy estimates as the three-dimensional Navier–Stokes equations in



Statement of the main result 119

all Hs spaces. The existence of global Leray solutions for u0 in H, and of stable,
local-in-time solutions for u0 ∈ H

1
2 , is therefore obtained exactly as in the case

of the Navier–Stokes equations. We recommend to the reader, as an exercise, to
rewrite the proof of the following theorem (see Chapters 2 and 3).

Theorem 6.1 Let u0 be a vector field in H, and let ε > 0 be given. There
exists a global weak solution uε to (NSCε

T
), satisfying for all t ≥ 0

1

2

∫

T3

|uε(t, x)|2 dx+ ν

∫ t

0

∫

T3

|∇uε(t′, x)|2 dxdt′ ≤ 1

2
‖u0‖2

L2 .

Moreover, if u0 belongs to H
1
2 (T3), there exists a positive time T independ-

ent of ε such that uε is unique on [0, T ] and the family (uε) is bounded

in C([0, T ];H
1
2 (T3)) ∩ L2([0, T ];H

3
2 (T3)). Finally there is a constant c > 0,

independent of ε, such that if ‖u0‖
H

1
2 (T3)

≤ cν, then T = +∞.

In this chapter we are interested in the asymptotic behavior of uε as ε goes
to zero. The first step of the analysis consists (in Section 6.2) in deriving a
limit system for (NSCε

T
), which will enable us to state and prove a convergence

theorem for weak solutions. The main issue of the chapter consists in studying
the behavior of strong solutions, and in proving in particular the following global
well-posedness theorem.

Theorem 6.2 (Global well-posedness) For every triplet of positive real
numbers (a1, a2, a3), the following result holds. Let uε0 converge to a divergence-

free vector field u0 in H
1
2 (T3). Then for ε small enough (depending on the

parameters (aj)1≤j≤3 and on u0), there is a unique global solution to the

system (NSCε
T
) in the space C0

b (R
+;H

1
2 (T3)) ∩ L2(R+;H

3
2 (T3)).

Before entering into the structure of the proof, let us compare this theorem with
Theorem 5.7, page 108. Those two theorems state essentially the same result: for
any initial data, if the rotation parameter ε is small enough, the Navier–Stokes–
Coriolis system is globally well-posed. In other words, the rotation term has a
stabilizing effect. As we saw in the previous chapter, in the case of the whole
space R3 this global well-posedness for small enough ε is due to the fact that the
Rossby waves go to infinity immediately; this is a dispersive effect. In the case
of the torus, there is of course no dispersive effect. The global well-posedness
comes in a totally different way: it is a consequence of the analysis of resonances
of Rossby waves in the non-linear term v · ∇v.

The proof of Theorem 6.2 relies on the construction of families of approxim-
ated solutions. Let us state the key lemma, where we have used the following
notation (see page 78):

‖u‖2
1
2

def
= sup
t≥0

(
‖u(t)‖2

H
1
2
+ 2ν

∫ t

0

‖∇u(t′)‖2

H
1
2
dt′
)
< +∞.
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Lemma 6.1 Let u0 be in H
1
2 . For any positive real number η, a family (uε,ηapp)

exists such that

lim sup
η→0

lim sup
ε→0

‖uε,ηapp‖ 1
2

def
= U0 < ∞.

Moreover, the families (uε,ηapp) are approximate solutions of

(NSCε)




∂tu

ε − ν∆uε +P(uε · ∇uε) + 1

ε
P(e3 ∧ uε) = 0 in T3

uε|t=0 = uε0 with div uε0 = 0

in the sense that uε,ηapp satisfies




∂tu

ε,η
app − ν∆uε,ηapp +P(uε,ηapp · ∇uε,ηapp) +

1

ε
P(e3 ∧ uε,ηapp) = Rε,η in T3

lim
η→0

lim
ε→0

‖uε,ηapp|t=0
− u0‖

H
1
2
= 0,

with lim
η→0

lim
ε→0

‖Rε,η‖
L2(R+;H− 1

2 )
= 0.

The goal of this chapter is the construction of the families (uε,ηapp). For the time
being, let us prove that the above lemma implies Theorem 6.2.

Proof of Theorem 6.2 This is based on Theorem 3.6, page 78. Let us observe
that, as the Coriolis operator is skew-symmetric in all Sobolev spaces, all the
theorems of Section 3.5 are still valid because their proofs rely on (Hs) energy
estimates. With the notation of Theorem 3.6, let us fix η0 such that, for the
associated (uε,η0app ), we have

lim sup
ε→0

‖Rε,η0app ‖L2(R+;H− 1
2 )

≤ c

4
ν2 exp

(
−2

C

ν4
U4

0

)
.

Let us choose ε0 such that, for all ε ≤ ε0,

‖uε,η0app|t=0 − u0‖2

H
1
2
+

4

ν
‖Rε,η0app ‖2

L2(R+;H− 1
2 )

≤ c

ν
exp

(
−2

C

ν4
U4

0

)

and

‖uε,η0app ‖ 1
2
≤ 2U0.

Thus, for any ε ≤ ε0, we have

‖uε,η0app|t=0 − u0‖2

H
1
2
+

4

ν
‖Rε,η0app ‖2

L2(R+;H− 1
2 )

≤ c

ν
exp

(
− C

ν4
‖uε,η0app ‖4

1
2

)
.

Theorem 3.6, page 78, implies that the solution uε is global and the global
well-posedness Theorem 6.2 is proved.
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Remark In fact, we can prove a little bit more. For any positive real number δ,
let us choose η0, such that, for any η ≤ η0, a positive εη exists such that

∀ε ≤ εη ,

(
‖uε,ηapp(0)− u0‖2

H
1
2
+

4

ν
‖Rε,η‖

L2(R+;H− 1
2 )

) 1
2

≤ min

{
δ

4
,
c

4
ν2 exp

(
−2

C

ν4
U4

0

)}
.

Then, inequality (3.6.1), page 80, implies that

∀ε ≤ εη , ‖uε,ηapp − uε‖ 1
2
≤ δ.

Structure of the proof of Lemma 6.1 Let us explain how we will prove
Lemma 6.1. Fast time oscillations prevent any result of strong convergence to
a fixed function. In order to bypass this difficulty, we are going to introduce a
procedure of filtration of the time oscillations. This will lead us to the concept
of limit system. The purpose of Section 6.2 is to define the filtering operator, the
limit system and to establish that the weak closure of uε is included in the set
of weak solutions of the limit system.

In Section 6.3 we prove that the non-linear terms in the limit system have a
special structure, very close to the structure of the non-linear term in the two-
dimensional Navier–Stokes equations, which makes it possible in Section 6.4 to
prove the global well-posedness of the limit system, as well as its stability.

Section 6.5 is then devoted to the construction of the families (uε,ηapp).

6.2 Derivation of the limit system in the energy space

In this section we shall derive a limit system to (NSCε
T
), when the initial data

are in H(T3). Since, according to Theorem 6.1, there is a bounded family of
solutions (uε)ε>0 associated with that data, one can easily extract a subsequence
and find a weak limit to (uε)ε>0. Unfortunately finding the equation satisfied by
that weak limit is no easy matter, as one cannot prove the time equicontinuity
of (uε)ε>0 (a quick look at the equation shows that ∂tu

ε is not uniformly bounded
in ε). So one needs some refined analysis to understand the asymptotic behavior
of (uε)ε>0.

Let L be the evolution group associated with the Coriolis operator L. The
vector field L(t)w0 is the solution at time t of the equation

∂tw + Lw = 0, w|t=0 = w0.

As L is skew-symmetric, the operator L(t) is unitary for all times t, in all Sobolev
spaces Hs(T3). In particular if we define the “filtered solution” associated
with uε, then by Theorem 6.1 the family

ũε
def
= L

(
− t

ε

)
uε
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is uniformly bounded in the space L∞(R+;L2(T3))∩L2(R+;H1(T3)). It satis-
fies the following system:

(ÑSC
ε

T
)

{
∂tũ

ε −Qε(ũε, ũε)− ν∆ũε = 0

ũε|t=0 = uε0,

noticing that L(t/ε) is equal to the identity when t = 0. We have used the fact
that the operator L commutes with all derivation operators, and we have noted

Qε(a, b) def= −1

2

(
L
(
− t

ε

)
P

(
L
(
t

ε

)
a · ∇L

(
t

ε

)
b

)

+L
(
− t

ε

)
P

(
L
(
t

ε

)
b · ∇L

(
t

ε

)
a

))
. (6.2.1)

The point in introducing the filtered vector field ũε is that one can find a limit

system to (ÑSC
ε

T
) (contrary to the case of (NSCε

T
)): if u0 is in L2(T3), it is

not difficult to see that, contrary to the original system, the family (∂tũ
ε)ε>0 is

bounded, for instance in the space L
4
3 ([0, T ];H−1(T3)) for all T > 0. Indeed that

clearly holds for ∆ũε, and also for Qε(ũε, ũε) due to the following easy sequence
of estimates: since L(·) is an isometry on all Sobolev spaces we have

‖Qε(ũε, ũε)‖
L

4
3 ([0,T ];H−1(T3))

=

∥∥∥∥L
(
t

ε

)
ũε · ∇L

(
t

ε

)
ũε
∥∥∥∥
L

4
3 ([0,T ];H−1(T3))

hence the dual Sobolev embeddings proved in Corollary 1.1, page 25, yield

‖Qε(ũε, ũε)‖
L

4
3 ([0,T ];H−1(T3))

≤ C

∥∥∥∥L
(
t

ε

)
ũε · ∇L

(
t

ε

)
ũε
∥∥∥∥
L

4
3 ([0,T ];L

6
5 (T3))

.

By a Hölder inequality we get

‖Qε(ũε, ũε)‖
L

4
3 ([0,T ];H−1(T3))

≤ C

∥∥∥∥L
(
t

ε

)
ũε
∥∥∥∥
L4([0,T ];L3(T3))

×
∥∥∥∥∇L

(
t

ε

)
ũε
∥∥∥∥
L2([0,T ];L2(T3))

.

So by the Sobolev embedding proved in Theorem 1.2, page 23, along with the
Gagliardo–Nirenberg inequality (1.9), page 25, we infer

‖Qε(ũε, ũε)‖
L

4
3 ([0,T ];H−1(T3))

≤ CT

∥∥∥∥L
(
t

ε

)
ũε
∥∥∥∥

1
2

L∞([0,T ];L2(T3))

×
∥∥∥∥L
(
t

ε

)
ũε
∥∥∥∥

1
2

L2([0,T ];H1(T3))

∥∥∥∥∇L
(
t

ε

)
ũε
∥∥∥∥
L2([0,T ];L2(T3))

hence

‖Qε(ũε, ũε)‖
L

4
3 ([0,T ];H−1(T3))

≤ C(T ) (6.2.2)
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where we have used again the fact that L(·) is an isometry on Hs(T3), along
with the a priori bound provided by Theorem 6.1. That yields the boundedness
of (∂tũ

ε)ε>0.
The same compactness argument as that yielding the Leray theorem in

Section 2.2.2 enables us, up to the extraction of a subsequence, to obtain a
weak limit to the sequence ũε, called u (we leave the precise argument to the
reader). The linear terms ∂tũ

ε and ∆ũε converge weakly towards ∂tu and ∆u,
respectively, in D′((0, T ) × T3), so the point is to find the weak limit of the
quadratic form Qε(ũε, ũε). Let us study that term more precisely. For any
point x = (x1, x2, x3) in T3, we shall define as in the previous chapters the hori-

zontal coordinates xh
def
= (x1, x2), and similarly we shall denote ∇h def= (∂1, ∂2),

divh
def
= ∇h·, and ∆h

def
= ∂2

1 + ∂2
2 . For any vector field u = (u1, u2, u3), we shall

define uh
def
= (u1, u2), and u will be the quantity

u(xh)
def
=

1

|a3|

∫ a3

0

u(xh, x3) dx3. (6.2.3)

Note that if u is divergence-free, then so is uh, due to the following easy
computation:

divhu
h =

1

|a3|

∫ a3

0

divhu
h(xh, x3) dx3 = − 1

|a3|

∫ a3

0

∂3u
3(xh, x3) dx3 = 0.

Finally we will decompose u into

u = u+ uosc, (6.2.4)

where the notation uosc stands for the “oscillating part” of u; that denomination
will become clearer as we proceed in the study of (NSCε

T
). Now in order to derive

formally the limit of Qε, let us compute more explicitly the operators L and L.
We have to solve the equation

∂tw + Lw = 0,

where the matrix L is the product of the horizontal rotation by angle π/2,
denoted by Rhπ/2, with the Leray projector P. Writing Ln for the result of the

product P̂(n)Rhπ/2, a simple computation shows that

Ln =
1

|ñ|2




ñ1ñ2 ñ2
2 + ñ2

3 0
−ñ2

1 − ñ2
3 −ñ1ñ2 0

ñ2ñ3 −ñ1ñ3 0


 ,

and the eigenvalues of Ln are 0, iñ3/|ñ|, and −iñ3/|ñ|. We will call e0(n), e+(n)
and e−(n) the corresponding eigenvectors, which are given by

e0(n) = t(0, 0, 1) and

e±(n) =
1√

2|ñ||ñh|
t
(
ñ1ñ3 ∓ iñ2|ñ|, ñ2ñ3 ± iñ1|ñ|,−|ñh|2

)
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when nh �= 0, and e0(n) =t (0, 0, 1), e±(n) = 1√
2
t(1,±i, 0) when nh = 0.

Divergence-free elements of the kernel of L are therefore vector fields which do
not depend on the third variable; we recover the well-known Taylor–Proudman
theorem recalled in Part I, page 3.

Now we are ready to find the limit of the quadratic form Qε. In the following,

we will define σ
def
= (σ1, σ2, σ3) ∈ {+,−}3, any triplet of pluses or minuses, and

for any vector field h, its projection (in Fourier variables) along those vector
fields will be denoted

∀n ∈ Z3, ∀j ∈ {1, 2, 3}, hσj (n)
def
= (Fh(n) · eσj (n)) eσj (n).

Proposition 6.1 Let Qε be the quadratic form defined in (6.2.1), and let a
and b be two smooth vector fields on T3. Then one can define

Q(a, b)
def
= lim
ε→0

Qε(a, b) in D′(R+ ×T3),

and we have

FQ(a, b)(n) = −
∑

σ∈{+,−}3
k∈Kσ

n

[aσ1(k) · (ñ− k̃)] [bσ2(n− k) · eσ3(n)]eσ3(n),

where Kσn is the “resonant set” defined, for any n in Z3 and any σ in {+,−}3, as

Kσn
def
=

{
k ∈ Z3 / σ1

k̃3

|k̃|
+ σ2

ñ3 − k̃3

|ñ− k̃|
− σ3

ñ3

|ñ| = 0

}
· (6.2.5)

Proof We shall write the proof for a = b for simplicity. We can write

−FQε(a, a)(n)(t) =
∑

(k,m)∈Z
6,σ∈{+,−}3

k+m=n

e
−i tε

(
σ1

k̃3
|k̃|

+σ2
m̃3
|m̃|
−σ3

ñ3
|ñ|

)

× [aσ1(k) · m̃] [aσ2(m) · eσ3(n)]eσ3(n).

To find the limit of that expression in the sense of distributions as ε goes to
zero, one integrates it against a smooth function ϕ(t). That can be seen as the

Fourier transform of ϕ at the point 1
ε

(
σ1
k̃3
|k̃| + σ2

m̃3

|m̃| − σ3
ñ3

|ñ|

)
, which clearly

goes to zero as ε goes to zero, if σ1
k̃3
|k̃| + σ2

m̃3

|m̃| − σ3
ñ3

|ñ| is not zero. That is

also known as the non-stationary phase theorem. In particular, defining, for
any (n, σ) ∈ Z3 \{0} × {+,−}3,

ωσn(k)
def
= σ1

k̃3

|k̃|
+ σ2

ñ3 − k̃3

|ñ− k̃|
− σ3

ñ3

|ñ|
, (6.2.6)
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we get

−FQ(a, a)(n) =
∑

σ∈{+,−}3

∑

k,ωσn(k)=0

[aσ1(k) · (ñ− k̃)][aσ2(n− k) · eσ3(n)]eσ3(n),

and Proposition 6.1 is proved.

So the limit system is the following:

(NSCL)

{
∂tu− ν∆u−Q(u, u) = 0

u|t=0 = u0,

and we have proved the following theorem.

Theorem 6.3 Let u0 be a vector field in H, and let (uε)ε>0 be a family of weak
solutions to (NSCε

T
), constructed in Theorem 6.1. Then as ε goes to zero, the

weak closure of (L
(
− tε
)
uε)ε>0 is included in the set of weak solutions of (NSCL).

In the next section, we shall concentrate on the quadratic form Q, and
we will prove it has particular properties which make it very similar to
the two-dimensional product arising in the two-dimensional incompressible
Navier–Stokes equations.

6.3 Properties of the limit quadratic form Q
The key point of this chapter is that the limit quadratic form Q has a very special
structure, which makes it close to the usual bilinear term in the two-dimensional
Navier–Stokes equations. The properties stated in the following proposition will
enable us in the next section to prove the global well-posedness of the limit
system.

Proposition 6.2 The quadratic form Q given in Proposition 6.1 satisfies the
following properties.

(1) For any smooth divergence-free vector field h, we have, using nota-
tion (6.2.3) and (6.2.4),

− 1

|a3|

∫ a3

0

Q(h, h) dx3 = P(h · ∇h).

(2) If u, v and w are three divergence-free vector fields, then the following two
properties hold, with the notation (6.2.3) and (6.2.4):

∀s ≥ 0,
(
Q(u, vosc)

∣∣(−∆)svosc

)
L2(T3)

= 0, (6.3.1)

and
∣∣ (Q(uosc, vosc)

∣∣wosc

)
H

1
2 (T3)

∣∣ ≤ C
(
‖uosc‖

H
1
2 (T3)

‖vosc‖H1(T3)

+ ‖vosc‖
H

1
2 (T3)

‖uosc‖H1(T3)

)

× ‖wosc‖
H

3
2 (T3)

. (6.3.2)
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Remark The second result of Proposition 6.2 is a typical two-dimensional
product rule, although the setting here is three-dimensional. Indeed, one would
rather expect to obtain an estimate of the type
∣∣ (Q(uosc, vosc)

∣∣wosc

)
H

1
2 (T3)

∣∣ ≤ C‖uosc‖H1(T3)‖vosc‖H1(T3)‖wosc‖
H

3
2 (T3)

.

We have indeed
∣∣∣
(
Q(uosc, vosc)

∣∣wosc

)
H

1
2 (T3)

∣∣∣ ≤ ‖wosc‖
H

3
2 (T3)

×
(
‖uosc · ∇vosc‖

H− 1
2 (T3)

+ ‖vosc · ∇uosc‖
H− 1

2 (T3)

)
,

for which Hölder and Sobolev embeddings yield (in a similar way to (6.2.2))
∣∣∣(Q(uosc, vosc)|wosc)

H
1
2 (T3)

∣∣∣ ≤ C‖wosc‖
H

3
2 (T3)

×
(
‖uosc‖L6(T3)‖∇vosc‖L2(T3) + ‖vosc‖L6(T3)‖∇uosc‖L2(T3)

)

and the result follows by the Sobolev embedding H1(T3) →֒ L6(T3). Estim-
ate (6.3.2) therefore means one gains half a derivative when one takes into
account the special structure of the quadratic form Q compared with the usual
product.

Proof of Proposition 6.2 There are two points to be proved here. Let us
start with the first one, which is the simplest.

First statement Let us start with the vertical average

1

|a3|

∫ a3

0

Q(h, h) dx3.

We have

1

|a3|

∫ a3

0

Q(h, h) dx3 = F−1
(
1{n3=0}FQ(h, h)(n)

)

where 1X denotes the characteristic function of any frequency set X . Recalling
the expression forQ given in Proposition 6.1, we infer that all we need to compute
is the form of the resonant set Kσn when n3 is equal to zero. We have

Kσn|n3=0 =

{
k ∈ Z3 / σ1

k̃3

|k̃|
= σ2

k̃3

|ñ− k̃|
, with n3 = 0

}
.

It follows that either k3 = 0 or σ1 = σ2. Now if k3 = 0, we have

1{k3=0}ĥ(k) = ĥ(k)



Properties of the limit quadratic form Q 127

so that will account for the expected limit since

− 1

|a3|

∫ a3

0

Q(h, h) dx3

= P(h · ∇h) + F−1
∑

σ∈{+,−}3
k3 �=0,n3=0

∑

k∈Kσ
n

[hσ1(k) · (ñ− k̃)][hσ2(n− k) · eσ3(n)]eσ3(n).

Let us therefore concentrate now on the case k3 �= 0. In that case σ1 = σ2

and |k̃| = |m̃|. In order to prove the result we are going to go back to the
definition of Q(u, u) as the weak limit of Qε(u, u). Recalling that

(h · ∇)h = −h ∧ curl h+∇|h|2
2

,

as P

(
∇|h|2

2

)
= 0, we therefore want to compute the limit of

∑

(k,m)∈Z
6,σ∈{+,−}3

k+m=n

1{n3=0}e
−i tε

(
σ1

k̃3
|k̃|

+σ2
m̃3
|m̃|

)

hσ1(k) ∧ (m̃ ∧ hσ2(m)) · eσ3(n)eσ3(n).

Let us separate the complex time exponential into sines and cosines, defining

cε(k) = cos

(
σ1

k̃3

|k̃|
t

ε

)
and sε(k) = sin

(
σ1

k̃3

|k̃|
t

ε

)
·

Noticing that

m̃ ∧ (m̃ ∧ hσ2(m)) = −|m̃|2hσ2(m)

and using the fact that ihσ1(k) = (k̃/|k̃|) ∧ hσ1(k), we have the following terms
in the sum, when n and σ are fixed (recall that σ1 = σ2):

cε(k)cε(m)hσ1(k) ∧ (m̃ ∧ hσ1(m)),

−|m̃|
|k̃|

sε(k)sε(m) (k̃ ∧ hσ1(k)) ∧ hσ1(m),

−|m̃|cε(k)sε(m)hσ1(k)∧ hσ2(m),

1

|k̃|
sε(k)cε(m) (k̃ ∧ hσ1(k)) ∧ (m̃∧hσ1(m)).

We shall only deal with the left-hand column (which is made up of the even
terms in t, whereas the right-hand side is made up of the odd terms). Since as

noted above |m̃| = |k̃| and k3 = −m3, the terms of the left-hand side lead to two
contributions:

(cε)2(m)hσ1(k)∧ (m̃∧hσ1(m)) and (sε)2(m)(k̃∧hσ1(k))∧hσ1(m).
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Then interchanging k and m by symmetry gives finally the contribution

− cos

(
2σ1

m̃3t

|m̃|ε

)
hσ1(k) ∧ (m̃ ∧ hσ1(m)).

The phase in that term is not zero; it follows that the quadratic form, restricted
to n3 = 0 and k3 �= 0, converges weakly to zero, and that proves the first
statement of Proposition 6.2.

Second statement Now let us prove the second statement, which is a little
more subtle. To simplify the notation we shall take all the ai to be equal to one
in this proof. We first consider the case of

(Q(u, vosc) | (−∆)svosc)L2(T3) .

Let us write the proof of (6.3.1) for s = 0 to start with. We have

(
Q(u, vosc)

∣∣vosc

)
L2(T3)

= −
∑

k3=0,n3 �=0
k∈Kσ

n ,σ∈{+,−}3

[uσ1(k) · n][vσ2
osc(n− k) · vσ3∗

osc (n)],

where h∗ denotes the complex conjugate of any vector field h. Then we notice that
necessarily σ2 = σ3 and |n| = |k−n|, and we exchange n and k−n in the above
summation. Since the vector fields are real-valued we have vσ3

osc(n) = vσ3∗
osc (−n),

so we get

(
Q(u, vosc)

∣∣vosc

)
L2(T3)

= −1

2

∑

σ,n3 �=0

∑

k3=0
k∈Kσ

n

(
n · uσ1(k) + (k − n) ·uσ1(k)

)

× vσ2
osc(k − n) · vσ3∗

osc (n).

Then the divergence-free condition on u yields the result.
To prove (6.3.1) with s �= 0, we just have to notice that the operator (−∆)s

corresponds in Fourier variables to multiplying by |n|2s. But when k is in Kσn ,
then in particular n3 − k3 = n3 and |nh − kh| = |nh|; that means that the same
argument as in the case s = 0 holds, as one can exchange k − n and n in the
summation. So the result (6.3.1) is found.

Now let us consider the statement concerning (Q(uosc, vosc) | wosc)
H

1
2 (T3)

,

which is more complicated, and will require a preliminary step.

Lemma 6.2 For any n ∈ Z3 \{0}, let K(n) be a subset of Z3 such that

k ∈ K(n) ⇒ n− k ∈ K(n) and n ∈ K(k).

For any j ∈ N, define

Kj(n)def=
{
k ∈ Z3 \{0} / 2j ≤ |k| < 2j+1 and k ∈ K(n)

}
.
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If C0 > 0 and γ > 0 are two constants (with C0 possibly depending on (aj)1≤j≤3

if K(n) does) such that

sup
n∈Z3 \{0}

cardKj(n) ≤ C02
jγ , (6.3.3)

then there exists a constant C which may depend on (aj)1≤j≤3 such that for all
smooth functions a, b and c, and for all real numbers α < γ/2 and β < γ/2 such
that α+ β > 0, we have

∑

(k,n)∈Z
6

k∈K(n)

|â(k)| |̂b(n− k)| |ĉ(n)| ≤ C‖a‖Hα(T3)‖b‖Hβ(T3)‖c‖Hγ/2−α−β(T3).

Remark One of course always has γ ≤ 3, and the case γ = 3 corresponds to
nothing more than three-dimensional product rules. Indeed

∑

(k,n)∈Z6

â(k) b̂(n− k) ĉ∗(n) = Re
(
ab
∣∣c
)
L2(T3)

,

where c∗ denotes the complex conjugate of c, and product rules in T3 yield (see
for instance [46])

‖ab‖
Hα+β− 3

2 (T3)
≤ C‖a‖Hα(T3)‖b‖Hβ(T3),

as long as α and β are smaller than 3
2 and α+β > 0. It will turn out in our case,

where

K(n)
def
=

⋃

σ∈{+,−}3
Kσn

and Kσn is the resonant set defined in (6.2.5), that γ = 2. In that case Lemma 6.2
means that two-dimensional product rules hold when Fourier variables are
restricted to K(n). In other words, there is a gain of half a derivative compared
with a standard product.

Proof of Lemma 6.2 The idea of the proof is based on Littlewood–Paley
decomposition and some paraproduct. One can decompose the sum into three
parts, writing
∑

(k,n)∈Z
6

k∈K(n)

|â(k)| |̂b(n− k)| |ĉ(n)| =
∑

(j,ℓ,q)∈N3

∑

n−k∈Kℓ(n)
k∈Kj(n),n∈Kq(k)

|â(k)| |̂b(n− k)| |ĉ(n)|,

due to the symmetry properties satisfied by the set K(n). Then one considers
separately the following three cases (this is the usual paraproduct algorithm):

1. j ≤ ℓ− 2, which implies that ℓ− 1 ≤ q < ℓ+ 2

2. ℓ ≤ j − 2, which implies that j − 1 ≤ q < j + 2

3. ℓ− 1 ≤ j ≤ ℓ+ 1, which implies that q ≤ j + 2.
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Let us start by considering Case 1. Using the Cauchy–Schwarz inequality, we
infer that the quantity

∑

j≤ℓ−2
ℓ−1≤q<ℓ+2

∑

k∈Kj(n),n∈Kq(k)
n−k∈Kℓ(n)

|â(k)| |̂b(n− k)| |ĉ(n)|

is less than or equal to

Cα,β
∑

j≤ℓ−2
ℓ−1≤q<ℓ+2


 ∑

2ℓ−1≤|n|<2ℓ+2

|ĉ(n)|2



1
2

sup

n

∑

k∈Kj(n)

|k|−2α




1
2

×




∑

2ℓ−1≤|n|<2ℓ+2

k∈Kj(n)

|k|2α|â(k)|2 |̂b(n− k)|2|n− k|2β




1
2

2−ℓβ ,

where we have used the fact that |n − k| ∼ 2ℓ if n − k is in Kℓ(n). But by
assumption on cardKj(n), we have


 ∑

k∈Kj(n)

|k|−2α




1
2

≤ Cα,β2
j(γ/2−α),

since on Kj(n), we have |k| ∼ 2j . We can also write

2−ℓβ


 ∑

2ℓ−1≤|n|<2ℓ+2

|ĉ(n)|2



1
2

≤ Cα,β


 ∑

2ℓ−1≤|n|<2ℓ+2

|n|γ−2α−2β |ĉ(n)|2



1
2

2−ℓ(γ/2−α),

so we get finally that the quantity
∑

j≤ℓ−2
ℓ−1≤q<ℓ+2

∑

k∈Kj(n),n∈Kq(k)
n−k∈Kℓ(n)

|â(k)| |̂b(n− k)| |ĉ(n)|

is less than or equal to

Cα,β
∑

j≤ℓ−2


 ∑

k∈Kj(n)

|â(k)|2|k|2α



1
2

2(j−ℓ)(γ/2−α)‖b‖Hβ(T3)‖c‖Hγ/2−α−β(T3).



Properties of the limit quadratic form Q 131

Using the assumption that α < γ/2, the result follows by Young’s inequality.
Note that the replacement of, say,

∑

k∈Z3

|â(k)|2|k|2α by ‖a‖2
Hα(T3)

is valid up to multiplication by a constant depending on (aj)1≤j≤3. Cases 2 and 3
are obtained symmetrically: in Case 2, one exchanges the roles of a and b, and in
Case 3 the roles of a and c. That yields the conditions β < γ/2 and γ/2−α−β <
γ/2, respectively. The proof of Lemma 6.2 is complete.

Now we can finish the proof of the second statement of Proposition 6.2. We
can write the quantity

|(Q(uosc, vosc)
∣∣wosc)

H
1
2 (T3)

|

is less than or equal to

C
∑

n∈Z3

∑

k∈K(n)

(
|ûosc(k)| |n− k| |v̂osc(n− k)|

+ |v̂osc(k)| |n− k| |ûosc(n− k)|
)
|n| |ŵosc(n)|,

so let us give an estimate of the type (6.3.3) on the set K(n), defined as

K(n)
def
=

⋃

σ∈{+,−}3
Kσn .

If one defines

α
def
= k3|m̃||ñ|, β

def
= m3|ñ||k̃| and γ

def
= n3|k̃||m̃|,

with k +m = n, then

∏
σ∈{+,−}3

(
σ1

k̃3

|k̃|
+ σ2

ñ3 − k̃3

|ñ− k̃|
− σ3

ñ3

|ñ|

)

= −
(

(α2 + β2 − γ2)2 − 4α2β2

a4
3|k̃|4 |m̃|4 |ñ|4

)2

.

To simplify this expression let us choose the ai’s to be equal to one; their exact
value is of no importance in the calculation. Then an easy computation shows
that the set K(n) is made of the integers k ∈ Z3 such that

(k2
3|k − n|2|n|2 + (n3 − k3)

2|k|2|n|2 − n2
3|k − n|2|k|2)2

= 4k2
3(n3 − k3)

2|k|2|n− k|2|n|4.
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That expression can be seen as a polynomial of degree 8 in k3, where the coeffi-
cient of k8

3 does not vanish. It follows that if n and (k1, k2) are fixed, there are
at most eight roots to that polynomial in k3. So we can write

cardKj(n) ≤ 2j+1
∑

2j≤|k|<2j+1

k∈K(n)

|k|−1

≤ 2j+1


1 + 8

∑

0<|kh|<2j+1

|kh|−1


 .

Finally, assumption (6.3.3) holds with γ = 2. Now it remains to apply Lemma 6.2

twice: once with α = 1
2
, β = 0 and â(k) = ûosc(k), b̂(n− k) = |n− k| v̂osc(n− k)

and ĉ(n) = |n| ŵosc(n) and once with the same values of α and β and
exchanging uosc and vosc. The result follows directly:

|(Qosc(uosc, vosc)
∣∣wosc)

H
1
2 (T3)

| ≤ C(‖uosc‖
H

1
2 (T3)

‖∇vosc‖L2(T3)

+ ‖vosc‖
H

1
2 (T3)

‖∇uosc‖L2(T3))‖∇wosc‖
H

1
2 (T3)

,

and Proposition 6.2 is proved.
Finally we have shown that the limit system (NSCL) splits into two parts: in

the following, we will say that u = u+uosc satisfies the limit system (NS2D−Sosc)
associated with data u0 + u0,osc and forcing term f + fosc if it satisfies the
two-dimensional Navier–Stokes equation

(NS2D)

{
∂tu− ν∆hu+Ph(u

h · ∇hu) = f

u|t=0 = u0,

where Ph denotes the two-dimensional Leray projector onto two-dimensional
divergence-free vector fields, coupled with the system

(Sosc)

{
∂tuosc − ν∆uosc −Q(2u+ uosc, uosc) = fosc

uosc|t=0 = u0,osc.

Of course here u0 and f are two-dimensional divergence-free vector fields,
and u0,osc and fosc have zero vertical average and are divergence-free.

6.4 Global existence and stability for the limit system

The aim of this section is to study the global well-posedness and the stability of
the limit system (NS2D − Sosc) derived in Section 6.3. In the rest of this part,
to simplify notation we will note (for d = 2 or 3)

E 1
2
(Td)

def
= C0

b (R
+;H

1
2 (Td)) ∩ L2(R+;H

3
2 (Td))



Global existence and stability for the limit system 133

and

‖b‖ 1
2

def
=
(
‖b‖2

L∞(R+;H
1
2 (Td))

+ ν‖b‖2

L2(R+;H
3
2 (Td))

) 1
2

.

Let us prove the following results.

Proposition 6.3 (Global well-posedness) Let u0 and u0,osc be two diver-

gence-free vector fields, respectively, in H
1
2 (T2) and in H

1
2 (T3) such

that u0,osc(xh, ·) is mean-free on T1, and define u0 = u0 +u0,osc. Let us consider

also an external force f = f + fosc, where f is in L2(R+;H−
1
2 (T2)) and fosc

in L2(R+;H−
1
2 (T3)) and mean-free on T1

x3 . Then there exists a unique global
solution u to the system (NS2D− Sosc), and

u = u+ uosc with u ∈ E 1
2
(T2) and uosc ∈ E 1

2
(T3).

Moreover, the solution u goes to zero as time goes to infinity:

lim
t→+∞

‖u(t, ·)‖
H

1
2
= 0. (6.4.1)

Proposition 6.4 (Stability) The application

(u0, f) ∈ E �→ u ∈
(
E 1

2
(T2) + E 1

2
(T3)

)
,

where

E def=
(
H

1
2 (T2) +H

1
2 (T3)

)
×
(
L2(R+;H−1(T2)) + L2(R+;H−

1
2 (T3))

)

mapping the initial data u0 = u0 + u0,osc and external force f = f + fosc to the
solution u = u + uosc of (NS2D − Sosc) given in Proposition 6.3 is Lipschitz on
bounded subsets of E.
Proof of Proposition 6.3 The fact that there is a unique global solution u
to (NS2D) in the space E 1

2
is nothing but Theorem 3.7, page 80.

Now let us consider the system (Sosc); it has a priori the structure of the three-
dimensional Navier–Stokes equations, so it is much less obvious that it can be
solved uniquely, globally in time. The key to the proof of that result is that
the three-dimensional interactions in Q(uosc, uosc) are sufficiently few to enable
one to write two-dimensional-type estimates, and hence to conclude. That was
studied extensively in the previous section, so we shall be referring here to
Proposition 6.2.

Let us start by noticing that due to the skew-symmetry of Q shown in (6.3.1)
(with s = 0), we have as for Leray solutions of the three-dimensional Navier–
Stokes equations the energy estimate

‖uosc(t)‖2
L2(T3) + ν

∫ t

0

‖uosc(t
′)‖2
H1(T3) dt

′

≤ ‖u0,osc‖2
L2(T3) +

C

ν

∫ t

0

‖fosc(t
′)‖2
H−1(T3) dt

′. (6.4.2)
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Moreover due to (6.3.1), one can apply standard arguments of the theory of
three-dimensional Navier–Stokes equations to solve (Sosc) locally in time (see
Theorem 3.5); one obtains a unique solution

uosc ∈ C0([0, T ];H
1
2 (T3)) ∩ L2([0, T ];H

3
2 (T3)),

for some time T > 0. Furthermore, if that time is not infinite, then according to
Corollary 3.10, page 79, there is a unique maximal time T ∗ ∈ ]0,+∞[ with

lim
T→T∗

T<T∗

‖uosc‖
L2([0,T ];H

3
2 (T3))

= +∞. (6.4.3)

In order to prove the proposition, one therefore just has to check that the
norm of uosc in L2([0, T ];H

3
2 (T3)) can be bounded uniformly in T , which will

automatically extend the solution globally in time, due to (6.4.3). In order to
do so, we are going to write an energy estimate on the system (Sosc) in the

space H
1
2 (T3). The computations will be very similar to the two-dimensional

case treated above. We have

1

2

d

dt
‖uosc(t)‖2

H
1
2 (T3)

+ ν‖uosc(t)‖2

H
3
2 (T3)

= (fosc|uosc)
H

1
2 (T3)

+ 2 (Q(u, uosc)|uosc)
H

1
2 (T3)

+ (Q(uosc, uosc)|uosc)
H

1
2 (T3)

. (6.4.4)

We then get from Proposition 6.2 the following estimate:

1

2

d

dt
‖uosc(t)‖2

H
1
2 (T3)

+ ν‖uosc(t)‖2

H
3
2 (T3)

≤ ‖fosc(t)‖
H− 1

2 (T3)
‖uosc(t)‖

H
3
2 (T3)

+ C ‖uosc(t)‖
H

1
2 (T3)

‖uosc(t)‖H1(T3)‖uosc(t)‖
H

3
2 (T3)

,

where the term containing u has disappeared due to (6.3.1). We infer that

d

dt
‖uosc(t)‖2

H
1
2 (T3)

+ ν‖uosc(t)‖2

H
3
2 (T3)

≤ C

ν

(
‖uosc(t)‖2

H
1
2 (T3)

‖uosc(t)‖2
H1(T3) + ‖fosc(t)‖2

H− 1
2 (T3)

)
.

Then (6.4.2), associated with a Gronwall estimate, yields finally

‖uosc(t)‖2

H
1
2 (T3)

+ ν

∫ t

0

‖uosc(s)‖2

H
3
2 (T3)

ds

≤
(
‖u0,osc‖2

H
1
2 (T3)

+
C

ν

∫ t

0

‖fosc(s)‖2

H− 1
2 (T3)

ds

)

× exp

(
C

ν2

(
‖u0,osc‖2

L2(T3) +
C

ν
‖fosc‖2

L2(R+;H−1(T3))

))
,
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and the global existence is proved. Now to end the proof of Proposition 6.3,
we just need to prove the asymptotic result (6.4.1). That result is quite
straightforward: we just need to recall that the solution u is in the energy space

L∞(R+;L2(T3)) ∩ L2(R+;H1(T3)),

so in particular u is in L4(R+;H
1
2 (T3)) and there is a time T0 such

that ‖u(T0, ·)‖
H

1
2

≤ cν, where cν is the smallness constant of Theorem 3.5,

page 73. So for a large enough time we are in the small-data situation and (6.4.1)
follows from Theorem 3.5.

The proof of Proposition 6.3 is now complete.

Proof of Proposition 6.4 This proposition follows directly from the following
lemma.

Lemma 6.3 Let u1 and u2 be two solutions of (NS2D − Sosc), associated
with data u0,1 and u0,2 and forcing terms f1 and f2, respectively, satisfying

the assumptions of Proposition 6.3. Then w
def
= u1 − u2 satisfies the following

estimates, with g
def
= f1 − f2:

‖w(t)‖2
1
2
≤
(
‖w0‖2

H
1
2 (T2)

+
C

ν

∫ t

0

‖g(t′)‖2

H− 1
2 (T3)

dt′
)
G1, (6.4.5)

‖wosc(t)‖2
1
2
≤
(
‖w0,osc‖2

H
1
2 (T3)

+ ‖w0‖2
L2(T2)

+
C

ν

∫ t

0

‖gosc(t
′)‖2

H− 1
2 (T3)

dt′
)
H1 (6.4.6)

where G1 is a function of ‖u0,i‖L2(T2) and ‖f i‖L2(R+;H−1(T2)) for i equal to 1

or 2, and H1 is a function of ‖u0,i‖L2(T2) and ‖f i‖L2(R+;H−1(T2)) as well as
of ‖uosc,i‖

H
1
2 (T3)

and ‖fosc,i‖
L2(R+;H− 1

2 (T3))
for i ∈ {1, 2}.

Proof We shall start with the estimates on w. As u1 and u2 satisfy the two-
dimensional Navier–Stokes equations in T2, we can apply the stability inequality
of Theorem 3.2, page 56, to find that

‖w(t)‖2
L2(T2) + ν

∫ t

0

‖∇hw(s)‖2
L2(T2) ds

≤
(
‖w0‖2

L2(T2) +
1

ν

∫ t

0

‖g(t′)‖2
H−1(T2) dt

′
)
G1,

where G1
def
= exp

(
CE2(t)

ν4

)
, and E(t) denotes

min

{
‖u0,1‖2

L2 +
1

ν

∫ t

0

‖f1(t
′)‖2
H−1 dt′ , ‖u0,2‖2

L2 +
1

ν

∫ t

0

‖f2(t
′)‖2
H−1 dt′

}
.

The result for the L2 norm is proved.
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Now let us prove the H
1
2 estimate (6.4.5). Since w satisfies the equation

∂tw − ν∆hw +P(w · ∇hw) = −P(wh · ∇hu2 + u2 · ∇hwh) + g, (6.4.7)

we can apply Theorem 3.7, page 80, to w considering as external force

f = −P(wh · ∇hu2 + u2 · ∇hwh) + g.

We have therefore, by Theorem 3.7,

‖w(t)‖2

H
1
2
+ ν

∫ t

0

‖∇w(t′)‖2

H
1
2
dt′ ≤ exp

(
C

ν

∫ t

0

‖∇w(t′)‖2
L2dt′

)

×
(
‖w0‖2

H
1
2
+
C

ν

∫ t

0

‖f(t′)‖2

H− 1
2
exp

(
−C

ν

∫ t

t′
‖∇w(t′′)‖2

L2dt′′
)
dt′
)
,

and we need to control f in H−
1
2 (T2). By definition g is an element of H−

1
2 (T2)

so let us now study wh · ∇hu2 + u2 · ∇hwh. On the one hand, we can write, by
the dual Sobolev embeddings of Corollary 1.1, page 25,

‖wh · ∇hu2‖
H− 1

2
≤ C‖wh · ∇hu2‖

L
4
3

so a Hölder estimate yields, using the embedding of L4(T2) into H
1
2 (T2),

‖wh · ∇hu2‖
H− 1

2
≤ C‖w‖

H
1
2
‖∇hu2‖L2 .

It follows that
∫ t

0

‖wh(t′) · ∇hu2(t
′)‖2

H− 1
2
exp

(
−C

ν

∫ t

t′
‖∇w(t′′)‖2

L2dt′′
)
dt′

≤ C

∫ t

0

‖w(t′)‖2

H
1
2
‖∇hu2(t

′)‖2
L2 exp

(
−C

ν

∫ t

t′
‖∇w(t′′)‖2

L2dt′′
)
dt′.

On the other hand we have, by the same arguments,

‖u2 · ∇hwh‖
H− 1

2
≤ C‖∇hwh‖L2‖u2‖

H
1
2
,

so an interpolation inequality yields

‖u2 · ∇hwh‖
H− 1

2
≤ C‖wh‖

1
2

H
1
2
‖∇hwh‖

1
2

H
1
2
‖u2‖

H
1
2
.

Now we notice that for any function F ,

exp

(
C

ν

∫ t

0

‖∇w(t′)‖2
L2 dt′

)∫ t

0

F (t′) exp

(
−C

ν

∫ t

t′
‖∇w(t′′)‖2

L2 dt′′
)
dt′

≤
∫ t

0

F (t′) exp

(
C

ν

∫ t′

0

‖∇w(t′′)‖2
L2 dt′′

)
dt′,
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and we have that the quantity

W0(t)
def
=

∫ t

0

‖u2(t
′) · ∇hwh(t′)‖

H− 1
2
exp

(
C

ν

∫ t′

0

‖∇w(t′′)‖2
L2 dt′′

)
dt′

is less than and equal to

C

∫ t

0

‖wh(t′)‖
H

1
2
‖∇hwh(t′)‖

H
1
2
‖u2(t

′)‖2

H
1
2

× exp

(
C

ν

∫ t′

0

‖∇w(t′′)‖2
L2dt′′

)
dt′.

We infer that

W0(t) ≤
ν

2

∫ t

0

‖∇hwh(t′)‖2

H
1
2
dt′

+
C

ν

∫ t

0

‖wh(t′)‖2

H
1
2
‖u2(t

′)‖4

H
1
2
exp

(
2C

ν

∫ t′

0

‖∇w(t′′)‖2
L2dt′′

)
dt′,

and finally putting all the estimates together we have obtained that

‖w(t)‖2

H
1
2
+
ν

2

∫ t

0

‖∇w(t′)‖2

H
1
2
dt′

≤




3∑

j=1

Wj(t)


 exp

(
C

ν

∫ t

0

‖∇w(t′)‖2
L2 dt′

)

with

W1(t)
def
= ‖w0‖2

H
1
2
+

∫ t

0

‖g(t′)‖2

H− 1
2
dt′

W2(t)
def
= C

∫ t

0

‖w(t′)‖2

H
1
2
‖∇hu2(t

′)‖2
L2dt′

W3(t)
def
=

C

ν

∫ t

0

‖wh(t′)‖2

H
1
2
‖u2(t

′)‖4

H
1
2
dt′.

Then a Gronwall lemma, associated with the energy estimate satisfied by u2,
yields the expected result.

Finally we are left with the proof of estimate (6.4.6). The function wosc

satisfies the following equation:

∂twosc − ν∆wosc −Q(wosc + 2w, u1,osc)−Q(u2,osc + 2u2, wosc) = gosc

recalling that

gosc
def
= fosc,1 − fosc,2.
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An energy estimate in H
1
2 yields

1

2

d

dt
‖wosc‖2

H
1
2 (T3)

+ ν‖∇wosc‖2

H
1
2 (T3)

≤
∣∣∣(Q(wosc, u1,osc + u2,osc)|wosc)

H
1
2 (T3)

∣∣∣+
∣∣∣(gosc|wosc)

H
1
2 (T3)

∣∣∣

2
∣∣∣(Q(w, u1,osc)|wosc)

H
1
2 (T3)

∣∣∣ + 2
∣∣∣(Q(u2, wosc)|wosc)

H
1
2 (T3)

∣∣∣. (6.4.8)

The last term on the right-hand side is zero due to (6.3.1), so let us estimate the
others. For the first one, we use (6.3.2) which yields that the quantity

Q1
def
=
∣∣∣(Q(woscu1,osc + u2,osc)|wosc)

H
1
2 (T3)

∣∣∣

is less than or equal to

C‖wosc‖
H

1
2 (T3)

(
‖u1,osc‖H1(T3) + ‖u2,osc‖H1(T3)

)
‖∇wosc‖

H
1
2 (T3)

+ C‖wosc‖H1(T3)‖∇wosc‖
H

1
2 (T3)

(
‖u1,osc‖

H
1
2 (T3)

+ ‖u2,osc‖
H

1
2 (T3)

)
.

This gives

Q1 ≤ ν

4
‖∇wosc‖2

H
1
2 (T3)

+
C

ν
‖wosc‖2

H
1
2 (T3)

(
‖u1,osc‖2

H1(T3) + ‖u2,osc‖2
H1(T3)

)

+
C

ν3
‖wosc‖2

H
1
2 (T3)

(
‖u1,osc‖4

H
1
2 (T3)

+ ‖u2,osc‖4

H
1
2 (T3)

)
. (6.4.9)

Now let us estimate (Q(w, u1,osc)|wosc)
H

1
2 (T3)

. We have

∣∣∣(Q(w, u1,osc)|wosc)
H

1
2 (T3)

∣∣∣ ≤ A1 +A2

with

A1
def
=
∣∣∣(w · ∇u1,osc|wosc)

H
1
2 (T3)

∣∣∣,

A2
def
=
∣∣∣(u1,osc · ∇w|wosc)

H
1
2 (T3)

∣∣∣. (6.4.10)

The term A1 is estimated as follows.

A1 ≤
∫

T1

‖w‖L4(T2)‖∇u1,osc(·, x3)‖L2(T2)‖∇wosc(·, x3)‖L4(T2) dx3

≤ ‖w‖L4(T2)‖∇u1,osc‖L2(T3)‖∇wosc‖L2(T1;L4(T2))

by a Cauchy–Schwartz inequality in the third variable. Now we claim that for
any function h,

‖h‖L2(T1;L4(T2)) ≤ C‖h‖
H

1
2 (T3)

.
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Indeed Sobolev embeddings yield

‖h‖2
L2(T1;L4(T2)) ≤ C

∫

T1

‖h(·, x3)‖2

H
1
2 (T2)

dx3.

But ∫

T1

‖h(·, x3)‖2

H
1
2 (T2)

dx3 =

∫

T1

∑

nh∈Z2

(1 + |nh|2) 1
2 |Fh(nh, x3)|2 dx3

= (2π)−1
∑

n∈Z3

(1 + |nh|2) 1
2 |ĥ(n)|2

≤ (2π)−1‖h‖2

H
1
2 (T3)

so the claim follows, and we obtain

A1 ≤ C‖w‖
H

1
2 (T2)

‖∇u1,osc‖L2(T3)‖∇wosc‖
H

1
2 (T3)

. (6.4.11)

The estimate of (A2) is along the same lines. We have indeed

A2 ≤
∫

T1

‖u1,osc(·, x3)‖L4(T2)‖∇hw‖L2(T2)‖∇wosc(·, x3)‖L4(T2) dx3.

So as above, we claim

A2 ≤ C‖∇hw‖L2(T2)‖∇wosc‖
H

1
2 (T3)

‖u1,osc‖
H

1
2 (T3)

. (6.4.12)

Plugging (6.4.11) and (6.4.12) into (6.4.10) yields
∣∣∣(Q(w, u1,osc)|wosc)

H
1
2 (T3)

∣∣∣ ≤ ν

4
‖∇wosc‖2

H
1
2 (T3)

+
C

ν
‖w‖2

H
1
2 (T2)

‖∇u1,osc‖2
L2(T3)

+
C

ν
‖∇hw‖2

L2(T2)‖u1,osc‖2

H
1
2 (T3)

. (6.4.13)

Going back to estimate (6.4.8), and putting (6.4.9) and (6.4.13) together we get

d

dt
‖wosc‖2

H
1
2 (T3)

+ ν‖∇wosc‖2

H
1
2 (T3)

≤
3∑

j=1

Wj

with

W1
def
=

C

ν

(
‖w‖2

H
1
2 (T2)

‖∇u1,osc‖2
L2(T3) + ‖gosc‖2

H− 1
2

)

W2
def
=

C

ν

(
‖∇hw‖2

L2(T2)‖u1,osc‖2

H
1
2 (T3)

+‖wosc‖2

H
1
2 (T3)

(
‖u1,osc‖2

H1(T3) + ‖u2,osc‖2
H1(T3)

))
and

W3
def
=

C

ν3
‖wosc‖2

H
1
2 (T3)

(
‖u1,osc‖4

H
1
2 (T3)

+ ‖u2,osc‖4

H
1
2 (T3)

)
.
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The result follows by integration in time and a Gronwall lemma, using the estim-
ates proved previously on u1,osc, u2,osc and w. Lemma 6.3 is proved, and the
stability result of Proposition 6.4 follows directly.

6.5 Construction of an approximate solution

In this section we shall prove Lemma 6.1 using the results of the previous para-
graphs. The goal of this section is therefore to construct an approximation of uε,
called uε,ηapp, which exists globally in time. In fact we will do more, as in the
construction of uε,ηapp we will also show that uε,ηapp is a (strong) approximation of
the limit solution u built in the previous section. That will enable us to infer the
following theorem, which is a more precise version of the weak convergence
Theorem 6.3.

Theorem 6.4 Let u0 be in H
1
2 and let u be the unique, global solution con-

structed in Proposition 6.3 (with f = 0). For any positive real number η, a
family (uε,ηapp)ε>0 exists such that

lim
η→0

lim sup
ε→0

∥∥∥∥u
ε,η
app − L

(
t

ε

)
u

∥∥∥∥
1
2

= 0.

Moreover, the family (uε,ηapp) satisfies




∂tu

ε,η
app − ν∆uε,ηapp +P(uε,ηapp · ∇uε,ηapp) +

1

ε
P(e3 ∧ uε,ηapp) = Rε,η

lim
η→0

lim sup
ε→0

‖uε,ηapp|t=0
− u0‖

H
1
2
= 0,

(6.5.1)

with limη→0 lim supε→0 ‖Rε,η‖L2(R+;H− 1
2 )

= 0.

Remark Theorem 6.4 clearly proves Lemma 6.1, page 120, simply by a
triangular inequality since

‖uε,ηapp‖ 1
2
≤
∥∥∥∥u
ε,η
app − L

(
t

ε

)
u

∥∥∥∥
1
2

+

∥∥∥∥L
(
t

ε

)
u

∥∥∥∥
1
2

≤ C < +∞.

Proof of Theorem 6.4 Let η be an arbitrary positive number. We define,
for any positive integer N ,

uN = PNu
def
= F−1

(
1|n|≤N û(n)

)
,

and obviously there is Nη > 0 such that
∥∥∥∥L
(
t

ε

)
(uNη − u)

∥∥∥∥
1
2

≤ ρε,η,

where ρε,η denotes from now on any non-negative quantity such that

lim
η→0

lim sup
ε→0

ρε,η = 0.
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We will also denote generically by Rε,η any vector field satisfying

‖Rε,η‖
L2(R+;H− 1

2 )
= ρε,η.

From now on we can concentrate on uNη , and our goal is to approxim-
ate L(t/ε)uNη in such a way as to satisfy system (6.5.1). So let us write

uε,ηapp = L
(
t

ε

)
uNη

+ εuε,η1

where uε,η1 is a smooth, divergence-free vector field to be determined. To simplify
we also define the notation

uε,η0
def
= L

(
t

ε

)
uNη ,

as well as the operator

Lενw
def
= ∂tw − ν∆w +

1

ε
e3 ∧ w.

Then we have

Lενu
ε,η
app + uε,ηapp · ∇uε,ηapp = Lενu

ε,η
0 + εLενu

ε,η
1 + uε,ηapp · ∇uε,ηapp, (6.5.2)

and the only point left to prove is that there is a smooth, divergence-free vector
field uε,η1 such that the right-hand side of (6.5.2) is a remainder term.

We notice that by definition of uε,η0 ,

PLενu
ε,η
0 = P(∂tu

ε,η
0 − ν∆uε,η0 +

1

ε
e3 ∧ uε,η0 )

= L
(
t

ε

)
(∂tuNη − ν∆uNη ) +

1

ε
∂τL

(
t

ε

)
uNη +

1

ε
P

(
e3 ∧ L

(
t

ε

)
uNη

)

= L
(
t

ε

)
PNηQ(u, u),

since by definition of L, ∂τL(t/ε)uNη + P
(
e3 ∧ L(t/ε)uNη

)
= 0. But it is easy

to prove that

∥∥∥∥L
(
t

ε

)
PNηQ(u, u)− L

(
t

ε

)
Q(uNη , uNη )

∥∥∥∥
L2(R+;H− 1

2 (T3))

≤ ρε,η. (6.5.3)

Indeed we have, on the one hand, by Lebesgue’s theorem and using the fact
that u is in E 1

2
,

‖PNηQ(u, u)−Q(u, u)‖
L2(R+;H− 1

2 )
≤ ρε,η.
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On the other hand, we can write by the usual Sobolev embeddings

‖Q(u, u)−Q(uNη , uNη )‖L2(R+;H− 1
2 )

≤ C‖u‖
L∞(R+;H

1
2 )
‖∇(uNη − u)‖

L2(R+;H
1
2 )
,

where we have used the fact that

‖uNη‖L∞(R+;H
1
2 )

≤ ‖u‖
L∞(R+;H

1
2 )
.

The result (6.5.3) therefore simply follows again from Lebesgue’s theorem. We
infer that

PLενu
ε,η
app +P(uε,ηapp · ∇uε,ηapp) = Rε,η + L

(
t

ε

)
Q(uNη , uNη )

+ εPLενu
ε,η
1 +P(uε,ηapp · ∇uε,ηapp).

Now we write, by definition of Qε,

P(uε,ηapp · ∇uε,ηapp) = −L
(
t

ε

)
Qε
(
L
(
− t

ε

)
uε,ηapp,L

(
− t

ε

)
uε,ηapp

)
,

hence since L(−t/ε)uε,η0 = uNη , we get

P(uε,ηapp · ∇uε,ηapp) = −L
(
t

ε

)
Qε(uNη , uNη ) + F ε,η,

where

F ε,η
def
= − εL

(
t

ε

)
Qε
(
uNη ,L

(
− t

ε

)
uε,η1

)
− ε2Qε

(
L
(
− t

ε

)
uε,η1 ,L

(
− t

ε

)
uε,η1

)
.

Going back to the equation on uε,ηapp we find that

PLενu
ε,η
app +P(uε,ηapp · ∇uε,ηapp) = Rε,η + L

(
t

ε

)
Q(uNη , uNη )

− L
(
t

ε

)
Qε(uNη , uNη ) + F ε,η + εPLενu

ε,η
1 .

Let us postpone for a while the proof of the following lemma.

Lemma 6.4 Let η > 0 be given. There is a family of divergence-free vector
fields uε,η1 , bounded in (L∞ ∩ L1)(R+;Hs(T3)) for all s ≥ 0, such that

L
(
t

ε

)
(Qε −Q)(uNη , uNη ) = εPLενu

ε,η
1 +Rε,η.
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Lemma 6.4 implies that

PLενu
ε,η
app +P(uε,ηapp · ∇uε,ηapp) = Rε,η + F εN

and the only point left to check is that F ε,η is a remainder term. But that is obvi-
ous due to the smoothness of uε,η1 which implies that F ε,η isO(ε) in L2(R+;H−

1
2 )

for instance, for all η. So the theorem is proved, up to the proof of Lemma 6.4.

Proof of Lemma 6.4 We start by noticing that by definition,

(Qε −Q)(uNη , uNη ) = −F−1
∑

k/∈Kσ
n

σ∈{+,−}3

e−i
t
εω

σ
n(k)1|k|≤Nη

1|n−k|≤Nη
[uσ1(k) · (n− k)]

× [uσ2(n− k) · eσ3(n)]eσ3(n),

recalling that

ωσn(k) = σ1
k̃3

|k̃|
+ σ2

ñ3 − k̃3

|ñ− k̃|
− σ3

ñ3

|ñ|
and that k /∈ Kσn means that ωσn(k) is not zero, so (Qε − Q)(uNη , uNη ) is an
oscillating term in time. Moreover the frequency truncation implies that |ωσn(k)|
is bounded from below, by a constant depending on η. That enables us to define

ũε,η1
def
= F−1

∑

k/∈Kσ
n

σ∈{+,−}3

e−i
t
εω

σ
n(k)

iωσn(k)
1|k|≤Nη

1|n−k|≤Nη
[uσ1(k)·(n− k)]

× [uσ2(n− k)·eσ3(n)]eσ3(n),

and uε,η1
def
= L

(
t

ε

)
ũε,η1 . Then

ε∂tũ
ε,η
1 = (Q−Qε)(uNη

, uNη
) + εRε,tη ,

where Rε,tη is the inverse Fourier transform of

2
∑

k/∈Kσ
n

σ∈{+,−}3

e−i
t
εω

σ
n(k)

iωσn(k)
1|k|≤Nη

1|n−k|≤Nη
[∂tu

σ1(k)·(n− k)][uσ2(n− k)·eσ3(n)]eσ3(n).

Notice that εũε,η1 is defined as the primitive in time of the oscillating
term Qε −Q, and it is precisely the time oscillations that imply that ũε,η1 is
uniformly bounded in ε.

We therefore have

ε∂tu
ε,η
1 = εL

(
t

ε

)
∂tũ

ε,η
1 + ∂τL

(
t

ε

)
ũε,η1

= L
(
t

ε

)
(Q−Qε)(uNη , uNη ) + εL

(
t

ε

)
Rε,tη −P

(
L
(
t

ε

)
ũε,η1 ∧ e3

)
,



144 The periodic case

recalling that ∂τL+PRπ
2
L = 0 where Rπ

2
is the rotation by angle π/2. Finally

we have

ε∂tu
ε,η
1 +P

(
uε,η1 ∧ e3

)
= L

(
t

ε

)
(Q−Qε)(uNη , uNη ) + εL

(
t

ε

)
Rε,tη .

Since uε,η1 is arbitrarily smooth (for a fixed η) and so is Rε,tη , we find finally that

εPLενu
ε,η
1 = Rε,η + L

(
t

ε

)
(Q−Qε)(uNη , uNη ),

and Lemma 6.4 is proved.

6.6 Study of the limit system with anisotropic viscosity

In Chapter 7, we shall be dealing with a fluid evolving between two fixed hori-
zontal plates at x3 = 0 and x3 = 1, with Dirichlet boundary conditions on the
plates, and periodic horizontal boundary conditions. In that case we will see that
the limit system is quite similar to the purely periodic case, apart from the fact
that there is no vertical viscosity. There is also an additional, positive operator E .
In other words the limit system in that case is

(NSEν,E)





∂tu− ν∆h u+ Eu+Q(u, u) = 0

div u = 0

u|t=0 = u0.

The well-posedness result will be useful in the next chapter. Before stating and
proving that result, we need some additional notation. We define

H0,1def=
{
f ∈ L2(Ω), ∂3f ∈ L2(Ω)

}

and

‖f‖2
H0,1 = ‖f‖2

L2 + ‖∂3f‖2
L2 .

Moreover we denote by H0 the space of divergence-free vector fields with a
vanishing horizontal mean.

Finally we shall need the notion of admissible classes of periodic boxes.

Definition 6.2 We say that T3 satisfies condition (A) if one of the
following conditions is satisfied:

• the following implication holds:

(R) k ∈ Kσn ⇒ k3n3 = 0;

• condition (R) does not hold and ai/aj ∈ Q for all (i, j) ∈ {1, 2, 3}2;

• condition (R) does not hold and there are i �= j, i �= k, j �= k such
that a2

i /a
2
j ∈ Q and a2

j/a
2
k is not algebraic of degree 4.
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Remark It can be proved that almost all periodic boxes satisfy condition (R)
(see [47], [48]). Condition (A) is introduced because it is under that assumption
that we will be able to prove that the horizontal mean of the solution of the limit
system is preserved; a vanishing horizontal mean will be needed to construct the
boundary layers in Section 7.4 page 176.

Proposition 6.5 (Global well-posedness) Let u0 be in H∩H0,1, and sup-
pose that the operator E is continuous and non-negative on H ∩ H0,1. There
is a unique solution u in C0(R+,H ∩ H0,1) to (NSEν,E) such that ∇hu is
in L2

loc(R
+;H0,1). Moreover, defining

u = u+ ũ with ∂3u = 0 and

∫ 1

0

ũ dx3 = 0,

we have the following estimates:

‖u(t)‖2
L2(T2) + 2

∫ t

0

‖∇hu(t′)‖2
L2(T2) dt

′ ≤ ‖u0‖2
L2(T2), (6.6.1)

and

‖ũ(t)‖2
H0,1 +

∫ t

0

‖∇hũ(t′)‖2
H0,1 dt′

≤ ‖ũ0‖2
H0,1 × exp

(
Cνt

1
2 ‖ũ0‖L2(1 + t

1
2 ‖ũ0‖L2)

)
.

Finally we have Q(u, u) ∈ L2
loc(R

+, H−1,0), and if T3 satisfies condition
(A) then

∀t ≥ 0,

∫

T2

Q(u, u)(t, xh, x3) dxh = 0. (6.6.2)

In particular the horizontal mean of the solution is preserved.

Remark Note that the global well-posedness result is no a priori trivial fact,
as the structure of that system is that of the three-dimensional Navier–Stokes
equations, supplemented with vanishing viscosity in the vertical variable. Simil-
arly to the above, the reason why global well-posedness holds relies on the very
special structure of the non-linear term Q.

Proof of Proposition 6.5 Let us start by proving the uniqueness of the solu-
tions. Suppose u and v are two solutions associated to the same initial data u0,
and define w = u− v. Then

∂tw − ν∆hw + Ew = Q(w,w) +Q(u,w) +Q(w, u)

and an energy estimate in L2 implies that

‖w(t)‖2
L2 + 2ν

∫ t

0

‖∇hw(t′)‖2
L2 dt′

≤ ‖w0‖2
L2 +

∫ t

0

|((Q(w,w)|w)L2 + (Q(w, u)|w)L2 + (Q(u,w)|w)L2) (t′)| dt′
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and the symmetry properties of Q enable us to write that

‖w(t)‖2
L2 + 2ν

∫ t

0

‖∇hw(t′)‖2
L2 dt′ ≤ ‖w0‖2

L2 + 2

∫ t

0

|(Q(w,w)|u)L2 | dt′.

In order to estimate the last term, it is enough to prove the following lemma.

Lemma 6.5 Let δ be a divergence-free vector field vanishing on the boundary.
Then for any vector field b,

∫ T

0

(δ(t) · ∇δ(t)|b(t))L2 dt ≤
∫ T

0

‖δ(t)‖L2‖∇hδ(t)‖L2

×
(
‖∇hb(t)‖H0,1 + ‖∂3b(t)‖L2‖∂3∇hb(t)‖L2

)
dt.

Proof The divergence-free condition implies that

∫ t

0

(δ(t′) · ∇δ(t′)|b(t′))L2 dt′ =

∫ t

0

(δ(t′)⊗ δ(t′)|∇b(t′))L2 dt′

= Ah +Av,

where

Ah =
∑

k∈{1,2}
j∈{1,2,3}

∫ t

0

δk(t′)δj(t′)∂kb
j(t′) dt′.

Let us start by estimating Ah. We have

|Ah| ≤
∑

k∈{1,2}
j∈{1,2,3}

∫ t

0

∫ 1

0

‖δk(t′, ·, x3)‖L4
h
‖δj(t′, ·, x3)‖L4

h
‖∂kbj(t′, ·, x3)‖L2

h
dx3dt

′

≤
∫ t

0

∫ 1

0

‖δ(t′, ·, x3)‖L2
h
‖∇hδ(t′, ·, x3)‖L2

h
dx3‖∂kbj(t′)‖L∞([0,1];L2

h) dt
′

by the Gagliardo–Nirenberg inequality. The result follows from the continuous
embedding of H1([0, 1]) into L∞([0, 1]).

Now let us estimate Av. We have

|Av| ≤
∫ t

0

∫ 1

0

‖δ3(t′, ·, x3)‖L2
h
‖δ(t′, ·, x3)‖L4

h
‖∂3b(t

′, ·, x3)‖L4
h
dx3dt

′

≤
∫ t

0

∫ 1

0

‖δ3(t′, ·, x3)‖L2
h
‖δ(t′, ·, x3)‖

1
2

L2
h
‖∇hδ(t′, ·, x3)‖

1
2

L2
h

× ‖∂3b(t
′, ·, x3)‖

1
2

L2
h
‖∂3∇hb(t′, ·, x3)‖

1
2

L2
h
dx3dt

′.
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But

‖δ3(·, x3)‖2
L2
h
=

∫ x3

0

d

dy3
‖δ3(·, y3)‖2

L2
h
dy3

= 2

∫ x3

0

∫

T2

∂3δ
3(xh, y3)δ

3(xh, y3) dxhdy3

≤ 2

∫ x3

0

‖∇hδ(·, y3)‖L2
h
‖δ(·, y3)‖L2

h
dy3,

where we have used the divergence-free condition on δ. Finally

|Av| ≤ C

∫ t

0

‖∇hδ(t′)‖L2‖δ(t′)‖L2‖∂3b(t
′)‖

1
2

L2‖∂3∇hb(t′)‖
1
2

L2 dt
′,

which proves the lemma.

Remark It is easy to adapt the proof (and the result) of Lemma 6.5 to the
quadratic form Q; it is enough to use the fact that L is unitary together with
the definition of Q. We infer

∫ t

0

|(Q(w,w)|u)L2 | dt′ ≤ C

∫ t

0

‖w(t)‖L2‖∇hw(t′)‖L2

×
(
‖∇hu(t′)‖H0,1 + ‖∂3u(t

′)‖L2‖∂3∇hu(t′)‖L2

)
dt′.

We find that

‖w(t)‖2
L2 + 2ν

∫ t

0

‖∇hw(t)‖2
L2

≤ C

∫ t

0

‖w(t′)‖2
L2 ×

(
‖∇hu(t′)‖2

H0,1 + ‖∂3u(t
′)‖2
L2‖∂3∇hu(t′)‖2

L2

)
dt′,

and the result follows from Gronwall’s lemma and the regularity properties of u.
Now let us prove the global existence result. That result is not trivial for

several reasons. First, the system (NSEν,E) is similar to a three-dimensional
Navier–Stokes equation, for which such a result is not known. However, as
we saw in Section 6.3, the bilinear term has in fact a special structure which
makes it close to a two-dimensional equation (the product rules it satisfies are
of two-dimensional type, with the loss of only one derivative instead of 3/2).
The additional difficulty here is that the Laplacian is only two-dimensional, so
there is a priori no smoothing effect in the third direction. However using the
fact that the velocity field is divergence-free, we can recover one vertical deriv-
ative on the third component of the velocity field and we shall see that this
fact will be enough to conclude. So let us prove Proposition 6.5. We recall that,
with notation (6.2.3) and (6.2.4), the vector field u satisfies a two-dimensional
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(damped) Navier–Stokes equation so the existence of u satisfying (6.6.1) is obvi-
ous. Now let us concentrate on the vector field uosc = u− u, which satisfies the
following system:





∂tuosc − ν∆huosc + Euosc −Q(uosc, uosc + 2u) = 0

div uosc = 0

uosc|∂Ω = 0

u|t=0 = uosc,0.

In order to avoid additional notation, we shall write energy estimates on uosc

and ∂3uosc directly, and not on regularizations; we shall omit the final, now
classical step consisting of taking the limit of the sequence of regularized solutions
satisfying the energy estimate. The properties recalled in Proposition 6.2 imply
the following estimate (the operator E is non-negative on H ∩H0,1 so we shall
no longer consider it here):

‖uosc(t)‖2
L2 + 2ν

∫ t

0

‖∇huosc(t
′)‖2
L2 dt′ ≤ ‖uosc,0‖2

L2 . (6.6.3)

Now we want to write an energy estimate on ∂3uosc. We have

1

2

d

dt
‖∂3uosc(t)‖2

L2 + ν‖∇h∂3uosc(t)‖2
L2 ≤

∣∣∣ (∂3Q(uosc, uosc)|∂3uosc)L2

∣∣∣

+ 2
∣∣∣ (∂3Q(u, uosc)|∂3uosc)L2

∣∣∣. (6.6.4)

By Proposition 6.2 we have (∂3Q(u, uosc)|∂3uosc)L2 = 0, so let us estimate the
first term on the right-hand side. We cannot simply use the methods of the above
sections since we are missing the regularization effect in the third variable, so
we need to use the fact that uosc is divergence-free in order to gain that missing
derivative. The method is as follows. We define

Q(uosc, uosc) = Qh(uosc, uosc) +Qv(uosc, uosc)

where for any vector field a and b we have defined

Qh(a, b)def= lim
ε→0

L
(
− t

ε

)((
L
(
t

ε

)
a

)h
· ∇h L

(
t

ε

)
b

)
(6.6.5)

and

Qv(a, b)def= lim
ε→0

L
(
− t

ε

)((
L
(
t

ε

)
a

)3

∂3 L
(
t

ε

)
b

)
. (6.6.6)

Then we can write∣∣∣ (∂3Q(uosc, uosc)|∂3uosc)L2

∣∣∣ ≤
∣∣∣ (∂3Qh(uosc, uosc)|∂3uosc)L2

∣∣∣

+
∣∣∣ (∂3Qv(uosc, uosc)|∂3uosc)L2

∣∣∣ (6.6.7)
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and we are going to show that each of those two terms can be estimated in
the same way. In the following computations we shall use the notation of the
above sections. The computations will be quite similar to Section 6.4, apart
from the fact that one needs to take into account the anisotropy of the problem
here (since the Laplacian is anisotropic). The first term in (6.6.7), where Qh
appears, is a finite sum of terms of the form

∑

(k,n)∈Z
6

k∈K(n)

(
ûjosc(k)(kh − nh)(k3 − n3)û

j′

osc(n− k)

+ k3û
j
osc(k)(kh − nh)û

j′

osc(n− k)
)
n3û

j′′

osc(n), (6.6.8)

where j, j′ and j′′ are in {1, 2, 3}. We have denoted Kn
def
= ∪σ Kσn with nota-

tion (6.2.5). Now we are going to show that (∂3Qv(uosc, uosc)|∂3uosc)L2 can be
written in the same way. We have

(
∂3Qv(uosc, uosc)

∣∣∣∂3uosc

)
L2

= − lim
ε→0

(
∂3

((
L
(
t

ε

)
uosc

)3

∂3 L
(
t

ε

)
uosc

)∣∣∣∂3 L
(
t

ε

)
uosc

)

L2

and using the fact that L
(
t

ε

)
uosc is divergence-free, we can write on the

one hand(
∂3

(
L
(
t

ε

)
uosc

)3

∂3 L
(
t

ε

)
uosc

∣∣∣∂3 L
(
t

ε

)
uosc

)

L2

= −
(
divh

(
L
(
t

ε

)
uosc

)h
∂3 L

(
t

ε

)
uosc

∣∣∣∂3 L
(
t

ε

)
uosc

)

L2

whereas, on the other hand, an integration by parts implies that
((

L
(
t

ε

)
uosc

)3

∂2
3 L
(
t

ε

)
uosc

∣∣∣∂3 L
(
t

ε

)
uosc

)

L2

= −1

2

(
∂3

(
L
(
t

ε

)
uosc

)3

∂3 L
(
t

ε

)
uosc

∣∣∣∂3 L
(
t

ε

)
uosc

)

L2

.

So finally using once again the fact that L
(
t
ε

)
uosc is divergence-free we get

(
∂3Qv(uosc, uosc)

∣∣∣∂3uosc

)
L2

=
1

2
lim
ε→0

(
divh

(
L
(
t

ε

)
uosc

)h
∂3 L

(
t

ε

)
uosc

∣∣∣∂3 L
(
t

ε

)
uosc

)

L2

.
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So we are back to the formulation (6.6.8). The following lemma shows how to
estimate a sum of the type (6.6.8).

Lemma 6.6 There is a constant C such that the following estimate holds: for
all vector fields a, b, c of the form 7.0.5, we have

∑

(k,n)∈Z
6

k∈Kn

|â(k)̂b(n− k)ĉ(n)| ≤ C
( ∑

n∈Z3

(1 + |nh|2)
1
2 |â(n)|2

) 1
2

×
( ∑

n∈Z3

|̂b(n)|2
) 1

2
( ∑

n∈Z3

(1 + |nh|2)
1
2 |ĉ(n)|2

) 1
2

.

Remark This result is similar to Lemma 6.2, only the spaces appearing on
the right-hand side are anisotropic-type Sobolev spaces. Contrary to the case of
Lemma 6.2 and in order to avoid any additional complication, we shall not prove
that result in any more generality (with a general “resonant set” and with more
general Sobolev norms on the right-hand side).

Before proving Lemma 6.6, let us finish the proof of Proposition 6.5. We use
Lemma 6.6 twice, once with a = uosc, b = ∂3∇huosc and c = ∂3uosc, and once
with a = ∂3uosc, b = ∇huosc and c = ∂3uosc. We get

|(∂3Q(uosc, uosc)|∂3uosc)L2 |

≤
(
‖∂3uosc‖L2 + ‖ |∇h| 12 ∂3uosc‖L2

)2

‖∇huosc‖L2

+
(
‖uosc‖L2 + ‖ |∇h| 12uosc‖L2

)
‖∇h∂3uosc‖L2

×
(
‖∂3uosc‖L2 + ‖|∇h| 12 ∂3uosc‖L2

)
.

An easy computation using the interpolation inequality

‖|∇h| 12uosc(t)‖2
L2 ≤ ‖uosc(t)‖L2‖∇huosc(t)‖L2 , (6.6.9)

yields the following estimate:

|(∂3Q(uosc, uosc)|∂3uosc)L2 |

≤ ν

4
‖∇h∂3uosc‖2

L2 + ‖∂3uosc‖2
L2‖∇huosc‖L2

+
C

ν
‖∂3uosc‖2

L2(‖∇huosc‖2
L2 + ‖uosc‖2

L2) +
C

ν
‖uosc‖2

L2‖∂3|∇h|
1
2uosc‖2

L2

+
C

ν
‖∂3uosc‖2

L2‖|∇h| 12uosc‖2
L2 +

C

ν
‖∂3|∇h|

1
2uosc‖2

L2‖|∇h| 12uosc‖2
L2 .



Study of the limit system with anisotropic viscosity 151

Using (6.6.9) once again yields

|(∂3Q(uosc, uosc)|∂3uosc)L2 |

≤ ν

2
‖∇h∂3uosc‖2

L2 + ‖∂3uosc‖2
L2‖∇huosc‖L2

+
C

ν
‖∂3uosc‖2

L2

(
‖∇huosc‖2

L2 + ‖uosc‖2
L2 +

C

ν2
‖∂3uosc‖2

L2‖uosc‖2
L2

)
.

Going back to (6.6.3), we have finally

d

dt
‖∂3uosc(t)‖2

L2 + ‖∇h∂3uosc(t)‖2
L2

≤ ‖∂3uosc‖2
L2

(
‖∇huosc‖L2 +

C

ν
(‖∇huosc‖2

L2 + ‖uosc‖2
L2)

)

+
C

ν3
‖∂3uosc‖2

L2‖uosc‖2
L2 .

The result follows from the L2 energy estimate (6.6.3) on uosc thanks to the
Gronwall lemma.

To end the proof of Proposition 6.5, we still need to prove (6.6.2). This result
relies on some refined analysis of diophantine equations, and is beyond the scope
of this book. We will therefore not prove the result, but refer to [49] where the
proof can be found. Proposition 6.5 is proved.

Proof of Lemma 6.6 This is, as in the case of Proposition 6.2, due to the
special structure of the quadratic form Q. We recall to this end that if n and kh
are fixed, then there are at most eight integers k3 such that k is in the resonant
set Kn. So we can write, using the Cauchy–Schwarz inequality,

∑

(k,n)∈Z
6

k∈Kn

|â(k)̂b(n− k)ĉ(n)| ≤ C
∑

(kh,n)∈Z5

|ĉ(n)|
(
∑

k3∈Z

|â(k)|2 |̂b(n− k)|2
) 1

2

which again by a Cauchy–Schwarz inequality yields

∑

(k,n)∈Z
6

k∈Kn

|â(k)̂b(n− k)ĉ(n)| ≤ C
∑

(kh,nh)∈Z4

(
∑

n3∈Z

|ĉ(n)|2
) 1

2

×


 ∑

(k3,n3)∈Z2

|â(k)|2 |̂b(n− k)|2



1
2

.
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We deduce that
∑

(k,n)∈Z
6

k∈Kn

|â(k)̂b(n− k)ĉ(n)|

≤ C
∑

(kh,nh)∈Z4

(
∑

n3∈Z

|ĉ(n)|2
) 1

2
(
∑

k3

|â(k)|2
) 1

2
(
∑

ℓ3

|̂b(nh − kh, ℓ3)|2
) 1

2

.

Two-dimensional product rules enable us to write, for all two-dimensional vector
fields A, B and C

∑

(kh,nh)∈Z4

|Â(nh)B̂(nh − kh)Ĉ(kh)|

≤ C


 ∑

nh∈Z2

(1 + |nh|2)
1
2 |Â(nh)|2




1
2

×


 ∑

nh∈Z2

|B̂(nh)|2



1
2

 ∑

nh∈Z2

(1 + |nh|2)
1
2 |Ĉ(nh)|2




1
2

so the result follows, taking Â(nh) =
(∑

n3∈Z
|â(n)|2

) 1
2 and similarly for B

and C. Lemma 6.6 is proved.

Note that in particular Lemma 6.6 implies the following result.

Proposition 6.6 The quadratic form Q satisfies, for any divergence-free vector
field a,

‖Q(a, a)‖H−1,0 ≤ C‖a‖L2‖a‖H1,0 + ‖∂3a‖L2‖a‖
1
2

L2‖a‖
1
2

H1,0 .

In particular Q is bilinear continuous from

L∞([0, T ];H0,1)× L2([0, T ];H1,0) into L2([0, T ];H−1,0).

Proof As in (6.6.5) and (6.6.6) let us decompose

Q(a, a) = Qh(a, a) +Qv(a, a).
Let b ∈ H1,0 be given. The divergence-free condition on a implies that

(Q(a, a)|b) ≤
∑

k∈Kσ
n

|â(k)||â(n− k)||nh||̂b(n)|+
∑

k∈Kσ
n

|â(k)||â(n− k)|n3 |̂b(n)|.

Let us start with the first term. We can write

|(Qh(a, a)|b)| ≤
∑

k∈Kσ
n

|â(k)||â(n− k)||nh||̂b(n)|,
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so Lemma 6.6 implies that

|(Qh(a, a)|b)| ≤ C


∑

n∈Z3

(1 + |nh|2)
1
2 |â(n)|2




∑

n∈Z3

(1 + |nh|2)|̂b(n)|2



1
2

.

By the Gagliardo–Nirenberg inequality we get

|(Q(a, a)|b)| ≤ C‖a‖L2‖a‖H1,0‖b‖H1,0 .

For Qv we write

|(Qv(a, a)|b)| ≤
∑

k∈Kσ
n

k3|â(k)||â(n− k)||̂b(n)|

+
∑

k∈Kσ
n

|â(k)||n3 − k3|â(n− k)||̂b(n)|,

and Lemma 6.6 along with the Gagliardo–Nirenberg inequality implies that

|(Qv(a, a)|b)| ≤ C‖∂3a‖L2‖a‖
1
2

L2‖a‖
1
2

H1,0‖b‖
1
2

L2‖b‖
1
2

H1,0 ,

and Proposition 6.6 is proved.





7

Ekman boundary layers for rotating fluids

In this chapter, we investigate the problem of rapidly rotating viscous fluids
between two horizontal plates with Dirichlet boundary conditions. We present
the model with so-called “turbulent” viscosity. More precisely, we shall study the
limit when ε tends to 0 of the system

(NSCε)





∂tu
ε + div(uε ⊗ uε)− ν∆hu

ε − βε∂2
3u
ε +

e3 ∧ uε

ε
= −∇pε

div uε = 0

uε|∂Ω = 0

uε|t=0 = uε0,

where Ω = Ωh×]0, 1[: here Ωh will be the torus T2 or the whole plane R2. We
shall use, as in the previous chapters, the following notation: if u is a vector
field on Ω we state u = (uh, u3). In all that follows, we shall assume that on
the boundary ∂Ω, uε0 · n = uε,30 = 0, and that div uε0 = 0. The condition u3

0 = 0
on the boundary implies the following fact: for any vector field u ∈ H(Ω), the
function ∂3u

3 is L2(]0, 1[) with respect to the variable x3 with values in H−1(Ωh)
due to the divergence-free condition. So by integration, we get

u3(xh, 1)− u3(xh, 0) = −
∫ 1

0

divh u
h(xh, x3)dx3 = 0. (7.0.1)

So the vertical mean value of the horizontal part of the vector field is divergence-
free as a vector field on Ωh.

We proved in Chapter 2 that a weak solution uε exists such that if

Eεt (v)
def
= ‖v(t)‖2

L2 + 2ν

∫ t

0

‖∇v(t′)‖2
L2dt′ + 2βε

∫ t

0

‖∂3v(t
′)‖2
L2dt′, (7.0.2)

then we have
Eεt (u

ε) ≤ ‖u0‖2
L2 . (7.0.3)

It follows that the family (uε)ε>0 has some weak limit points, for instance in the
space L2

loc(R
+ ×Ω), and as seen in the introduction in Part I they do not depend

on the vertical variable. Let us recall the arguments. Let u be in the weak closure
of uε. Obviously, the term

∂tu
ε + div(uε ⊗ uε)− ν∆hu

ε − βε∂2
3u
ε
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is, up to an extraction of a subsequence, convergent in D′(R+ ×Ω). Thus this
implies that

e3 ∧ u = −∇p
which can be written



−u2

u1

0


 =



−∂1p
−∂2p
−∂3p


 ,

from which we deduce that ∂3u
h = 0 and divh u

h = 0. As u is a divergence-free
vector field on the three-dimensional domain Ω, then ∂3u

3 = 0.
In the following we will also define

ET (v)
def
= sup
t∈[0,T ]

‖v(t)‖2
L2(Ω) + 2ν

∫ T

0

‖∇hv(t)‖2
L2(Ω)dt.

The aim of this chapter is to study the asymptotics of the family (uε)ε>0 as ε
goes to zero. The easiest situation occurs when the initial data do not depend
on the vertical variable x3 (which corresponds to the so-called “well-prepared”
case). The precise theorem in the well-prepared case is the following. It will be
proved in Section 7.3, using a fundamental linear lemma stated and proved in
Section 7.1. Let us first introduce space with anisotropic regularity.

Definition 7.1 We shall denote by H1,0(Ω) (or by H1,0 when no confu-
sion is possible) the space of L2 functions u on Ω such that ∇hu also belongs
to L2(Ω).

Theorem 7.1 Let (uε)ε>0 be a family of weak solutions of (NSCε) associated
with a family of initial data uε0 ∈ H(Ω) such that

lim
ε→0

uε0 = (uh0 , 0) in H(Ω),

where uh0 is a horizontal vector field in H(Ωh). Denoting by u the global solution
of the two-dimensional Navier–Stokes-type equations on Ωh

(NSEν,β)





∂tu+ divh(u⊗ u)− ν∆h u+
√

2β u = −∇hp
divh u = 0

u|t=0 = uh0 ,

then uε goes to (u, 0) as ε goes to zero, in the space

L∞loc(R+;L2(Ω)) ∩ L2
loc(R+;H1,0).

Remark We will omit the proof that there is a unique global solution to the
system (NSEν,β) with initial data uh0 in H(Ωh), as it is exactly the same proof as



Ekman boundary layers for rotating fluids 157

for the two-dimensional Navier–Stokes equations studied in Part II, Section 2.2
and Chapter 3. In particular the solution u belongs to the space

C0
b (R

+,H(Ωh)) ∩ L2(R+,Vσ(Ωh)),
and for all t ≥ 0,

1

2
‖u(t)‖2

L2 + ν

∫ t

0

‖∇u(t′)‖2
L2 dt′ +

√
2β

∫ t

0

‖u(t′)‖2
L2 dt′ =

1

2
‖u0‖2

L2 . (7.0.4)

We shall investigate the more delicate case when the initial data u0 do actu-
ally depend on the vertical variable x3 (the so-called “ill-prepared” case) in
Section 7.4, where we shall compute explicitly approximate solutions for the
linear problem. The study of the full non-linear problem depends strongly on
the domain Ω. In the case when Ω = R2 ×]0, 1[, the result is the following,
proved in Section 7.6.

Theorem 7.2 Let u0 be a vector field in H(R2 ×]0, 1[). Let us consider a fam-
ily (uε)ε>0 of weak solutions of (NSCε) associated with the initial data u0.
Denoting by u the global solution of the two-dimensional Navier–Stokes-type
equations (NSEν,β) with initial data

u|t=0(xh)
def
=

∫ 1

0

uh0 (xh, x3)dx3,

we have, for any positive time T and any compact subset K of R2 ×]0, 1[,

lim
ε→0

∫

[0,T ]×K
|uε(t, x)− (u(t, xh), 0)|2 dxhdx3 = 0.

The key point of the proof of this theorem is that the dispersive phenomena
studied in Chapter 5 are not affected by the Ekman boundary layer.

When the domain Ωh is periodic, the result is different, due to the absence of
dispersion; in particular the methods of Chapter 6 will be used here to deal with
the periodic horizontal boundary conditions. We will therefore be using some
notation of the purely periodic case: in the coming theorem, L is the filtering
operator of Chapter 6, and Q is the quadratic form defined in Proposition 6.1,
page 124. Before stating the result let us define the periodic setting: the horizontal
torus will be defined as

T2 def=

2∏

j=1

R/aj Z,

where the aj ’s are positive real numbers. We will see that solving the problem
in Ω with Dirichlet boundary conditions corresponds to considering vector fields
having the following symmetries:

u(xh, x3) = (uh(xh,−x3),−u3(xh,−x3)).
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These symmetry properties are clearly preserved by the rotating-fluid equations.
Such vector fields will be decomposed in the following way:

u(x) =
∑

k∈N3




uk,heiπkh·xh cos(k3πx3)

− i

k3π
kh · uk,heiπkh·xh sin(k3πx3)


 . (7.0.5)

This form is very similar to the decomposition of periodic vector fields used in
Chapter 6, and in particular the Fourier components are

(uk,1, uk,2, uk,3) with uk,3 = − i

k3π
kh · uk,h.

Comparing the vertical Fourier transform defined in (7.0.5) with the definition
of the classical Fourier transform (6.1.1), page 117, shows that with the notation
of Chapter 6 we have a3 = 2, so as in Chapter 6 we will define

k̃
def
=

(
k1

a1

,k2

a2

,k3

a3

)
with a3 = 2.

The theorem proved in Section 7.7 is the following. We have denoted by H0,1

the space of functions f ∈ L2(Ω) such that ∂3f is in L2(Ω), and H0 the space of
vector fields in H with vanishing horizontal mean.

Theorem 7.3 A non-negative, continuous operator E on H0∩H0,1(Ω) exists (it
is defined by (7.4.39) below) such that the following results hold. Let us consider
initial data u0 in H0 ∩H0,1, and let u be the associated solution of the system

(NSEν,E)





∂tu− ν∆h u+ E u+Q(u, u) = 0

div u = 0

u|t=0 = u0

given by Proposition 6.5, page 145. If T2 satisfies condition (A) in the sense of
Definition 6.2, then the following result is true. Let (uε)ε>0 be a family of weak
solutions of (NSCε) associated with the initial data u0. Then for all T > 0,

lim
ε→0

ET

(
uε − L

(
t

ε

)
u

)
= 0.

Note that the structure of the limiting equation in the periodic case is very
different from the case of the whole space. The filtering operator acts like the
identity on two-dimensional vector fields, and that is why it does not appear in
the statement of Theorem 7.3, as the three-dimensional vector fields disappear
due to dispersion. In the same way, the operator E acts like

√
2β Id on two-

dimensional vector fields. In the case of T2 ×]0, 1[, the above theorem generalizes
Theorem 7.1. Here three-dimensional vector fields remain in the limit, since u is
no longer two dimensional. We recall (see Section 6.6, page 144) that the fact
that the periodic box satisfies condition (A) ensures that the horizontal mean
of the solution of the limit system is preserved – a vanishing horizontal mean is
needed to construct the boundary layers in Section 7.4.
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7.1 The well-prepared linear problem

The goal of this section is to construct approximate solutions to the linear system
(Stokes–Coriolis equations)

(SCε)





∂tv
ε − ν∆hv

ε − ν
V
∂2

3v
ε +

e3∧vε
ε

= −∇pε

div vε = 0

vε|t=0 = v0,

when v0 belongs to H(Ωh).
Let us denote by R the rotation of angle π/2 in the (x1, x2) plane and by Lε

the operator

Lεw
def
=


∂twh − ν∆hw

h +
Rwh

ε
− ν

V
∂2

3w
h

∂tw
3 − ν∆hw

3 − ν
V
∂2

3w
3


 .

The system (SCε) can be rewritten as

(SCε)





Lεvε = −∇pε
div vε = 0

vε|t=0 = v0.

We will assume that ν
V

depends on the parameter ε, and that these two para-
meters go to 0. It is of course possible to investigate this double limit without
any further assumption, however the only interesting regime arises when ν

V
/ε

converges to some positive constant β. To shorten the study we have therefore
chosen to restrict ourselves to the case when

ν
V

= βε, (7.1.1)

with β > 0, which is a physically relevant regime.
We immediately note that the Taylor–Proudman theorem (i.e. the limit is

independent of the vertical variable) is not compatible with Dirichlet condi-
tions (except in the degenerate case when v0 ≡ 0). As usual in these situations,
boundary layers appear near x3 = 0 and x3 = 1.

We want to do the following: a horizontal two-dimensional divergence-free
vector field v being given, we want to construct a family of approximate solu-
tions (vεapp)ε>0 and an operator L such that Lεvεapp = Lv up to small remainder
terms (i.e. which will tend to 0 when ε tends to 0.) As we shall see later on, the
operator L is related to the system (NSEν,β).

A typical approach is to look for approximate solutions of the form (the
Ansatz)

vε = v0,int + v0,BL + εv1,int + εv1,BL + . . . ,

pε =
1

ε
p−1,int +

1

ε
p−1,BL + p0,int + p0,BL + · · · ,

(7.1.2)
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where “int” stands for “interior”, namely smooth functions of (xh, x3), and “BL”
stands for “boundary layers”: smooth functions of the form

(xh, x3) �→ f
(
t, xh,

x3

δ

)
+ g

(
t, xh,

1− x3

δ

)
,

where f(xh, ζ) and g(xh, ζ) decrease rapidly at infinity in ζ. In that expression δ,
which goes to 0 in the limiting process, denotes the size of the boundary layer.
We will prove below that δ is of order

√
ν
V
ε = ε

√
β.

Now we plug the Ansatz (7.1.2) into the above system (SCε) and identify
powers of ε, functions of the type “int” and “BL”, keeping in mind that the
divergence-free condition and the Dirichlet boundary condition must be satisfied.

First, the third component of (SCε) at order ε−1δ−1 gives in the boundary
layer

∂3p−1,BL = 0.

As, by definition, p−1,BL goes to 0 as ζ goes to infinity, we deduce that

p−1,BL = 0.

We recover a classical principle of fluid mechanics which claims that the pressure
does not vary in a boundary layer.

Next, horizontal components of (SCε) to leading order in the boundary layer
yield

−εβ∂2
3v
h
0,BL +

Rvh0,BL

ε
= 0. (7.1.3)

Note that ∂2
3v
h
0,BL is of order δ−2, hence the previous equation indicates that

ν
V
δ−2 must be of order ε. We thus define

δ =
√

2ν
V
ε = ε

√
2β,

the coefficient
√
2 being considered for algebraic simplicity. In physics, it is usual

to introduce the Ekman number

E
def
= 2εν

V
= 2ε2β.

The boundary layer size δ is then simply
√
E. Let us search for vh0,BL of the form

(xh, x3) �→ M0

(
x3√
E

)
vh0,int +M0

(
1− x3√

E

)
vh0,int,

where M0 is a 2× 2 matrix with real-valued coefficients. Then, equation (7.1.3)
implies that M0 satisfies the following ordinary differential equation

M ′′
0 = 2RM0 with M0(0) = − Id and M0(+∞) = 0, (7.1.4)

which gives
M0(ζ) = −e−ζR−ζ , (7.1.5)
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where Rα denotes rotation by the angle α. So we have

v0,BL =

((
M0

(
x3√
E

)
+M0

(
1− x3√

E

))
vh0,int, 0

)
. (7.1.6)

Note that

Lεv0,BL = (∂tv0,int − ν∆hv0,int, 0) and (7.1.7)

(v0,int + v0,BL)|∂Ω =

(
M0

(
1√
E

)
vh0,int, 0

)
(7.1.8)

which means that the boundary condition is satisfied to leading order, up to
exponentially small terms that will be treated later on.

Let us continue with the study of the Ansatz. The third component of (SCε)
in the interior, to order ε−1, gives

∂3p−1,int = 0,

hence p−1,int only depends on the horizontal coordinates. The horizontal
components of the same equation lead to

Rvh0,int = −∇hp−1,int.

Therefore
(−v2

0,int

v1
0,int

)
=

(
∂1p−1,int

∂2p−1,int

)
.

This implies, using the incompressibility of v0,int, that v
h
0,int does not depend on

the vertical variable x3, that v
3
0,int = 0, and that

divh v
h
0,int = 0, (7.1.9)

which is exactly the Taylor–Proudman theorem.
The next step is to ensure the incompressibility condition in the boundary

layer, namely

divh v
h
0,BL + ε∂3v

3
1,BL = 0. (7.1.10)

As v0,BL is explicitly known as a function of vh0,int, it is possible to solve (7.1.10)

in order to compute v3
1,BL. A simple integration of (7.1.6) gives

v3
1,BL =

√
2β

(
f

(
x3√
E

)
− f

(
1− x3√

E

))
curlhv

h
0,int, (7.1.11)

where

f(ζ) = −1

2
e−ζ(sin ζ + cos ζ).
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Now we turn to v3
1,int. The boundary values of v3

1,BL at x3 = 0 and x3 = 1

provide the boundary condition for v3
1,int, namely

v3
1,int =

1

2

√
2β curlhv

h
0,int at x3 = 0 and (7.1.12)

v3
1,int = −1

2

√
2β curlhv

h
0,int at x3 = 1. (7.1.13)

We recall that under (7.1.1),
√
E/ε is a constant, namely

√
E

ε
=
√

2β.

Let us lift those boundary conditions by a vector field v1,int over the interior
domain. A natural choice is

v3
1,int =

√
2β

(
1

2
− x3

)
curlhv

h
0,int, (7.1.14)

which, completed with

vh1,int =
√

2β R−π
2
vh0,int, (7.1.15)

leads to a divergence-free vector field v1,int. Let us note that, as in (7.1.8), we
have exponentially small error terms at the boundary, namely

(
v3

1,BL + v3
1,int

)
|∂Ω

= (−1)1−x3|∂Ω

√
2β f

(
1√
E

)
curlhv

h
0,int. (7.1.16)

Next, (SCε) to order O(1) in the interior gives

{
∂tv

h
0,int − ν∆hv

h
0,int +Rvh1,int = −∇hp0,int

∂tv
3
0,int − ν∆hv

3
0,int = −∂3p0,int.

(7.1.17)

Taking the two-dimensional curl of the first two equations gives

∂tcurlhv
h
0,int − ν∆hcurlhv

h
0,int = −divhv

h
1,int = ∂3v

3
1,int.

The left-hand side being independent of x3, so is the right-hand side, and
integration in x3 over ]0, 1[ gives

∂tcurlhv
h
0,int − ν∆hcurlhv

h
0,int = v3

1,int(xh, 1)− v3
1,int(xh, 0),

namely

∂tcurlhv
h
0,int − ν∆hcurlhv

h
0,int +

√
2β curlhv

h
0,int = 0. (7.1.18)

Note that (7.1.17), combined with (7.1.18), completely determines vh1,int, up to
two-dimensional divergence-free vector fields. To go further we need to enforce
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an asymptotic expansion for the initial value itself. Here we take u0 as the initial
data, which do not depend on ε. This allows us to go on with the construction,
in theory, up to any order. For our purpose, however, it is sufficient to stop the
construction at this step, up to small technicalities.

Before dealing with those, let us sum up what we have done:

• We first ensured the boundary condition by introducing v0,BL.

• Then, as v0,BL violated the divergence-free condition, we introduced v1,BL

in order to ensure the divergence-free condition.

• The introduction of v1,BL destroyed the boundary condition which we
restored by introducing v1,int.

Let us deal with the final technicalities.

• As shown by (7.1.8), the Dirichlet boundary condition is not exactly
satisfied.

• The horizontal component of the vector field v1,int defined in (7.1.15) does
not vanish on the boundary.

In order to deal with the second point, let us state

vh1,BL
def
= −

√
2β

(
exp

(−x3√
E

)
+ exp

(−(1− x3)√
E

))
R−π

2
vh0,int ,

vh2,BL
def
= 0 (7.1.19)

v3
2,BL

def
= −2β

(
exp

(−x3√
E

)
+ exp

(−(1− x3)√
E

))
curlhv

h
0,int.

Then, using (7.1.8), (7.1.10), and (7.1.16), we get that

div
(
v0,int + v0,BL + εv1,int + εv1,BL + ε2v2,BL

)
= 0 and

(
v0,int + v0,BL + εv1,int + εv1,BL + ε2v2,BL

)
|∂Ω

= vR

where vR is defined by

vR
def
=

(
M0

(
1√
E

)
vh0,int −

√
E exp

( −1√
E

)
R−π

2
vh0,int,

(−1)1−x3|Ω
√
E f

(
− 1√

E

)
curlhv

h
0,int + E exp

(
− 1√

E

)
curlhv

h
0,int

)
.



164 Ekman boundary layers for rotating fluids

Let us define vεexp by

vεexp
def
=

(
− cos(2πx3)v

h
R,

sin(2πx3)

2π
divh v

h
R

)

+
√
E f

(
1√
E

)(
π sin(πx3)R−π

2
vh0,int, cos(πx3)curlhv

h
0,int

)

+ E exp

(
− 1√

E

)(
2π sin(2πx3)R−π

2
vh0,int, cos(2πx3)curlhv

h
0,int

)
.

Then it is obvious that

div
(
v0,int + v0,BL + εv1,int + εv1,BL + ε2v2,BL + vεexp

)
= 0 and

(
v0,int + v0,BL + εv1,int + εv1,BL + ε2v2,BL + vεexp

)
|∂Ω

= 0. (7.1.20)

Now we are ready to state the fundamental approximation lemma. We
define Hs,0 to be the space of vector fields f satisfying

‖f‖2
Hs,0

def
=

∫ 1

0

‖f(·, x3)‖2
Hs(Ωh) dx3 < +∞. (7.1.21)

Let us define the limit Stokes–Ekman system

(SEν,β)





∂tv − ν∆h v +
√

2β v = f −∇hp
divh v = 0

v|t=0 = v0 .

Lemma 7.1 Let T be in R+, let v0 be a horizontal vector field in H(Ωh),
and let f be a horizontal vector field in L2([0, T ];V ′σ(Ωh)). We denote by v the
solution of the system (SEν,β).

Then for any positive η, there exists a family (vε,ηapp)ε>0 of smooth divergence-
free vector fields on Ω, vanishing on the boundary, such that

‖PLεvε,ηapp − f‖L2([0,T ];H−1,0) = ρε,η, and (7.1.22)

‖vε,ηapp − v‖2
L∞([0,T ];H(Ω)) + 2ν

∫ T

0

‖∇h(vε,ηapp − v)(t)‖2
L2(Ω) dt = ρε,η, (7.1.23)

where, as in the previous chapter, ρε,η denotes generically any sequence of non-
negative real numbers, possibly depending on T , such that

lim
η→0

lim sup
ε→0

ρε,η = 0. (7.1.24)
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Moreover, vε,ηapp satisfies, for any t ∈ [0, T ], the energy estimate

sup
t∈[0,T ]

Eεt (v
ε,η
app) ≤ ‖v0‖2

L2 + 2

∫ t

0

〈f(t′), v(t′)〉 dt′ + ρε,η. (7.1.25)

Remark In the case when the Fourier transforms of f and v0 are included in
a fixed ball, then the family vε,ηapp can be chosen independently of η, and all the
estimates given in Lemma 7.1 hold with η = 0.

Proof of Lemma 7.1 The proof consists mainly in reading the previous com-
putations. First of all, let us consider a given η > 0, and let us perform a
frequency cut-off, by stating for any N ∈ N,

v0,N
def
= PNv0 and fN

def
= PNf, (7.1.26)

where PN is the usual spectral cut-off operator introduced in Chapter 2 (see
relation (2.1.6) page 40). Then we denote by vN the solution of (SEν,β) associated
with the initial data v0,N and bulk force fN . It is obvious that v0,N converges
towards v0 in H as N goes to infinity, and that (see Proposition 2.3, page 40,
for details) for Nη chosen large enough

‖fNη
− f‖L2([0,T ];V′

σ) ≤
η

2
· (7.1.27)

It follows that for Nη large enough,

∀t ≤ T, ‖(v − vNη )(t)‖2
H(Ωh) + ν

∫ t

0

‖∇h(v − vNη )(t
′)‖2
L2(Ωh) dt

′ ≤ η.

Thus inequality (7.1.23) will be proved if we show that

lim
ε→0

(
‖vε,ηapp − vNη‖2

L∞([0,T ];H(Ω))

+2ν

∫ T

0

‖∇h(vε,ηapp − vNη )(t)‖2
L2(Ω) dt

)
= 0. (7.1.28)

Now let us define, with the notation introduced at the beginning of this section,
(and, in order to avoid excessive heaviness, dropping the index η),

vε,ηapp
def
= vN + εv1,int + v0,BL + εv1,BL + ε2v2,BL + vεexp

where we recall that

v1,int
def
=

(√
2βR−π

2
vN ,
√

2β

(
1

2
− x3

)
curlhvN

)
,

v0,BL
def
=

(
M0

(
x3√
E

)
vN +M0

(
1− x3√

E

)
vN , 0

)
,
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v1,BL
def
=

(
−
√

2β

(
exp

(
− x3√

E

)
+ exp

(
−1− x3√

E

))
R−π

2
vN ,

√
2β

(
f

(
x3√
E

)
− f

(
1− x3√

E

))
curlhvN

)

v2,BL
def
=

(
0,−
√

2β

(
exp(− x3√

E
) + exp(−1− x3√

E
)

)
curlhvN

)

and finally

vεexp
def
=

(
− cos(2πx3)v

h
R,

sin(2πx3)

2π
divh v

h
R

)

+
√
E f

(
1√
E

)(
π sin(πx3)R−π

2
vN , cos(πx3)curlhvN

)

+ E exp

(
1√
E

)(
2π sin(2πx3)R−π

2
vN , cos(2πx3)curlhvN

)
,

with

vR
def
= (vN + v0,BL + εv1,int + εv1,BL + ε2v2,BL)|∂Ω.

Thanks to (7.1.20) we have

div vεapp = 0 and vεapp|∂Ω = 0,

and furthermore vεapp is clearly a smooth vector field.

Let us start by estimating ‖Lεvεapp−f‖L2([0,T ];H−1,0). We shall first deal with
the boundary layer terms. We have, using (7.1.7),

Lεv0,BL =

(
M0

(
x3√
E

)
+M0

(
1− x3√

E

))
(∂tvN − ν∆hvN )

=

(
M0

(
x3√
E

)
+M0

(
1− x3√

E

))
(fN −

√
2β vN ).

Hence, by Definition (7.1.21) of the ‖ · ‖H−1,0 norm, we get

‖Lεv0,BL(t)‖H−1,0 ≤ C
(
‖fN (t)‖H−1(Ωh) +

√
2β ‖vN‖H−1(Ωh)

)
E

1
4

≤ Cε
1
2

(
‖fN (t)‖H−1(Ωh) +

√
2β ‖vN‖L2(Ωh)

)
.

For the higher-order boundary layer terms we simply need to use the fact that

ε∂3g

(
x3√
E

)
= g′

(
x3√
E

)
,

and we leave the details to the reader. We infer that

Lεvεapp = Lε(vN + εv1,int) +Rε,η

= (∂t − ν∆h)vN +
√

2β vN +Rε,η,
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where Rε,η denotes generically a vector field satisfying

lim
η→0

lim sup
ε→0

‖Rε,η‖L2([0,T ];H−1,0) = 0.

Since (∂t − ν∆h)vN +
√
2βvN = fN , we conclude, using also (7.1.27), that

‖Lεvεapp − f‖L2([0,T ];H−1,0) = ρε,η.

In order to prove (7.1.28) (hence (7.1.23) as noted above), let us observe that

‖∇h(vεapp − vN )(t)‖L2 ≤ Cη‖(vεapp − vN )(t)‖L2

≤ Cη




2∑

j=0

εj‖vεj,BL(t)‖L2 + ε‖v1,int(t)‖L2 + ‖vεexp‖L2


 .

Thus we infer

‖∇h(vεapp − vN )(t)‖L2 ≤ Cηε
1
2 .

Now let us prove estimate (7.1.25). By the definition of vεapp, we have that the
energy

‖vεapp(t)‖2
L2 + 2ν

∫ t

0

‖∇hvεapp(t
′)‖2
L2 dt′ + 2βε

∫ t

0

‖∂3v
ε
app(t

′)‖2
L2 dt′

is less than or equal to

‖v(t)‖2
L2 + 2ν

∫ t

0

‖∇hv(t′)‖2
L2 dt′ + 2βε

∫ t

0

‖∂3v0,BL(t
′)‖2
L2 dt′ + Cηε.

An easy computation implies that

‖∂3v0,BL(t
′)‖2
L2 =

1

2βε2

∥∥∥∥
(
M ′

0

(x3

ε

)
+M ′

0

(
1− x3

ε

))
vN

∥∥∥∥
2

L2(Ω)

+ Cηε

=
4

2βε2
‖vN (t)‖2

L2(Ωh)

∫ 1

0

exp

(
− 2x3

ε
√
2β

)
dx3 + Cηε

≤
√
2β

βε
‖v(t)‖2

L2(Ωh) + Cηε.

So we get that

‖vεapp(t)‖2
L2 + 2ν

∫ t

0

‖∇hvεapp(t
′)‖2
L2 dt′ + 2βε

∫ t

0

‖∂3v
ε
app(t

′)‖2
L2 dt′

≤ ‖v(t)‖2
L2 + 2ν

∫ t

0

‖∇hv(t′)‖2
L2dt′ + 2

√
2β

∫ t

0

‖v(t′)‖2
L2(Ωh)dt

′ + Cηε.
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Clearly we have

‖v(t)‖2
L2 + 2ν

∫ t

0

‖∇hv(t′)‖2
L2dt′ + 2

√
2β

∫ t

0

‖v(t′)‖2
L2(Ωh)dt

′

= ‖v0‖2
L2 + 2

∫ t

0

〈f(t′), v(t′)〉 dt′,

so finally

Eεt (v
ε
app) ≤ ‖v0‖2

L2(Ωh) + 2

∫ t

0

〈f(t′), v(t′)〉 dt′ + Cηε,

and Lemma 7.1 is proved.

7.2 Non-linear estimates in the well-prepared case

The two key estimates of this section (Lemmas 7.2 and 7.3) essentially say that
Ekman boundary layers do not affect non-linear terms. That will be of great
importance in the proof of Theorem 7.1. Actually as we will see in Section 7.5,
that fact remains true in the ill-prepared case.

Let us start by proving the following lemma.

Lemma 7.2 Under the assumptions of Lemma 7.1, the families (vε,ηapp)ε>0

satisfy

vε,ηapp · ∇vε,ηapp − v · ∇hv = F ε,η +Rε,η,

where, with the notation of Lemma 7.1,

‖Rε,η‖L2([0,T ],H−1,0) = ρε,η and ∀η > 0 , lim
ε→0

‖F ε,η‖L2([0,T ],L2(Ω)) = 0.

Proof Let us denote in all the following Lph = Lp(Ωh). The fact that Q is a con-
tinuous map from the space L4([0, T ];L4

h)× L4([0, T ];L4
h) into L2([0, T ];H−1,0)

implies that it is enough to prove that

F ε,η
def
= vε,ηapp · ∇vε,ηapp − vNη

· ∇hvNη

goes to zero in L2([0, T ];L2(Ω)) as ε goes to zero, for any η. We recall that vN
is the solution of (SEν,β) associated with v0,N and fN as defined in (7.1.26).
By definition of F ε,η, we have, omitting the index η in order to avoid excessive
heaviness,

F ε,η =

3∑

j=1

F ε,ηj with

F ε,η1
def
= vε,happ · ∇h(vεapp − vN )

F ε,η2
def
= (vε,happ − vN ) · ∇hvN

F ε,η3
def
= vε,3app∂3v

ε
app,
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recalling that v3
0,int = v3

N = 0. But

‖F ε,η1 ‖L2([0,T ];L2) ≤ ‖vε,happ‖L∞([0,T ];L∞)‖∇h(vεapp − vN )‖L2([0,T ];L2).

Using the estimate (7.1.25), we infer that

lim sup
ε→0

‖F ε,η1 ‖L2([0,T ];L2) ≤ C lim sup
ε→0

‖∇h(vεapp − vN )‖L2([0,T ];L2),

and it is just a matter of using (7.1.28) to conclude. The result on F ε,η2 is proved
along the same lines.

In order to estimate F ε,η3 , let us write

‖F ε,η3 ‖L2([0,T ];L2) ≤ ‖vε,3app‖L∞([0,T ];L∞)‖∂3v
ε
app‖L2([0,T ];L2).

By definition (7.1.11), we have

‖vε,3app‖L∞([0,T ];L∞) ≤ Cηε.

We infer that

‖F ε,η3 ‖L2([0,T ];L2) ≤ Cηε‖∂3v
ε
app‖L2([0,T ];L2).

The energy estimate (7.1.25) implies that ε
1
2 ‖∂3v

ε
app‖L2([0,T ];L2) is uniformly

bounded, which implies the expected result on F ε,η3 and the lemma is proved.

Now let us prove the following result.

Lemma 7.3 Let v be a solution of (SEν,β) and let η be a posit-
ive real number. Denote by (vε,ηapp)ε>0 the families given by Lemma 7.1.
Then for any vector field δ belonging to L∞([0, T ];H) ∩ L2([0, T ];Vσ),
we have

∫ T

0

(
δ(t) · ∇δ(t)|vε,ηapp(t)

)
L2 dt ≤

(
Cηε

1
2 +

1

4

)
EεT (δ)

+
C

ν

∫ T

0

‖∇hv(t)‖2
L2‖δ(t)‖2

L2 dt.

Proof The proof of the result relies on the explicit expression of (vε,ηapp)ε>0,
jointly with the following lemma.

Lemma 7.4 Let δ be a vector field in Vσ and let w be a bounded vector field.
Then

(δ · ∇δ|w)L2 ≤ C‖∇hδ‖L2‖∂3δ‖L2‖d 1
2 (·)w‖L2(]0,1[;L∞

h ),

where d denotes the distance to the boundary.
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Proof Let us define

Ij,k =

∫

Ω

δk∂kδ
jwj dx,

for j and k in {1, 2, 3}. In the case k �= 3, since δ vanishes at the boundary we
can write that

|δk(xh, x3)| =
∣∣∣∣
∫ x3

0

∂3δ
k(xh, y3) dy3

∣∣∣∣

≤ x
1
2
3 ‖∂3δ‖L2(]0,1[),

and similarly for the upper boundary x3 = 1. We therefore have

|δk(xh, x3)| ≤ d(x3)
1
2 ‖∂3δ(xh, ·)‖L2(]0,1[).

We infer that for k �= 3,

|Ij,k| ≤
∫

Ω

‖∂3δ(xh, ·)‖L2(]0,1[)|∇hδ(x)| d(x3)
1
2 |w(x)| dx

≤
∫

Ω

‖∂3δ(xh, ·)‖L2(]0,1[)|∇hδ(x)| d(x3)
1
2 ‖w(·, x3)‖L∞

h
dx.

The Cauchy–Schwarz inequality implies finally that for k �= 3,

|Ij,k| ≤ ‖∂3δ‖L2‖∇hδ‖L2‖d 1
2 (·)w‖L2(]0,1[;L∞

h ).

Now let us turn to the case k = 3. Using the fact that δ is divergence-free, we get

δ3(xh, x3) =

∫ x3

0

∂3δ
3(xh, y3) dy3

= −
∫ x3

0

divh δ
h(xh, y3) dy3.

It follows as above that

|δ3(xh, x3)| ≤ d(x3)
1
2 ‖∇hδ(xh, ·)‖L2(]0,1[),

which implies that

|Ij,3| ≤
∫

Ω

‖∇hδ(xh, ·)‖L2(]0,1[)|∂3δ(x)| d(x3)
1
2 |w(x)| dx.

The estimate is now the same as in the previous case k �= 3. Thus the lemma is
proved.

Now let us go back to the proof of Lemma 7.3. We recall that by the definition
of vε,ηapp, we have

‖vε,ηapp − vNη
− v0,BL‖L∞([0,T ];L∞(Ω)) ≤ Cηε.
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It follows that
∫ T

0

(
δ(t) · ∇δ(t)|(vε,ηapp − vNη − v0,BL)(t)

)
dt ≤ Cηε

∫ T

0

‖δ(t)‖L2‖∇δ(t)‖L2 dt

which, using the fact that ε
1
2 ‖∂3δ‖L2([0,T ]×Ω) ≤ EεT (δ), yields

∫ T

0

(
δ(t) · ∇δ(t)|(vε,ηapp − vNη − v0,BL)(t)

)
dt ≤ Cηε

1
2EεT (δ). (7.2.1)

Moreover

|v0,BL(x)| ≤ C|vNη (xh)|
(
exp

(
− x3

ε
√
2β

)
+ exp

(
−1− x3

ε
√
2β

))
.

Thus

d(x3)
1
2 ‖v0,BL(·, x3)‖L∞

h

≤ CNη‖vNη‖L2

(
x

1
2
3 exp

(
− x3

ε
√
2β

)
+ (1− x3)

1
2 exp

(
−1− x3

ε
√
2β

))
.

A classical L2 energy estimate on (SEν,β) implies that

‖vNη
‖2
L∞(R+;L2) ≤ ‖v0‖2

L2 +
2

ν
‖f‖2

L2([0,T ];H−1,0),

so we deduce that

‖d(x3)
1
2 v0,BL‖2

L2(]0,1[;L∞) ≤ 2C0N
2
η ε

2

∫
x3

ε
exp

(
−2

x3

ε
√
2β

)
dx3

ε
,

where C0 denotes any O

(
‖v0‖2

L2 +
2

ν
‖f‖2

L2([0,T ];H−1,0)

)
. Finally

‖d(x3)
1
2 v0,BL‖2

L2(]0,1[;L∞) ≤ C0N
2
η ε

2. (7.2.2)

Now let us write that

∫ T

0

∣∣(δ(t) · ∇δ(t)|vε,ηapp(t))L2

∣∣ dt ≤
3∑

j=1

Vj(T ) where

V1(T )
def
=

∫ T

0

∣∣∣
(
δ(t) · ∇δ(t)|vε,ηapp − vNη − v0,BL

)
L2

∣∣∣ dt ,

V2(T )
def
=

∫ T

0

∣∣(δ(t) · ∇δ(t)|v0,BL(t))L2

∣∣ dt and

V3(T )
def
=

∫ T

0

∣∣(δ(t) · ∇δ(t)|vNη (t)
)
L2

∣∣ dt.
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Estimate (7.2.1) claims exactly that

V1(T ) ≤ Cηε
1
2EεT (δ).

Lemma 7.4, together with (7.2.2), imply that

V2(T ) ≤ Cηε

∫ T

0

‖∇hδ(t)‖L2‖∂3δ(t)‖L2‖d(x3)
1
2 v0,BL(t)‖L2(]0,1[;L∞)dt

≤ Cη‖∇hδ‖L2([0,T ];L2)ε
1
2 ‖∂3δ‖L2([0,T ];L2).

By definition of Eεt we infer, using the Cauchy–Schwarz inequality, that

V2(T ) ≤ Cηε
1
2EεT (δ).

Thus we get that
∫ T

0

∣∣(δ(t) · ∇δ(t)|vε,ηapp(t))L2

∣∣ dt ≤ V3(T ) + Cηε
1
2EεT (δ).

Now we are left with the estimate of

V3(T ) =

∫ T

0

|(δ(t) · ∇δ(t)|vNη (t))L2 |dt.

As δ is divergence-free and vanishes at the boundary, we have

(δ · ∇δ|vNη )L2 = −(δh · ∇hvNη |δ)L2

≤ ‖∇hvNη‖L2

∫ 1

0

‖δ(·, x3)‖2
L4
h
dx3.

The two-dimensional Gagliardo–Nirenberg and Cauchy–Schwarz inequalities
imply that

V3(T ) ≤ C

∫ T

0

‖∇hvNη (t)‖L2‖δ(t)‖L2‖∇hδ(t)‖L2dt

≤ ν

2

∫ T

0

‖∇hδ(t)‖2
L2dt+

C

ν

∫ T

0

‖∇hvNη (t)‖2
L2‖δ(t)‖2

L2dt (7.2.3)

which ends the proof of Lemma 7.3.

7.3 The convergence theorem in the well-prepared case

In this section we intend to prove Theorem 7.1. The idea is to apply Lemma 7.1

to v
def
= u. Indeed u solves a system of the type (SEν,β), stating f

def
= Q(u, u) with

the notation of Definition 2.7, page 44. We recall that according to Lemma 2.3,
Q(u, u) is an element of L2(R+;V ′σ) as long as u is in the energy space.

Let T > 0 be given and let η be an arbitrarily small positive real number.
According to Lemma 7.1, the theorem will be proved if we prove that

sup
t∈[0,T ]

‖(uε − uε,ηapp)(t)‖2
L2(Ω) + ν

∫ T

0

‖∇h(uε − uε,ηapp)(t)‖2
L2(Ω) dt = ρε,η,
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where uε,ηapp is the family given by Lemma 7.1, associated with η,

v = u and f = Q(u, u) = −u · ∇hu.
The main step of the proof is purely algebraic and is common to this case and
to the ill-prepared case (in the R2 case in Section 7.6 as well as in the periodic
case in Section 7.7). It is based on the following lemma.

Lemma 7.5 Let (uε) be a family of Leray solutions of (NSCε) with initial
data u0, and let (Ψε)ε>0 be a family of C1(R+;Vσ(Ω)) functions. Then the

function δε
def
= uε −Ψε satisfies

Eεt (δ
ε) = Eεt (u

ε) + Eεt (Ψ
ε)− 2(u(0)|Ψε(0))L2 (7.3.1)

−2

∫ t

0

(δε(t′) · ∇δε(t′)|Ψε(t′))L2 dt
′ + 2

∫ t

0

(Gε(Ψε)(t′)|uε(t′))L2dt′,

where Gε(Ψε)
def
= LεΨε + Ψε · ∇Ψε.

Before proving the lemma, let us show why it leads to Theorem 7.1. We apply
Lemma 7.5 with Ψε = uε,ηapp and u0 = u0. Note that preliminary smoothing in

time is required, so as to have uε,ηapp ∈ C1(R+,Vσ). That procedure should by now
be familiar to the reader, and in order to avoid introducing additional notation
we shall omit that time smoothing procedure in the following. As uε is a Leray
solution of (NSCε), it satisfies

Eεt (u
ε) ≤ ‖u0‖2

L2 .

Furthermore, estimate (7.1.25) yields

Eεt (u
ε,η
app) ≤ ‖u0‖2

L2 + 2

∫ t

0

〈u(t′) · ∇hu(t′), u(t′)〉dt′ + ρε,η = ‖u0‖2
L2 + ρε,η

and since

‖uε,ηapp|t=0 − u0‖L2 = ρε,η,

we get
Eεt (u

ε) + Eεt (u
ε,η
app)− 2(uε(0)|uε,ηapp|t=0)L2 ≤ ρε,η. (7.3.2)

Then Lemma 7.1 implies that

Lεuε,ηapp = −u · ∇hu+Rε,η +∇pε,
where Rε,η denotes from now on generically any vector field satisfying

‖Rε,η‖L2([0,T ];H−1,0) = ρε,η.

It follows that one can write

Gε,η(uε,ηapp) = uε,ηapp · ∇uε,ηapp − uNη · ∇huNη + uNη · ∇huNη

− u · ∇hu+Rε,η +∇pε.
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As Q is a continuous bilinear map from

L4([0, T ];L4
h)× L4([0, T ];L4

h) into L2([0, T ];H−1(Ωh))

we get

Gε,η(uε,ηapp) = uε,ηapp · ∇uε,ηapp − uNη · ∇huNη +Rε,η +∇pε.

By Lemma 7.2 we find

Gε,η(uε,ηapp) = F ε,η +Rε,η +∇pε (7.3.3)

with lim
ε→0

‖F ε,η‖L2([0,T ],L2(Ω)) = 0. Since

∫ t

0

(Rε,η(t′)|uε(t′))L2 dt′ ≤ ‖Rε,η‖L2([0,T ],H−1,0)‖∇huε‖L2([0,T ],L2) = ρε,η,

(7.3.4)
and

∫ t

0

(F ε,η(t′)|uε(t′))L2 dt′ ≤ t
1
2 ‖u0‖L2‖F ε,η‖L2([0,T ];L2) = ρε,η, (7.3.5)

plugging both inequalities into (7.3.3) yields

∫ T

0

(Gε,η(uε,ηapp)(t
′)|uε(t′))L2 dt′ ≤ ρε,η. (7.3.6)

Putting (7.3.2) and (7.3.6) into (7.3.1) yields finally

Eεt (δ
ε) ≤ C

∣∣∣∣
∫ t

0

(
δε(t′) · ∇δε(t′)|uε,ηapp(t

′)
)
L2 dt′

∣∣∣∣+ ρε,η.

It is now just a matter of using Lemma 7.3 to obtain, for ε small enough compared
to N , that

Eεt (δ
ε) ≤ ρε,η +

C

ν

∫ t

0

‖∇hv(t′)‖2
L2‖δε(t′)‖2

L2 dt′,

and the result follows from Gronwall’s inequality: we find

Eεt (δ
ε) ≤ ρε,η exp

C0

ν2
= ρε,η

and Theorem 7.1 is proved.

Proof of Lemma 7.5 This is a typical weak–strong type argument along the
lines of those followed in Chapter 3 in the proof of the stability Theorem 3.3 (see
pages 59–63). We have

Eεt (δ
ε) = Eεt (u

ε) + Eεt (Ψ
ε)− 2Bεt (u

ε,Ψε), (7.3.7)
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where

Bεt (a, b)
def
= (a(t)|b(t))L2 + 2ν

∫ t

0

(
∇ha(t′)|∇hb(t′)

)
L2 dt′

+ 2εβ

∫ t

0

(∂3a(t
′)|∂3b(t

′))L2 dt′.

Let us compute Bεt (u
ε,Ψε). Using Ψε as a test function in Definition 2.5, page 42,

we get

(uε(t)|Ψε(t))L2 = (uε(0)|Ψε(0))L2 − ν

∫ t

0

(∇huε(t′)|∇hΨε(t′))L2dt′

− εβ

∫ t

0

(∂3u
ε(t′)|∂3Ψ

ε(t′))L2dt′ −
∫ t

0

(uε(t′) · ∇uε(t′)|Ψε(t′))L2dt′

+

∫ t

0

(uε(t′)|∂tΨε(t′))L2dt′ − 1

ε

∫ t

0

(Ruε(t′)|Ψε(t′))L2dt′.

By definition of LεΨε, we have

∂tΨ
ε = LεΨε +

(
ν∆h + εβ∂2

3 − 1

ε
R

)
Ψε,

hence by an integration by parts allowed by the fact that uε and Ψε vanish at
the boundary, we infer that

(uε|∂tΨε)L2 = − ν(∇huε|∇hΨε)L2 − εβ(∂3u
ε|∂3Ψ

ε)L2

− 1

ε
(uε|RΨε)L2 + (uε|LεΨε)L2 .

It follows that

(uε(t)|Ψε(t))L2 = (uε(0)|Ψε(0))L2 − 2ν

∫ t

0

(∇huε(t′)|∇hΨε(t′))L2dt′

− 2εβ

∫ t

0

(∂3u
ε(t′)|∂3Ψ

ε(t′))L2dt′ −
∫ t

0

(uε · ∇uε(t′)|Ψε(t′))L2dt′

− 1

ε

∫ t

0

(Ruε(t′)|Ψε(t′))L2dt′ − 1

ε

∫ t

0

(RΨε(t′)|uε(t′))L2dt′

+

∫ t

0

(uε(t′)|LεΨε(t′))L2dt′
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so

Bεt (u
ε,Ψε) = (uε(0)|Ψε(0))L2 (7.3.8)

−
∫ t

0

(uε · ∇uε(t′)|Ψε(t′))L2dt′ +

∫ t

0

(uε(t′)|LεΨε(t′))L2dt′.

But relation (3.2.2) page 57, implies that

−(uε · ∇uε|Ψε)L2 = (Q(uε, uε)|Ψε − uε)L2

= (Q(Ψε,Ψε)|δε)L2 + (Q(δε, uε)|δε)L2

= −(Ψε · ∇Ψε|δε)L2 + (δε · ∇δε|uε)L2 . (7.3.9)

We then just have to put together (7.3.8), (7.3.9), and (7.3.7) to prove the lemma.

7.4 The ill-prepared linear problem

The goal of this section is to construct approximate solutions to

(SCεβ)





∂tv
ε − ν∆hv

ε − βε∂2
3v
ε +

e3∧vε
ε

= −∇pε

div vε = 0

vε|t=0 = v0

vε|∂Ω = 0

in the case when the initial data v0 does depend on the vertical variable x3. We
suppose throughout this section that Ωh = R2 or T2 and in the periodic case we
also suppose that the horizontal mean of vε vanishes. We introduce the following
notation: H0(T

2 ×[0, 1]) denotes the space of functions in H(T2 ×[0, 1]) of van-
ishing horizontal mean. In the following, to simplify notation we will denote by ξh
the horizontal Fourier variable (which in the periodic case belongs to Z2 \{0}).

Let us recall that

Lεv
def
=


∂tvh − ν∆hv

h +
Rvh

ε
− βε∂2

3v
h

∂tv
3 − ν∆hv

3 − βε∂2
3v

3




and that R denotes rotation by angle π/2 in the horizontal plane.
The vector field vε, which of course also depends on the vertical variable x3,

does not belong to the kernel of P(e3 ∧ vε). Thus we have to deal with very fast
time oscillations.

As in the well-prepared case, we will need to truncate functions in frequency
space, hence to consider divergence vector fields which are a finite sum of trigo-
nometric functions and the horizontal Fourier transform of which is supported
in rings. Let us start by proving the following lemma.
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Lemma 7.6 Let us consider the space B =
⋃∞
N=1 BN of vector fields on Ω of

the form

v(xh, x3) =

(
v0,h(xh)

0

)
+

N∑

k3=1




vk3,h(xh) cos(k3πx3)

− 1

k3π
divh v

k3,h(xh) sin(k3πx3)




where (vk3,h)1≤k3≤N are two-dimensional vector fields on R2 (resp. on T2),
the Fourier transform of which has its support included in the ring C (1/N,N)
of R2, and such that divh v

0,h = 0. The space B is dense in H(R2 ×[0, 1])
(resp. H0(T

2 ×[0, 1])).

Proof In order to prove this lemma, let us prove that the orthogonal space of B
in H(R2 ×[0, 1]) (resp. H0(T

2 ×[0, 1])) is {0}. Let us consider a vector field w in
the orthogonal space of B. In particular, for any function ϕ in L2(Ωh) the Fourier
transform of which is supported in a ring C of R2 (and of vanishing horizontal
mean if Ωh = T2), we have, for any k3 ∈ N \{0},

Pk3(ϕ)
def
=

(
w
∣∣∣(∇hϕ cos(k3πx3),−

1

k3π
∆hϕ sin(k3πx3))

)

L2

= 0.

By integration by parts and using the fact that w3 vanishes in the boundary, we
get that

Pk3(ϕ) = −
∫

Ω

divh w
h(xh, x3)ϕ(xh) cos(k3πx3)dxhdx3

− 1

(k3π)2

∫

Ω

∂3w
3(xh, x3)∆hϕ(xh) cos(k3πx3)dxhdx3.

Using the fact that w is divergence-free gives that

Pk3(ϕ) =

∫

R2

(
1

(k3π)2
∆hϕ− ϕ

)
(xh)

×
(∫ 1

0

divh w
h(xh, x3) cos(k3πx3)dx3

)
dxh.

For any positive integer k3, the operator (k3π)
−2∆h − Id is an isomorphism in

the space of functions belonging to L2(Ωh) and the Fourier transform of which

is included in the ring CN def
= {η ∈ R2 / |η| ∈ [N−1, N ]}. Thus if w belongs

to the orthogonal space of B, for any given positive integer k3, we have for
any function ψ such that Supp ψ̂ ⊂ CN and for any positive integer k3 such
that k3 ≤ N ,

∫

Ωh

ψ(xh)

(∫ 1

0

divh w
h(xh, x3) cos(k3πx3)dx3

)
dxh = 0.

When Ωh = R2, we note that the space of functions of L2(R2), the Fourier
transform of which is included in a ring, is a dense subspace of L2(R2). When Ωh
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is equal to T2, that still holds for L2(T2) restricted to functions the horizontal
mean of which vanishes. So in both cases we get that, for any positive integer k3,

∫ 1

0

divh w
h(xh, x3) cos(k3πx3)dx3 = 0.

As w3
|∂Ω = 0, we have, thanks to (7.0.1), that

∫ 1

0

divh w
h(xh, x3)dx3 = 0.

Thus for any non-negative integer k3, we get

∫ 1

0

divh w
h(xh, x3) cos(k3πx3)dx3 = 0

and thus divwh(xh, x3) = 0 on Ω. As the vector field w is divergence-free, we
have ∂3w

3 = 0. As w3(xh, 1) = w3(xh, 0) = 0, we have w3 ≡ 0 on Ω.
But w is orthogonal to B; so for any function ϕ on R2, the Fourier transform

of which is included in the ring CN (and of vanishing horizontal mean if Ωh = T2),
we have for any non-negative integer k3

(
w|(∇h,⊥ϕ cos(k3πx3), 0)

)
L2 = 0.

This means exactly that, for any non-negative integer k3,

∫

R2

ϕ(xh)

(∫ 1

0

curlhw
h(xh, x3) cos(k3πx3)dx3

)
dxh.

Thus we have curlhw
h = 0 on Ω. The lemma is proved.

Remarks • The choice of the basis (cos(k3πx3))k3∈N for the horizontal com-
ponent ensures that the boundary condition v3

|∂Ω = 0 is satisfied because
the vertical component is of the type sin(k3πx3) thanks to the divergence-free
condition.

• Let us note that for any v in B, we have

‖v‖2
H =

∞∑

k3=0

‖vk3,h‖2
L2(Ωh) +

∞∑

k3=1

1

(k3π)2
‖divh vk3,h‖2

L2(Ωh). (7.4.1)

This leads us naturally to the following definition. We define the sets

G =
{
w ∈ L2(Ωh;R

2)
/

divh w ∈ L2(Ωh)
}

and

G0 = G ∩
{
w ∈ L2(T2;R2)

/ ∫

T2

w(xh) dxh = 0

}
.
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Then for any w ∈ G (resp. in G0) and any v ∈ H (resp. in H0), we define

‖w‖2
k3,Ωh

= ‖w‖2
L2(Ωh) +

1

(k3π)2
‖divh w‖2

L2(Ωh) and

vk3,h(xh) =

∫ 1

0

vh(xh, x3) cos(k3πx3) dx3.

Then Lemma 7.6 implies that

v(x) =




∑

k3∈N

vk3,h(xh) cos(k3πx3)

−
∑

k3≥1

1

k3π
divh v

k3,h(xh) sin(k3πx3)




as well as the two easy but useful properties:

‖v‖2
L2(Ω) =

∑

k3∈N

‖vk3,h‖2
k3,Ωh

and (7.4.2)

‖v‖2
L2(Ω) + ‖∂3v‖2

L2(Ω) =
∑

k3∈N

(1 + (k3π)
2)‖vk3,h‖2

k3,Ωh
. (7.4.3)

Now let us start the construction of the approximate system. Let us consider a
vector field v in the closure of C∞([0, T ];B) for the energy norm

‖v‖2
L∞([0,T ];L2) + 2ν

∫ T

0

‖∇hv(t′)‖2
L2 dt′.

We want to construct a family vεapp (smooth, divergence-free and vanishing at
the boundary), and an operator L such that

Lεvεapp = Lv,

up to small remainder terms. As we shall see later on, the operator L is related
to the linear part of the system (NSEν,E), page 158. More precisely, we want to
construct, for any η > 0, a family (vε,ηapp)ε>0 and a family (Nη)η>0 of integers
such that

Lεvε,ηapp = Lv +Rε,η, with

lim
η→0

lim sup
ε→0

‖Rε,η‖L2([0,T ];H−1,0) = 0
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while the family (Nη)η>0 is given by the condition that

‖v − vNη‖2
L∞([0,T ];L2) + 2ν

∫ T

0

‖∇h(v − vNη )(t
′)‖2
L2 dt′ ≤ η.

It seems reasonable to think that ∂tv
ε
app will be of size 1/ε. This leads us to

look for solutions of the form

vεapp = v0,int + v0,BL + εv1,int + εv1,BL + · · · ,

pε =
1

ε
p−1,int +

1

ε
p−1,BL + p0,int + p0,BL + · · · , (7.4.4)

where vj,int, vj,BL, pj,int, and pj,BL are respectively of the form

∑

k3≤Nη

(
vk3,hj,int(τ, t, xh) cos(k3πx3),−

1

k3π
divh v

k3,h
j,int(τ, t, xh) sin(k3πx3)

)
,

fj

(
τ, t, xh,

x3

ε

)
+ gj

(
τ, t, xh,

1− x3

ε

)
,

∑

k3≤Nη

pk3j,int(τ, t, xh) cos(k3πx3)

and

pj

(
τ, t, xh,

x3

ε

)
+ p̃j

(
τ, t, xh,

1− x3

ε

)
,

with τ = t/ε ·
The main difference with the well-prepared case comes from the terms of

order ε−1 in the interior. They vanish if, for any k3 ≤ Nη,
{
∂τv

k3,h
0,int +Rvk3,h0,int = −∇hpk3−1,int

∂τv
k3,h
0,int = −k3πp

k3
−1,int.

(7.4.5)

Let us introduce the following new unknown W defined by

W =

(
Wh

W 3

)
def
=



Fh divh vh
Fhcurlhvh

Fhv3


 ,

and we also denote p̂
def
= Fhp. The unknown v is recovered from W by

v = F−1
h

(
A(ξh)W

h

W 3

)
, (7.4.6)

where A(ξh) is defined by

A(ξh)
def
=

(
ξ1|ξh|−2 −ξ2|ξh|−2

ξ2|ξh|−2 ξ1|ξh|−2

)
. (7.4.7)
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We recall that ξh is in a fixed ring of R2. Let us notice that the divergence free
condition on v becomes, expressed in terms of W ,

W 1 + ∂3W
3 = 0. (7.4.8)

Moreover the system (SCεβ) turns out to be

L̃ε =



|ξh|2p̂

0
−∂3p̂


 with (7.4.9)

L̃ε
def
=


∂tW

ε,h + ν|ξh|2W ε,h − βε∂2
3W

ε,h +
1

ε
RW ε,h

∂tW
ε,3 + ν|ξh|2W ε,3 − βε∂2

3W
ε,3


 .

Remark All the computations from now on will be carried out on W rather
than on v, and in particular in the case k3 = 0. We recommend to the reader
the exercise of rewriting the proof of Lemma 7.1 in that new formulation and
recovering the formulas we will derive here (in the case k3 = 0).

The Ansatz (7.4.4) becomes

W ε = W0,int +W0,BL + εW1,int + εW1,BL + · · · ,

p̂ε =
1

ε
p̂−1,int +

1

ε
p̂−1,BL + p̂0,int + p̂0,BL + · · · ,

(7.4.10)

where Wj,int, Wj,BL, p̂j,int, and p̂j,BL are respectively of the form

∑

k3≤Nη

(
W k3,h
j,int (τ, t, ξh) cos(k3πx3),−

1

k3π
W k3,1
j,int(τ, t, ξh) sin(k3πx3)

)
,

fj

(
τ, t, ξh,

x3

ε

)
+ gj

(
τ, t, ξh,

1− x3

ε

)
,

∑

k3≤Nη

pk3j,int(τ, t, ξh) cos(k3πx3)

and

p̂j

(
τ, t, ξh,

x3

ε

)
+ p̃j

(
τ, t, ξh,

1− x3

ε

)
,

with τ = t/ε · Now the relation (7.4.5) turns out to be equivalent to

∀k3 ≤ Nη ,




∂τW

k3,h
0,int +RW k3,h

0,int =

(
|ξh|2p̂k3−1,int

0

)

∂τW
k3,3
0,int = −k3πp̂

k3
−1,int.

(7.4.11)
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The divergence-free condition as expressed in (7.4.8) gives

∀k3 ≤ Nη , W k3,1
0,int + k3πW

k3,3
0,int = 0. (7.4.12)

It determines as usual the pressure which is given here by

p̂k3−1,int = − 1

|ξh|2 + (k3π)2
W k3,2

0,int.

By (7.4.12), W k3,3
0,int is totally determined by W k3,1

0,int and the relation (7.4.11)
becomes

∂τW
k3,h
0,int = Rk3W

k3,h
0,int (7.4.13)

with

Rk3
def
=

(
0 −λ2

k3
1 0

)
and λk3

def
=

(
(k3π)

2

|ξh|2 + (k3π)2

) 1
2

· (7.4.14)

Remark Although it does not appear in the notation, to avoid unnecessary
heaviness, one should keep in mind that λk3 depends on the horizontal frequency
and not on k3 alone.

Thus, if Lk3 is the matrix defined by

Lk3(τ)
def
=




cos τk3 λk3 sin τk3

− 1

λk3
sin τk3 cos τk3


 with τk3

def
= λk3τ, (7.4.15)

we get that W k3,h
0,int can be put into the form

W k3,h
0,int = Lk3(τ)W̃ k3(t, ξh), (7.4.16)

where

W̃ k3(t, ξh) = Fh
(
divh v

k3,h
Nη

curlhv
k3,h
Nη

)
(t, ξh). (7.4.17)

Let us notice that obviously Lk3(τ) satisfies

L̇k3 +Rk3Lk3 = 0 with Lk3(0) = Id .

To sum up, we have

Wh
0,int =

∑

k3≤Nη

Lk3(τ)W̃ k3(t, ξh) cos(k3πx3) (7.4.18)

and, because of the divergence-free condition as expressed in (7.4.12),

W 3
0,int = −

∑

k3≤Nη

1

k3π
Π1Lk3(τ)W̃ k3(t, ξh) sin(k3πx3) (7.4.19)

where Π1 denotes the projection on the first coordinates in the horizontal plane.
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Remark The terms (W̃ k3)1≤k3≤Nη can be understood as the filtered part
of W0,int in the sense of Chapter 6.

From now on, we shall follow exactly the same lines as in the well-prepared
case. Let us recall them:

• We first ensure the boundary condition by introducing W k3
0,BL.

• Then, as W k3
0,BL violates the divergence-free condition, we introduce the

boundary layer of size ε W k3,3
1,BL in order to ensure that divergence-free

condition.

• This introduction of W k3,1
1,BL destroys the boundary condition which we

restore by introducing W k3
1,int.

The existence of time oscillations will make the operations a little bit more
delicate, especially in the third step where really new phenomena will appear
because of fast time oscillations.

Step 1: The boundary layer of size ε
0

Let us study the term of size ε0 for the horizontal component of the boundary
layer. As the third component of the interior solution of size ε0 is 0 on the bound-
ary, then the third component of the boundary layer of size ε0 is identically 0.
Thus ∂3p̂−1,BL = 0. We meet again the well-known fact that the pressure does
not vary in the boundary layers.

As cos(k3π) = (−1)k3 we look for the boundary layer in the form

W k3,h
0,BL

def
= Mk3

(x3

ε

)
Lk3
(
t

ε

)
W̃ k3 + (−1)k3Mk3

(
1− x3

ε

)
Lk3
(
t

ε

)
W̃ k3

and

W k3,3
0,BL = 0.

The term of size ε0:

L̃εW k3,h
0,BL = ∂tW

k3,h
0,BL − βε∂2

3W
k3,h
0,BL +

1

ε
RW k3,h

0,BL

must be zero, so we infer that

Mk3∂τLk3 − βM ′′
k3Lk3 +RMk3Lk3 = 0.

Let us note that in the case when k3 = 0, we have Lk3 = Id. This case corres-
ponds to the well-prepared case and the above relation corresponds to (7.1.4).
Thus we have

W 0,h
0,BL =

(
M0

(
x3√
E

)
+M0

(
1− x3√

E

))
W 0,h

0,int (7.4.20)

where M0 is given by (7.1.5).
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Now let us assume that k3 ≥ 1. As ∂τLk3 = −Rk3Lk3 , it turns out that the
equation on the boundary layer is





−βM ′′
k3

= Mk3Rk3 −RMk3
Mk3(0) = − Id

Mk3(+∞) = 0.

This is a linear differential equation of order 2 with an initial and a final
condition. The solution is given by

Mk3(ζ) = −
∑

±

1

2
µ±k3 exp(−ζ

±
k3
)M±

k3
(ζ±k3) with

M±
k3
(θ)

def
=

(
cos θ ∓λk3 sin θ
− sin θ ∓λk3 cos θ

)

and

ζ±k3
def
=

ζ√
2β±k3

, β±k3
def
=

β

1± λk3
and µ±k3

def
= 1∓ 1

λk3
· (7.4.21)

So stating E±k3
def
= 2ε2β±k3 , we infer by the definition of Lk3 that

W k3,h
0,BL = − 1

2

∑

±
µ±k3 exp


− x3√

E±k3


M±

k3


 x3√

E±k3

∓ λk3t

ε


 W̃ k3

− (−1)k3

2

∑

±
µ±k3 exp


−1− x3√

E±k3


M±

k3


1− x3√

E±k3

∓ λk3t

ε


 W̃ k3 ,

recalling the definition of W̃ k3 in (7.4.17). To sum up this step, if we have

Wh
0,BL =

Nη∑

k3=0

W k3,h
0,BL and W 3

0,BL = 0, (7.4.22)

whereW 0,h
0,BL is given by (7.4.20) andW k3,h

0,BL for positive k3 by the above equation,
then

‖L̃εW0,BL‖L2([0,T ];H−1,0) ≤ Cηε
1
2 . (7.4.23)
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Remarks

• The eigenvectors of M±
k3

and those of Lk3 are different and time oscillations
introduce a phase shift in the boundary layer.

• The fact that we work with a vector field, the horizontal Fourier transform
of which has its support in a ring, prevents λk3 from being too close to 1.

• Let us note that the boundary layer operators Mk3 depend strongly
on (ξh, k3).

Step 2: The divergence-free condition for boundary layers
As in the well-prepared case, the fact that the boundary layer must be divergence-
free implies that we have to introduce a vertical component of the boundary layer
of size ε. When k3 = 0, which corresponds to the well-prepared case, thanks
to (7.4.20), we find the analog of (7.1.11) in terms of the unknown W , i.e.

W 0,3
1,BL =

√
2β

(
f

(
x3√
E

)
− f

(
1− x3√

E

))
W 2

0,int, (7.4.24)

still with f(ζ) = −1

2
e−ζ(sin ζ + cos ζ).

Now let us assume that k3 is positive. The divergence-free condition as
expressed in (7.4.12) gives ε∂3W

k3,3
1,BL = −Π1W k3,h

0,BL. So we get

ε∂3W
k3,3
1,BL =

1

2

∑

±
µ±k3 exp


− x3√

E±k3




×


cos


 x3√

E±k3

∓ λk3t

ε


 W̃ k3,1 ∓ λk3 sin


 x3√

E±k3

∓ λk3t

ε


 W̃ k3,2




+
(−1)k3

2

∑

±
µ±k3 exp


−1− x3√

E±k3




×


cos


1− x3√

E±k3

∓ λk3t

ε


W̃ k3,1 ∓ λk3 sin


1− x3√

E±k3

∓ λk3t

ε


W̃ k3,2


.

We get, by integration and with the notation

cs±
def
= cos± sin and γ±k3

def
= µ±k3

√
2β±k3 , (7.4.25)
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W k3,3
1,BL = −1

4

∑

±
γ±k3 exp


− x3√

E±k3




×


cs−


 x3√

E±k3

∓ λk3t

ε


 W̃ k3,1 ∓ λk3cs

+


 x3√

E±k3

∓ λk3t

ε


 W̃ k3,2




+
(−1)k3

4

∑

±
γ±k3 exp


−1− x3√

E±k3




×


cs−


1− x3√

E±k3

∓ λk3t

ε


 W̃ k3,1 ∓ λk3cs

+


1− x3√

E±k3

∓ λk3t

ε


 W̃ k3,2


 .

It is clear that this boundary layer is a sum of a rapidly decreasing function
of x3/ε and of a rapidly decreasing function of (1− x3)/ε. But it is obvious that
these two functions do not vanish, respectively, at x3 = 0 and x3 = 1. To sum
up, we have

W 3
1,BL =

Nη∑

k3=0

W k3,3
1,BL (7.4.26)

where W 0,3
1,BL is defined by (7.4.24) and the W k3,3

1,BL for positive k3 are defined
by the above formula. The horizontal boundary layer is not given at this stage:
it will be introduced only to ensure that the boundary condition of size ε is
satisfied.

Step 3: The boundary condition of size ε

In the case when k3 = 0, we have, as in (7.1.12) and (7.1.13), up to exponentially
small terms,

W 0,3
1,BL|x3=0

= −W 0,3
1,BL|x3=1

= −D0

(
t

ε

)
W̃ 0

where D0 : R+ → L(R2;R) is defined by

D0(τ)

(
A1

A2

)
def
=

1

2

√
2β A2. (7.4.27)

Obviously D0 does not in fact depend on τ , but we use that notation to be
consistent with the k3 �= 0 case below.

In the case when k3 is positive, up to exponentially small terms we have,
stating again τk3 = λk3τ ,

W k3,3
1,BL|x3=0

= −(−1)k3W k3,3
1,BL|x3=1

= −Dk3
(
t

ε

)
W̃ k3
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where Dk3 is the linear form on R2 defined by

Dk3(τ)

(
A1

A2

)
def
=

1

4

∑

±
γ±k3
(
cs±(τk3)A

1 ∓ λk3cs
∓(τk3)A

2
)
. (7.4.28)

As in the well-prepared case (see page 162), let us lift the boundary value ofW k3,3
1,BL

by introducing the divergence-free vector field W 1,int defined by

W 1,int(τ)
def
=

Nη∑

ℓ=0

(
Dℓ(τ)W̃

ℓ
)



δℓ
0

rℓ(x3)


 (7.4.29)

with δℓ = 1 + (−1)ℓ and rℓ(x3) = 1 when ℓ is odd, rℓ(x3) = 1 − 2x3 when ℓ is
even. Then let us look for W1,int in the form

W1,int = W 1,int +

Mη∑

k3=0




W k3,h
1,int cos(k3πx3)

− 1

k3π
W k3,1

1,int sin(k3πx3)




where Mη is an integer (greater than Nη) which will be chosen later on. Let us
note that the boundary condition on the vertical component together with the
divergence-free condition are satisfied, namely

(W 3
1,BL +W 3

1,int)|∂Ω = 0 and W 1
1,int + ∂3W

3
1,int = 0.

Let us compute up to a gradient the terms of size ε0 of

L̃ε(W0,int + εW1,int).

By definition of W0,int, we have

PL̃εW0,int =

Nη∑

k3=0




Lk3
(
t

ε

)
(∂t + ν|ξh|2)W̃ k3 cos(k3πx3)

− 1

k3π
Π1

(
Lk3
(
t

ε

)
(∂t + ν|ξh|2)W̃ k3

)
sin(k3πx3)


 .

By definition of W1,int, we have

εPL̃εW1,int =

Mη∑

k3=0



(∂τ +R)W k3,h

1,int cos(k3πx3)

− 1

k3π
∂τW

k3,1
1,int sin(k3πx3)


+

(
(∂τ +R)Wh

1,int

∂τW
3
1,int

)
.

Let us approximate W 3
1,int (and thus ∂τW

3
1,int) by a sum of sin(k3πx3). This is

allowed by the following proposition.

Proposition 7.1 For any η, an integer Mη greater than Nη exists such that,
if W 1,int,Mη

is defined by

W 1,int,Mη
=

Nη∑

ℓ=0

(
Dℓ(τ)W̃

ℓ
)



δℓ
0

Mη∑

k3=1

rℓ,k3 sin(k3πx3)


 , (7.4.30)
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with rℓ,k3
def
=

1

k3π
(1 + (−1)ℓ+k3), then we have

∀T > 0 , lim
η→0

∥∥∥F−1∂τ

(
W 3

1,int −W 3
1,int,Mη

)∥∥∥
L2([0,T ];H−1,0)

= 0.

Proof Let us first observe that, by definition of the rℓ,k3 , we have

rℓ(x3) =
∑

k3≥0

rℓ,k3 sin(k3πx3).

Thus, by definition of W 1,int,Mη
, we have

∂τ (W
3
1,int −W 3

1,int,Mη
) =

Nη∑

ℓ=0

∑

k3≥Mη+1

rℓ,k3∂τDℓ(τ)W̃
ℓ sin(k3πx3).

By definition of the H−1,0 norm, we have

∥∥∥∂τ (W 3
1,int −W 3

1,int,Mη
)
∥∥∥

2

H−1,0
=

∥∥∥∥∥∥

Nη∑

ℓ=0

∂τDℓ(τ)W̃
ℓ

∥∥∥∥∥∥

2

H−1(Ωh)

×

∥∥∥∥∥∥

∑

k3≥Mη

rℓ,k3 sin(k3πx3)

∥∥∥∥∥∥

2

L2(]0,1[)

≤ C

Mη

∥∥∥∥∥∥

Nη∑

ℓ=0

∂τDℓ(τ)W̃
ℓ

∥∥∥∥∥∥

2

H−1(Ωh)

≤ Cη
Mη

Nη∑

ℓ=0

‖W̃ ℓ‖2
H−1(Ωh).

Thanks to (7.4.19), the family is assumed to be bounded in H−1,0 (this is the L2

energy estimate on the original vector field v). Thus we have
∥∥∥∂τ (W 3

1,int −W 3
1,int,Mη

)
∥∥∥

2

H−1,0
≤ Cη

Mη
·

Proposition 7.1 is now proved.

Remarks

• It is obvious that, for any Mη, W
h
1,int = Wh

1,int,Mη
.

• Until now, the time oscillations produced more complicated formulas com-
pared to the well-prepared case, but no real different phenomena. The real
difference will appear now. Indeed, in the previous computations, time
oscillations of frequency λℓ were coupled only with the vertical mode of
frequency ℓ. This is not the case anymore because W 3

1,int contains time
oscillations of frequency λℓ for any ℓ ∈ {1, . . . , Nη}.
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• The precision of the whole approximation will be limited by the above
proposition.

• The number of vertical modes Mη used for the approximation may be much
greater than Nη.

Let us go back to algebraic computations. Thanks to the above Proposi-
tion 7.1, we have

εL̃εW1,int =

Mη∑

k3=0




(∂τ +R)W k3,h
1,int cos(k3πx3)

∂τ


−

W k3,1
1,int

k3π
+

Nη∑

ℓ=0

rℓ,k3DℓW̃
ℓ


 sin(k3πx3)




+

(
(∂τ +R)Wh

1,int

0

)
+



−|ξh|2p̂0,int

0
∂3p̂0,int


+Rε,η.

As usual, the divergence-free condition determines the pressure. Here, it seems
natural to look for p̂0,int in the form

p̂0,int =

Mη∑

k3=0

p̂k30,int cos(k3πx3).

We find

p̂0
0,int =

1

|ξh|2
(
∂τ (W

0,1
1,int +W 1

1,int)−W 0,2
1,int

)
and

p̂k30,int =
1

|ξh|2 + (k3π)2


∑

ℓ≤Nη

k3πrℓ,k3
dDℓ
dτ

W̃ ℓ −W k3,2
1,int


 for k3 �= 0.

This gives

εPL̃εW1,int =

Mη∑

k3=0




Lε,hk3 cos(k3πx3)

−
Lε,1k3
k3π

sin(k3πx3)


+Rε,η with

Lε,h0 =




0
Nη∑

ℓ=0

δℓDℓ(τ)W̃
ℓ


+

(
0

∂τW
0,2
1,int +W 0,1

1,int

)
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and, for k3 �= 0,

Lε,hk3 = (∂τ +Rk3)W
k3,h − Fk3 with

Fk3(τ)
def
=

1− λ2
k3

4

∑

ℓ≤Nη

k3πrℓ,k3λℓ
∑

±
γ±ℓ M

±
ℓ (τ)W̃ ℓ and (7.4.31)

M±
ℓ (τ)

def
=

(
− sin τℓ ± cos τℓ ±λℓ sin τℓ + λℓ cos τℓ

0 0

)
. (7.4.32)

We infer that

PL̃ε(W0,int + εW1,int) =

Mη∑

k3=0




Wk3,h cos(k3πx3)

−Wk3,1

k3π
sin(k3πx3)




with, for k3 = 0,

W0,h = (∂t + ν|ξh|2)W 0,h
0,int +




0
Nη∑

ℓ=0

δℓDℓ(τ)W̃
ℓ


+

(
0

∂τW
0,2
1,int +W 0,1

1,int

)
,

for k3 ∈ {1, . . . , Nη},

Wk3,h = Lk3
(
t

ε

)
(∂t + ν|ξh|2)W̃ k3 + (∂τ +Rk3)W

k3,h − Fk3

and, for k3 ∈ {Nη + 1, . . . ,Mη},
Wk3,h = (∂τ +Rk3)W

k3,h − Fk3 .

The following lemma sorts all the time oscillations which are contained in the
term Fk3 .

Lemma 7.7 We have the following identity:

Fk3(τ) = Lk3(τ)


−Bk3W̃ k3 +

Nη∑

ℓ=1

Bk3,ℓ(τ)W̃
ℓ


 if k3 ∈ {1, . . . , Nη}

Fk3(τ) = Lk3(τ)
Nη∑

ℓ=1

Bk3,ℓ(τ)W̃
ℓ if k3 ∈ {Nη + 1, . . . ,Mη}

where Bk3,ℓ(τ) are matrices, the coefficients of which are cosine or sine functions
of (λk3 ± λℓ)τ for ℓ �= k3 and of 2λk3τ when ℓ = k3, and where, for k3 ≤ Nη,

Bk3
def
=

(1− λ2
k3
)λk3

4




γ−k3 − γ+
k3

−λk3(γ+
k3

+ γ−k3)

γ+
k3

+ γ−k3
λk3

γ−k3 − γ+
k3


 ·
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Proof It is elementary. Let us observe that, by the definition of Lk3 and M±
ℓ ,

we have

L−1
k3

(τ)M±
ℓ =




cos τk3(− sin τℓ ± cos τℓ) λℓ cos τk3(cos τℓ ± sin τℓ)
1

λk3
sin τk3(− sin τℓ ± cos τℓ)

λℓ
λk3

sin τk3(cos τℓ ± sin τℓ)




Using the formulas which transform a product of two sines or cosines into a sum,
we infer that, when ℓ �= k3,

L−1
k3

(τ)M±
ℓ (τ) = Bk3,ℓ(τ).

When ℓ = k3, we have

L−1
k3

(τ)M±
k3

=
1

2




±1 λk3

− 1

λk3
±1


+Bk3,k3 .

This proves the lemma.

Now we can write the terms Wk3,h in a simpler way. We have, for k3 = 0,

W0,h = (∂t + ν|ξh|2)W 0,h
0,int +

(
0

W 0,1
1,int

)
+




0

∂τW
0,2
1,int +

Nη∑

ℓ=0

δℓDℓ(τ)W̃
ℓ


 ,

for k3 ∈ {1, . . . , Nη},

Wk3,h = Lk3(τ)(∂t + ν|ξh|2) +Bk3W̃
k3

+ (∂τ +Rk3)W
k3,h
1,int − Lk3(τ)

Nη∑

ℓ=0

Bk3,ℓ(τ)W̃
ℓ ,

and for k3 ∈ {Nη + 1, . . . ,Mη},

Wk3,h = (∂τ +Rk3)W
k3,h
1,int − Lk3(τ)

Nη∑

ℓ=0

Bk3,ℓ(τ)W̃
ℓ.

Let us define

W 0,h
1,int =




0
Nη∑

ℓ=1

δℓ
∑

±

γ±ℓ
4λℓ

(
∓cs∓(τℓ)W̃

ℓ,1 + λℓcs
±(τℓ)

)
W̃ ℓ,2


 (7.4.33)

and, for k3 ∈ {1, . . . ,Mη},

W k3,h
1,int = Lk3

(
t

ε

) Nη∑

ℓ=1

Ck3,ℓ

(
t

ε

)
W̃ ℓ(t) (7.4.34)
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where the Ck3,ℓ are (2 × 2 matrix valued) smooth bounded functions of τ , the
derivatives of which are the oscillating functions Bk3,ℓ.

This gives

PL̃ε(W0,int + εW1,int)

=




0(
∂t + ν|ξh|2 +

√
2β
)
W 0

0,int

0


 (7.4.35)

+




Lk3
(
t

ε

)(
∂t + ν|ξh|2 +Bk3

)
W̃ k3 cos(k3πx3)

− 1

k3π
Π1Lk3

(
t

ε

)(
∂t + ν|ξh|2 +Bk3

)
W̃ k3 sin(k3πx3)


+Rε,η.

Note that the horizontal components do not satisfy the Dirichlet boundary condi-
tion. As usual that is taken care of by introducing a boundary layer W k3,h

1,BL which

will cancel out the value of W k3,h
1,int at the boundary. We therefore define W k3,2

1,BL

exponentially decreasing away from the boundary, such that

W k3,h
1,BL|∂Ω = −W k3,h

1,int|∂Ω.

We will not give the explicit value of W k3,h
1,BL here as it is of no use in the following.

As in the well-prepared case, the introduction of W k3,h
1,BL requires introducing an

additional boundary layer of order 2 called W k3,h
2,BL in the decomposition, to take

care of the divergence-free condition. Again explicit values are unnecessary and
are omitted.

Remark It can be useful to notice that solutions of
(
d

dt
+ ν|ξh|2 +Bk3

)
W̃ k3 = 0

are written

W̃ k3(t) = e−ν|ξh|
2t−Pk3 t




cos δk3t λk3 sin δk3t

− 1

λk3
sin δk3t cos δk3t


 W̃ k3(0) (7.4.36)

with

δk3
def
=

(1− λ2
k3
)λk3

4
(γ+
k3

+ γ−k3) and Pk3
def
=

(1− λ2
k3
)λk3

4
(γ−k3 − γ+

k3
).

By formulas (7.4.21) and (7.4.25), we have

γ−k3 − γ+
k3

=

√
2β

λk3

(
1 + λk3√
1− λk3

+
1− λk3√
1 + λk3

)
> 0. (7.4.37)
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Let us now sum up the above construction in order to state (and prove) the
analog of Lemma 7.1, page 164. We are going to define the approximation

vεapp = v0,int + v0,BL + εv1,int + εv1,BL + ε2v2,BL

such that there is a smooth function vexp, exponentially decreasing near ∂Ω,
satisfying

div(vεapp − vexp) = 0 and (vεapp − vexp)|∂Ω = 0.

Let us give the explicit expression of each term of the decomposition (up to
the boundary layers of order 1 and more, and the exponentially decreasing
remainder). In order to do so, we need to define a one-parameter group of unit-
ary operators on L2 we shall denote by (L(τ))τ∈R. By the density Lemma 7.6,
defining (L(τ))τ∈R on B will give a definition on H. So let us state, for any v ∈ B,

(L(τ)v)(xh, x3)
def
=

(
v0,h(xh)

0

)

+ F−1
h

∞∑

k3=1




A(ξh)Lk3(τ)A−1(ξh)v̂
k3,h(ξh) cos(k3πx3)

i

k3π
ξh ·A(ξh)Lk3(τ)A−1(ξh)v̂

k3,h(ξh) sin(k3πx3)


 (7.4.38)

where A(ξh) is defined by (7.4.7) and Lk3(τ) by (7.4.15).
Let us remark that when k3 = 0, (this corresponds to the well-prepared case

studied in the previous section), we get Lk3 = Id because in that case λk3 = 0.
Let us note that (L(τ))τ∈R is a group of unitary operators on Hs,0 for any real
number s. Moreover, the restriction of L(τ) to functions which do not depend on
the third variable (which corresponds to the well-prepared case) is the identity.
We will call the group (L(τ))τ∈R the Poincaré group.

Similarly we shall need the definition of the following “Ekman operator”,
which once again we define on B:

(Ev)(xh, x3)
def
=
√

2β

(
v0,h(xh)

0

)

+ F−1
h

∞∑

k3=1




A(ξh)Bk3A
−1(ξh)v̂

k3,h(ξh) cos(k3πx3)
i

k3π
ξh ·A(ξh)Bk3A

−1(ξh)v̂
k3,h(ξh) sin(k3πx3)


 (7.4.39)

with

Bk3 = αk3Id +
1− λ2

k3

4
Rk3 (7.4.40)

where

αk3 =
(1− λ2

k3
)λk3

4
(γ−k3 − γ+

k3
) > 0 and γ±k3

def
=

(
1∓ 1

λk3

)√
2β

1± λk3
·

Let us note that the restriction of E on functions which do not depend on the
third variable (which again corresponds to the well-prepared case) is

√
2β Id.
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Proposition 7.2 The operator E defined by the above formula (7.4.39) is a
non-negative, bounded operator on B for the L2 norm.

Proof Let us start by proving that E is non-negative. Using (7.4.2), we have
for any u ∈ H (resp. in H0)

(Eu | u)L2(Ω) =
∑

k3∈N

(Ek3uk3,h | uk3,h)k3,Ωh
,

where

Ek3w = F−1
h (A(ξh)Bk3A

−1(ξh)ŵ(ξh)).

So by (7.4.40) we have

Ek3 = F−1
h

(
αk3Id +

1− λ2
k3

4
A(ξh)Rk3A

−1(ξh)

)
.

We know that the evolution group generated by Rk3 is an isometry of G (resp.
of G0) because L is an isometry of H. It follows that

(Ek3uk3,h | uk3,h)k3,Ωh
≥ 0.

Now let us prove the L2 boundedness. According to (7.4.1), we have

‖Ev‖2
H = 2β‖v0,h‖2

L2(Ωh) +

∞∑

k3=1

4π2‖A(ξh)Bk3A
−1(ξh)v

k3,h‖2
L2(Ωh,dξh)

+

∞∑

k3=1

4π

k2
3

‖ξh ·A(ξh)Bk3A
−1(ξh)v̂

k3,h(ξh)‖2
L2(Ωh,dξh).

We leave to the reader the fact that

sup
ξh,k3

‖Bk3‖L(R2;R2) < +∞.

As A(ξh) is homogeneous of degree −1, this implies that

sup
ξh,k3

‖A(ξh)Bk3A
−1(ξh)‖L(R2;R2) = C < +∞.

Thus we have that

∞∑

k3=1

4π2‖A(ξh)Bk3A
−1(ξh)v

k3,h‖2
L2 ≤ C

∞∑

k3=1

‖v̂k3,h‖2
L2
h
.

By definition of A(ξh), we have ξh ·A(ξh)W = W 1. Thus we infer

i

k3π
ξh ·A(ξh)Bk3A

−1(ξh)v̂
k3,h(ξh) =

1

k3π
Π1(Bk3A

−1(ξh)v̂
k3,h(ξh)).
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Let us observe that, by definition of Bk3 and A−1(ξh), we have

V k3(ξh)
def
=

i

k3π
Π1Bk3A

−1(ξh)v̂
k3,h(ξh)

= i
(1− λ2

k3
)

4k3π
λk3(γ

−
k3

− γ+
k3
)(A−1(ξh)v̂

k3,h)1

− i
(1− λ2

k3
)

4k3π
λ2
k3(γ

−
k3

+ γ+
k3
)(A−1(ξh)v̂

k3,h)2

= i
(1− λ2

k3
)

4
λk3(γ

−
k3

− γ+
k3
)

1

k3π
(Fh divh vk3,h)(ξh)

− (1− λ2
k3
)

4k3π
λ2
k3(γ

−
k3

+ γ+
k3
)Fh(curlhvk3,h).

Straightforward computations left to the reader imply that a constant C exists
such that

∣∣∣∣
1− λk23

4
λk3(γ

−
k3

− γ+
k3
)

∣∣∣∣ ≤ C and
(1− λ2

k3
)

4k3π
λ2
k3(γ

−
k3

+ γ+
k3
) ≤ C

|ξh|
·

Thus we have

1

k3π

∥∥Π1Bk3A
−1(ξh)v̂

k3,h(ξh)
∥∥2

L2
h

≤ C

(k3π)2
‖divh vk3,h‖2

L2
h
+ C‖vk3,h‖2

L2
h
.

(7.4.41)
Then we deduce that

‖Ev‖2
H ≤ C

∞∑

k3=0

‖vk3,h‖2
k3,Ωh

≤ C‖v‖2
H.

Thus Proposition 7.2 is proved.

In order to solve the limit system (NSEν,E) that will appear in the case of periodic
horizontal boundary conditions, we will need the following result.

Proposition 7.3 The operator E defined by the above formula (7.4.39) is a
non-negative, bounded operator on H ∩H0,1.

Proof Using (7.4.3) it is a straightforward adaptation of the proof of Proposi-
tion 7.2: indeed the orthonormal basis used for the description of E is a basis of
diagonalization of ∂2

3 .

Now let us consider a time-dependent family (vNη )η>0 in C1([0, T ];BNη ). We
define first

v0,int = L
(
t

ε

)
vNη . (7.4.42)
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Then we state

v0,BL = F−1
h

(
A(ξh)W

h
0,BL

0

)
, (7.4.43)

where Wh
0,BL is defined by (7.4.22). Next we define

v1,int = F−1
h

(
A(ξh)W

h
1,int

W 3
1,int

)
, (7.4.44)

with Wh
1,int defined by (7.4.33) and (7.4.34). Now we define

ṽε,ηapp = v0,int + v0,BL + εv1,int (7.4.45)

and as noted before, there are vector fields v1,BL, v2,BL and vexp, smooth and
exponentially decreasing near ∂Ω such that

vε,ηapp
def
= ṽε,ηapp + εvh1,BL + ε2v2,BL + vexp (7.4.46)

is divergence-free and vanishes at the boundary. Thanks to (7.4.23) we know
that Lεv0,BL is a remainder term, and of course the same goes for εLεv1,BL,
for ε2Lεv2,BL and for Lεvexp. By definition of L and E , the formula (7.4.35)
becomes therefore

PLεvε,ηapp = (∂t − ν∆h + E)vNη +Rε,η. (7.4.47)

Now we are ready to state the key lemma. We denote the limit system by

(SEν,E)





∂tv − ν∆h v + E v = f −∇p
div v = 0

v|t=0 = v0 .

The proof of the following elementary proposition is left to the reader.

Proposition 7.4 Let T be in R
+
, and let v0 ∈ H(Ω) be given. Consider f

in the space L2([0, T ];H−1,0). Then there is a unique vector field v belonging
to C([0, T ];H(Ω)) ∩ L2([0, T ];H1,0) solution of (SEν,E). It satisfies, moreover,
for all t ∈ [0, T ],

1

2
‖v(t)‖2

L2 + ν

∫ t

0

‖∇hv(t′)‖2
L2dt′ +

∫ t

0

(Ev(t′)|v(t′)) dt′

=
1

2
‖v0‖2

L2 +

∫ t

0

〈f(t′), v(t′)〉 dt′.

Lemma 7.8 Let T be in R
+
, and let v0 ∈ H(Ω) be given. Consider f in the

space L2([0, T ];H−1,0), and denote by v the solution of (SEν,E). Then for any
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positive η, there exists a family (vε,ηapp)ε>0 of smooth divergence-free vector fields
on Ω, vanishing on the boundary, such that

∥∥∥∥PL
εvε,ηapp − L

(
t

ε

)
f

∥∥∥∥
L∞([0,T ];H−1,0)

= ρε,η, and (7.4.48)

Et

(
vε,ηapp − L

(
t

ε

)
v

)
= ρε,η. (7.4.49)

Moreover the energy of vε,ηapp is controlled, in the sense that

Eεt (v
ε,η
app) ≤ ‖v0‖2

L2 +

∫ t

0

〈f(t′), v(t′)〉dt′ + ρε,η. (7.4.50)

Proof Calling PN the orthogonal projection from H onto BN , let us define

v0,N
def
= PNv0 and fN

def
= PNf.

Then since

lim
N→∞

v0,N = v0 in H,

and

lim
N→∞

fN = f in L2([0, T ];H−1,0),

we can choose Nη ∈ N such that

‖v0,Nη − v0‖H + ‖fN − f‖L2([0,T ];H−1,0) ≤ η.

We will call vNη the associate solution of (SEν,E), which since PNE = EPN
satisfies

‖vNη − v‖2
L∞([0,T ];H(Ω)) + 2ν

∫ T

0

‖∇h(vNη − v)(t)‖2
L2(Ω)dt ≤ Cη2.

Inequality (7.4.49) will therefore be proved if we show that

lim sup
ε→0

sup
t∈[0,T ]

Et

(
vε,ηapp − L

(
t

ε

)
vNη

)
= 0. (7.4.51)

Let us write

vNη (xh, x3) = (v0,h(xh), 0)

+
∑

1≤k3≤Nη




vk3,hNη
(xh) cos k3πx3

− 1

k3π
divh v

k3,h
Nη

(xh) sin k3πx3


 . (7.4.52)

Then, as in (7.4.45) and (7.4.46), we can define an approximate solution vε,ηapp,
divergence-free and vanishing at the boundary, such that by (7.4.47)

PLεvε,ηapp − (∂t − ν∆h + E)vNη = Rε,η,

which directly yields (7.4.48).
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Let us prove the estimate (7.4.51). According to the definition (7.4.42) of v0,int

and to the relations (7.4.45) and (7.4.46), we have

vε,ηapp = L
(
t

ε

)
vNη + v0,BL + εv1,int + εv1,BL + ε2v2,BL + vexp

so to prove (7.4.51), we need to check that

Et(v0,BL + εv1,int + εv1,BL + ε2v2,BL + vexp) = ρε,η.

This is achieved, just like in the well-prepared case, by noticing that

2∑

j=0

εj‖vεj,BL(t)‖L2 + ε‖v1,int(t)‖L2 + ‖vexp(t)‖L2 ≤ Cηε
1
2 .

In order to prove estimate (7.4.50), let us start from (7.4.48) which claims that

PLεvε,ηapp = L
(
t

ε

)
f +Rε,η.

An energy estimate implies that

Eεt (v
ε,η) = ‖vε,ηapp(t)‖2

L2 + 2ν

∫ t

0

‖∇hvε,η(t′)‖2
L2dt′ + 2β

∫

0

t‖∂3v
ε,η‖2

L2dt′

= 2

∫ t

0

〈
L
(
t′

ε

)
f(t′), vε,η(t′)

〉
dt′ + 2

∫ t

0

〈Rε,η(t′), vε,η(t′)〉dt′.

Thanks to (7.4.51), we have
∥∥∥∥v
ε,η − L

(
t

ε

)
v

∥∥∥∥
L2([0,T ];H1,0)

= ρε,η.

This implies that

2

∫ t

0

〈
L
(
t′

ε

)
f(t′), vε,η(t′)

〉
dt′ ≤ 2

∫ t

0

〈
L
(
t′

ε

)
f(t′),L

(
t′

ε

)
v(t′)

〉
dt′ + ρε,η.

As L is a group of isometries of L2, we have tLL = Id. This gives

2

∫ t

0

〈
L
(
t′

ε

)
f(t′), vε,η(t′)

〉
dt′ ≤ 2

∫ t

0

〈f(t′), v(t′)〉dt′ + ρε,η.

Thanks to (7.4.49), we have

2

∫ t

0

〈Rε,η(t′), vε,η(t′)〉 dt′ ≤ 2‖Rε,η‖L2([0,T ];H−1,0)‖vε,η‖L2([0,T ];H1,0) = ρε,η.

The whole of Lemma 7.8 is proved.
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7.5 Non-linear estimates in the ill-prepared case

As in the well-prepared case discussed in Section 7.2, we shall see in this section
that Ekman boundary layers do not affect non-linear terms. The two estimates
proved here (Lemmas 7.9 and 7.10) will be essential in the proof of Theorems 7.2
and 7.3 in the following sections.

Let us start by proving the following lemma, which is the generalization of
Lemma 7.2 to the case of ill-prepared data. It claims that Ekman boundary
layers disappear in non-linear terms.

Lemma 7.9 Let us consider v and f two vector fields satisfying the hypotheses
of Lemma 7.8. Let us consider any family of approximations (vε,ηapp)ε>0 given by
Lemma 7.8; we have

lim
ε→0

∥∥∥∥v
ε,η
app · ∇vε,ηapp − L

(
t

ε

)
vNη · ∇L

(
t

ε

)
vNη

∥∥∥∥
L2([0,T ];L2)

= 0.

Proof Recalling that L (t/ε) vNη = vε0,int, let us write (omitting to mention the
dependance on η to avoid excessive heaviness)

vεapp · ∇vεapp − vε0,int · ∇vε0,int =

4∑

j=1

Bεj with

Bε1
def
= (vεapp − vε0,int)

h · ∇hvεapp,

Bε2
def
= vε,h0,int · ∇h(vεapp − vε0,int),

Bε3
def
= (vεapp − vε0,int)

3∂3v
ε
app,

Bε4
def
= vε,30,int∂3(v

ε
app − vε0,int).

We have

‖Bε1‖L2([0,T ];L2) ≤ ‖vεapp − vε0,int‖L∞([0,T ];L2)‖∇hvεapp‖L2([0,T ];L∞).

By definition of vεapp, the difference vεapp − vε0,int consists of terms of order ε and
of a boundary layer of order 0. Obviously, we get that

‖vεapp − vε0,int‖L∞([0,T ];L2) ≤ Cηε
1
2 . (7.5.1)

Using the fact that the horizontal Fourier transform of vεapp is supported in
B(0, N), we get, using the energy estimate (7.4.50), that

‖∇hvεapp‖L2([0,T ];L∞) ≤ Cη and thus lim
ε→0

‖Bε1‖L2([0,T ];L2) = 0.

The estimate on Bε2 is analogous. The terms Bε3 and Bε4 in which vertical
derivatives are involved require different arguments. We have that

‖Bε3‖L2([0,T ];L2) ≤ ‖vε,3app − vε,3int‖L∞([0,T ];L∞)‖∂3v
ε
app‖L2([0,T ];L2).
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As vε,3int vanishes on the boundary, there is no boundary layer term of order zero

on the vertical component of vεapp. Thus the term vε,3app − vε,30,int consists of a finite
sum of bounded terms (uniformly with respect to ε) of order ε. Thus we have

‖vε,3app − vε,3int‖L∞([0,T ];L∞) ≤ ε.

This implies that

‖Bε3‖L2([0,T ];L2) ≤ Cηε‖∂3v
ε
app‖L2([0,T ];L2).

The energy estimate (7.4.50) claims in particular that

ε
1
2 ‖∂3v

ε
app‖L2([0,T ];L2) = C

1
2
0 .

This gives that

lim
ε→0

‖Bε3‖L2([0,T ];L2) = 0.

In order to estimate Bε4, let us study vε,30,int. By definition of vε,30,int, it consists of
a finite sum of smooth functions which vanish on the boundary. It follows that

‖vε,30,int(t, ·, x3)‖L∞
T (L∞

h ) ≤ Cηd(x3)

where d(x3) denotes the distance to the boundary of ]0, 1[. As

‖Bε4‖2
L2([0,T ]×Ω) ≤

∫

[0,T ]×[0,1]

‖vε,30,int(t, ·, x3)‖2
L∞
h
‖∂3(v

ε,3
app − vε,30,int)(t, ·, x3)‖2

L2
h
dx3dt,

we infer that

‖Bε4‖2
L2([0,T ]×Ω) ≤ Cη

∫

[0,T ]×[0,1]

d2(x3)‖∂3(v
ε
app − vε0,int)(t, ·, x3)‖2

L2
h
dx3dt.

The worse term of ∂3(v
ε
app − vε0,int) is ∂3v

ε,h
0,BL. More precisely, using (7.4.45) and

(7.4.46), we get

∫ 1

0

d2(x3)‖∂3(v
ε
app − vε0,int)(t, ·, x3)‖2

L2
h
dx3

≤
∫ 1

0

d2(x3)‖∂3v
ε
0,BL(t, ·, x3)‖2

L2
h
dx3 + ρε,η.

By definition of vε0,BL, we have

‖∂3v
ε
0,BL(t, ·, x3)‖L2(Ωh) ≤

Cη
ε

N∑

k3=0

‖ṽk3,hN (t)‖L2
h

×
∑

±
sup
ξh∈CN


exp


− x3

ε
√

2β±k3


+ exp


− 1− x3

ε
√

2β±k3




 ,
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where recall that CN = C(1/N,N). So we infer that

∫ 1

0

d2(x3)‖∂3v
ε
0,BL(t, ·, x3)‖2

L2
h
dx3 ≤ Cηε

N∑

k3=0

‖vk3,hN (t, ·)‖2
L2
h

×
∫ 1

0

d2(x3)

ε2
exp

(
−Cηd(x3)

ε

)
dx3

ε
·

Computing the integral gives

∫ 1

0

d2(x3)‖∂3v
ε
0,BL(t, ·, x3)‖2

L2
h
dx3 ≤ Cηε

N∑

k3=0

‖vk3,hN (t, ·)‖2
L2
h
.

By definition of vN , using the result that the family (sin(k3πx3)) is orthogonal
in L2, we infer that

∫ 1

0

d2(x3)‖∂3v
ε
0,BL(t, ·, x3)‖2

L2
h
dx3 ≤ Cηε‖vN‖2

L2 . (7.5.2)

The lemma is proved.

The following result is the analog of Lemma 7.3, in the ill-prepared case. We
have defined, for any vector field v,

v = v + ṽ, where v =

∫ 1

0

v(xh, x3) dx3.

Lemma 7.10 Let v be a solution of (SEν,E) and let η be a positive real number.
Denote by (vε,ηapp)ε>0 the family given by Lemma 7.8. Then for any vector field δ
belonging to L∞([0, T ];H) ∩ L2([0, T ];Vσ), we have

∫ T

0

(
δ(t) · ∇δ(t)|vεapp(t)

)
L2 dt ≤

(
Cηε

1
2 +

1

4

)
EεT (δ)

+

∫ T

0

(
δ(t) · ∇δ(t)|L

(
t

ε

)
ṽNη (t)

)

L2

dt+
C

ν

∫ T

0

‖∇hv(t)‖2
L2‖δ(t)‖2

L2dt.

Proof The proof follows the lines of the proof of Lemma 7.3 in the well-
prepared case, so we will skip some details. We can decompose

vεapp = (vεapp − vNη − v0,BL) + vNη + L
(
t

ε

)
ṽNη + v0,BL,

and as for (7.2.1) we have ‖vεapp − vNη − v0,BL‖L∞([0,T ]×Ω) ≤ Cηε. So we infer as
in the case of (7.2.1) that

∫ T

0

(
δ(t) · ∇δ(t)|(vεapp − vNη − v0,BL)(t)

)
L2 dt ≤ Cηε

1
2Eεt (δ).
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Similarly we have as in (7.2.3)
∫ T

0

(
δ(t) · ∇δ(t)|vNη (t)

)
L2 dt ≤

ν

2

∫ T

0

‖∇hδ(t)‖2
L2dt

+
C

ν

∫ T

0

‖∇hvNη (t)‖2
L2‖δ(t)‖2

L2dt,

so we are left with the term containing the boundary layers, which as in the well-
prepared case we want to prove it can be neglected. We recall that

v0,BL = F−1
h

(
A(ξh)W

h
0,BL,W

3
0,BL

)
where Wh

0,BL =

Nη∑

k3=0

W k3,h
0,BL

and where W 0,h
0,BL is given by the boundary layer of the well-prepared case

(hence its contribution can be neglected just like in the well-prepared case),

and where W k3,h
0,BL is given by (7.4.22). Writing that

|v0,BL(x)| ≤ CNη sup
ξh∈CNη

Nη∑

k3=0


exp


− x3

ε
√

2β±k3


+ exp


− 1− x3

ε
√

2β±k3




 ,

the lemma follows exactly as in the well-prepared case.

7.6 The convergence theorem in the whole space

The goal of this section is to prove Theorem 7.2. Let us start by considering u,
the solution of

(NSEν,β)





∂tu+ divh(u⊗ u)− ν∆h u+
√

2β uh = −(∇hp, 0)
divh u = 0

u|t=0 = uh0
def
=

∫ 1

0

uh0 (xh, x3)dx3.

Then let us consider u, the solution of the forced equation

(FSEν,E)





∂tu− ν∆hu+ Eu = (Q(u, u), 0)

div u = 0

u|t=0 = u0.

Let us note that u

∫ 1

0

u(xh, x3)dx3 is the solution of (FSEν,E). The main step of

the proof of Theorem 7.2 consists in proving the following lemma.

Lemma 7.11 Let η > 0 be given, and consider (uε,ηapp)ε>0, the family of
approximations given by Lemma 7.8 associated with η and u. Then

sup
t∈[0,T ]

Eεt (u
ε − uε,ηapp) = ρε,η. (7.6.1)
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Remark Lemma 7.11 does not imply Theorem 7.2 directly as it remains to
prove that uε,ηapp converges towards u in some sense. That is the purpose of
Lemma 7.13 below.

Proof of Lemma 7.11 Let us start by recalling that

uε,η0,int = uNη + L
(
t

ε

)
ũNη with

uNη

def
= F−1

(
1C( 1

Nη
,Nη)Fu

)
and

ũNη

def
=

Nη∑

k3=1




ũk3,h(xh) cos(k3πx3)

− 1

k3π
divh ũ

k3,h(xh) sin(k3πx3)


 ,

the support of the horizontal Fourier transform of ũk3,h being included in the
ring C(1/Nη, Nη).

In order to prove Lemma 7.11, we will follow the same method as in the
well-prepared case, namely a weak–strong uniqueness argument. Let us indeed
apply Lemma 7.5 to uε,ηapp (omitting again the smoothing in time). We find

Eεt (δ
ε) = Eεt (u

ε) + Eεt (u
ε,η
app)− 2(u0|uε,ηapp|t=0)L2

− 2

∫ t

0

(
δε(t′) · ∇δε(t′)|uε,ηapp(t

′)
)
L2 dt

′

+ 2

∫ t

0

(Gε(uε,ηapp)(t
′)|uε(t′))L2dt′, (7.6.2)

where according to Lemma 7.8,

Gε(uε,ηapp) = uε,ηapp · ∇uε,ηapp + Lεuε,ηapp

= uε,ηapp · ∇uε,ηapp − uh · ∇hu+Rε,η +∇pε. (7.6.3)

We have as usual

Eεt (u
ε) ≤ ‖u0‖2

L2 . (7.6.4)

Moreover by Lemma 7.8 we have

Eεt (u
ε,η
app) ≤ ‖u0‖2

L2 + 2

∫ t

0

〈uh · ∇hu, u〉(t′)dt′ + ρε,η.

Let us define ũ = u− u. Then by definition

∂tũ− ν∆hũ+ E ũ = 0, with ũ|t=0 = u0 − (uh0 , 0),
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which in particular implies that

∀t ≥ 0,

∫ 1

0

ũh(t, xh, x3)dx3 = 0.

Writing 〈u · ∇hu, u〉 = 〈u · ∇hu, u〉+ 〈u · ∇hu, ũh〉, we find that

∫ t

0

〈u · ∇hu, u〉(t′)dt′ = 0

hence

Eεt (u
ε,η
app) ≤ ‖u0‖2

L2 + ρε,η. (7.6.5)

Finally clearly ‖uεapp|t=0 − u0‖L2 = ρε,η. So with (7.6.4) and (7.6.5) we get

Eεt (u
ε) + Eεt (u

ε,η
app)− 2(u0|uε,ηapp|t=0)L2 = ρε,η. (7.6.6)

Then Lemma 7.10 implies that

∫ t

0

(
δε(t′) · ∇δε(t′)|uε,ηapp(t

′)
)
L2 dt ≤

(
ρε,η +

1

4

)
Eεt (δ

ε) +

2∑

j=1

Uj(t) (7.6.7)

with

U1(t)
def
=

∫ t

0

(
δε(t′) · ∇δε(t′)|L

(
t′

ε

)
ũN (t′)

)

L2

dt′ and

U2(t)
def
=

C

ν

∫ t

0

‖∇hu(t′)‖2
L2‖δε(t′)‖2

L2dt′.

Finally since Q is continuous from L4
T (L

4
h) × L4

T (L
4
h) into L2

T (H
−1(Ωh))

(denoting Lph for Lp(Ωh)), we can write

Gε(uε,ηapp) = F ε,η1 + F ε,η2 +Rε,η +∇pε with

F ε,η1
def
= uε,ηapp · ∇uε,ηapp − uε,η0,int · ∇uε,η0,int and

F ε,η2
def
= uε,η0,int · ∇uε,η0,int − uNη · ∇uNη .

Notice that by Lemma 7.9 we have lim
ε→0

‖F ε,η1 ‖L2([0,T ];L2) = 0. As in the case

of (7.3.4) and (7.3.5), we have

∫ t

0

(Rε,η(t′) + F ε,η1 (t′)|uε(t′))L2 dt
′ = ρε,η,
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so finally

∫ t

0

(Gε(uε,ηapp)(t
′)|uε(t′))L2dt′ ≤

∫ t

0

(F ε,η2 (t′)|uε(t′))L2dt′ + ρε,η. (7.6.8)

Plugging (7.6.6), (7.6.7) and (7.6.8) into (7.6.2) implies that for ε small enough,

Eεt (δ
ε) ≤ ρε,η +

C

ν

∫ t

0

‖∇hu(t′)‖2
L2‖δε(t′)‖2

L2dt′ +
2∑

j=1

Ej(t) (7.6.9)

with

E1(t)
def
= C

∣∣∣∣
∫ t

0

(F ε,η2 (t′)|uε(t′))L2dt′
∣∣∣∣

E2(t)
def
= C

∣∣∣∣
∫ t

0

(
δε(t′) · ∇δε(t′)|L

(
t′

ε

)
ũN

)
dt′
∣∣∣∣ .

Let us note that for the moment no dispersive effects have been used, and the
computations hold in the periodic setting as well as in R2. However to continue
the proof we will argue differently depending on the setting.

As xh is in R2 in this section, we will be able to use Strichartz estimates to
get rid of F ε,η2 and of L (t′/ε) ũN in estimate (7.6.9). Let us write

F ε,η2 = uε0,int · ∇(uε0,int − uN ) + (uε0,int − uN ) · ∇uN

= uε0,int · ∇L
(
t

ε

)
ũN + L

(
t

ε

)
ũN · ∇uN .

Using the fact that ũN and thus L(t/ε)ũN is a finite sum of products of func-
tions of xh, the horizontal Fourier transform of which is supported in B(0, N)
by cos k3πx3 or sin k3πx3, we have
∥∥∥∥u
ε
0,int · ∇L

(
t

ε

)
ũN

∥∥∥∥
L2([0,T ];L2)

≤ Cη‖uε0,int‖L∞([0,T ];L2)

∥∥∥∥L
(
t

ε

)
ũN

∥∥∥∥
L2([0,T ];L∞).

Let us postpone the proof of the following lemma which is a consequence of
dispersive effects.

Lemma 7.12 For every N ∈ N and every T > 0, the following estimate holds:

lim
ε→0

∥∥∥∥L
(
t

ε

)
ũN

∥∥∥∥
L2([0,T ];L∞)

= lim
ε→0

∥∥∥∥∇L
(
t

ε

)
ũN

∥∥∥∥
L2([0,T ];L∞)

= 0.

This lemma implies immediately that

lim
ε→0

∥∥∥∥u
ε
0,int · ∇L

(
t

ε

)
ũN

∥∥∥∥
L2([0,T ];L2)

= 0.
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As above, we can write that
∥∥∥∥L
(
t

ε

)
ũN · ∇uN

∥∥∥∥
L2([0,T ];L2)

≤ Cη

∥∥∥∥L
(
t

ε

)
ũN

∥∥∥∥
L2([0,T ];L∞)

‖uN‖L∞([0,T ];L2).

Using Lemma 7.12, we deduce that lim
ε→0

‖F ε,η2 ‖L2([0,T ];L2) = 0, so that

∫ t

0

(F ε,η2 (t′)|uε(t′))L2 dt
′ ≤ ρε,η. (7.6.10)

As δε vanishes at the boundary, we have, by integration by parts,
∫ t

0

(
δε(t′) · ∇δε(t′)

∣∣∣L
(
t′

ε

)
ũN (t′)

)

L2

dt′

=

∫ t

0

(
δε(t′)⊗ δε(t′)

∣∣∣∇L
(
t′

ε

)
ũN (t′)

)

L2

dt′.

We immediately infer that
∫ t

0

(
δε(t′) · ∇δε(t′)

∣∣∣L
(
t′

ε

)
ũN (t′)

)

L2

dt′

≤ C

∫ t

0

‖δε(t′)‖2
L2

∥∥∥∥∇L
(
t′

ε

)
ũN (t′)

∥∥∥∥
L∞

dt′.

By the Cauchy–Schwarz inequality, we get
∫ t

0

(
δε(t′) · ∇δε(t′)

∣∣∣L
(
t′

ε

)
ũN (t′)

)

L2

dt′

≤ Cηt
1
2Eεt (δ

ε)

∥∥∥∥∇L
(
t

ε

)
ũN

∥∥∥∥
L2([0,T ];L∞)

.

Lemma 7.12 therefore implies that
∣∣∣∣
∫ t

0

(
δε(t′) · ∇δε(t′)|L

(
t′

ε

)
ũN (t′)

)

L2

dt′
∣∣∣∣ ≤ ρε,η. (7.6.11)

Plugging (7.6.10) and (7.6.11) into (7.6.9) and using a Gronwall inequality finally
yields

Eεt (δ
ε) ≤ ρε,η exp

(
C

ν

∫ t

0

‖∇hu(t′)‖2
L2dt′

)

≤ ρε,η exp

(
C

ν2
‖u0‖2

L2

)
= ρε,η.

That proves Lemma 7.11, provided we prove Lemma 7.12.

Proof of Lemma 7.12 We shall prove a slightly better result, namely that
∥∥∥∥L
(
t

ε

)
ũN

∥∥∥∥
L1
T (L∞)

≤ Cηε
1
2 ‖u0‖L2 . (7.6.12)
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Since L(t/ε)ũN is uniformly bounded in the space L∞([0, T ];L2), it is controlled
by Cη in L∞([0, T ];L∞) by Bernstein’s lemma. Then Lemma 7.12 follows
from (7.6.12).

So let us prove (7.6.12). This is typically a Strichartz-type estimate, of the
type of those derived in Chapter 5, Theorem 5.3, page 95. However the setting
here is slightly different (the vertical variable is in [0, 1] instead of R) so we will
give the details of the proof.

By definition, ŨεN
def
= L(t/ε)ũN satisfies

∂tŨ
ε
N − ν∆hŨ

ε
N +

1

ε
RŨεN = −∇pεN + fεN with

ŨεN |t=0 = u0,N − u0,N and

fεN
def
= −L

(
t

ε

)
EuN ∈ L1

loc(R
+,H).

Using Duhamel’s formula (we omit the argument, see for instance
Section 5.2), (7.6.12) follows from the following result. If the vector field vε

solves the anisotropic Stokes–Coriolis system

∂tv
ε − ν∆hv

ε +
1

ε
Rvε = −∇pε, vε|t=0 = v0,

in C(R+;BN ) ∩ L2(R+;H1,0), then

‖vε‖L1(R+;L∞) ≤ CNε
1
2 ‖v0‖L2 .

So let us prove that result. As L and ∆h commute, we have

vε(t) = L
(
t

ε

)
eνt∆hv0 = eνt∆hL

(
t

ε

)
v0.

Now let us write

v0 =

N∑

k3=1




vk3,h0 (xh) cos(k3πx3)

− 1

k3π
divh v

k3,h
0 (xh) sin(k3πx3)




where vk3,h0 has support included in the ring C(1/N,N).
We have

Fh
(
L
(
t

ε

)
v0

)
(ξh) =

N∑

k3=1

(
A(ξh)Lk3

(
t

ε

)
A−1(ξh)v̂

k3,h
0 (ξh) cos(k3πx3),

i

k3π
ξh ·A(ξh)Lk3

(
t

ε

)
A−1(ξh)v̂

k3,h
0 (ξh) sin(k3πx3)

)
.
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Let us compute this expression more precisely. We have

A−1(ξh)v̂
k3,h
0 (ξh) =

(
ξh · v̂k3,h0 (ξh)

ξh ∧ v̂k3,h0 (ξh)

)
.

Since

Lk3(τ)
(
ξh · v̂k3,h0

ξh ∧ v̂k3,h0

)
=




cos(τk3)ξh · v̂k3,h0 + λk3 sin(τk3)ξh ∧ v̂k3,h0

− 1

λk3
sin(τk3)ξh · v̂k3,h0 + cos(τk3)ξh ∧ v̂k3,h0


 ,

with the notation introduced in (7.4.15), it follows that

A(ξh)Lk3
(
t

ε

)
A−1(ξh, k3)e

−νt|ξh|2 v̂k3,h0 (ξh)

is a combination of terms of the following type (complex notation will be helpful
for the computations below)

e±iλk3
t
ε Ã(ξh, k3)e

−νt|ξh|2 v̂k3,h0 (ξh), (7.6.13)

where Ã(ξh, k3) is a 2× 2 matrix, the coefficients of which are bounded by Cη.
Let us consider a radial function Ψ ∈ D(R2 \{0}), the value of which is one

near the ring C(1/N,N), and let us define

Ik3(t, τ, xh)
def
=

∫

R2

ei(xh|ξh)+iλk3τ−νt|ξh|
2

Ψ(ξh)dξh.

Since vε(t) is a finite combination of terms of the type

Ik3
(
t,
t

ε
, ·
)
∗ F−1

h Ã(ξh, k3)v̂
k3,j
0 ,

the result will be proved if, for any k3 ≤ N ,
∥∥∥∥Ik3

(
t,
t

ε
, ·
)
∗ γ
∥∥∥∥
L1([0,T ];L∞

h )

≤ CNε
1
2 ‖γ‖L2 . (7.6.14)

By Lemma 5.2, page 94 we know that there exist constants Cη and cη such that

‖Ik3(t, τ, ·)‖L∞
h

≤ Cη

τ
1
2

e−cηt. (7.6.15)

Now we shall use a duality argument, exactly as in the proof of Theorem 5.3,
page 95. We observe that

‖a‖L1(R+;L∞
h ) = sup

ϕ∈G

∫

R+×R2

a(t, xh)ϕ(t, xh)dxhdt
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with G def=
{
ϕ ∈ D(R+ ×R2), ‖ϕ‖L∞(R+;L1

h) ≤ 1
}
. So we can write

Γεk3
def
=

∥∥∥∥Ik3
(
t,
t

ε
, ·
)
∗ γ
∥∥∥∥
L1(R+;L∞

h )

= sup
ϕ∈G

∫

R+×R4

Ik3
(
t,
t

ε
,xh − yh

)
γ(yh)ϕ(t, xh)dxhdyhdt

= sup
ϕ∈G

∫

R+×R2

γ(yh)

(∫

R2

Ik3
(
t,
t

ε
,xh − yh

)
ϕ(t, xh)dxh

)
dyhdt.

The Cauchy–Schwarz inequality then yields

Γεk3 ≤ ‖γ‖L2
h
sup
ϕ∈G

∥∥∥∥
∫

R+

Ǐk3
(
t,
t

ε
, ·
)
∗ ϕ(t, ·)dt

∥∥∥∥
L2
h

. (7.6.16)

By the Fourier–Plancherel theorem, we have

Γ̃k3
def
=

∥∥∥∥
∫

R+

Ǐk3
(
t,
t

ε
, ·
)
∗ ϕ(t, ·)dt

∥∥∥∥
2

L2
h

= (2π)−2

∥∥∥∥
∫

R+

FhÎk3
(
t,
t

ε
, ·
)
ϕ̂(t, ·)dt

∥∥∥∥
2

L2
h

and we have that
∥∥∥∥
∫

R+

FhÎk3
(
t,
t

ε
, ·
)
ϕ̂(t, ·)dt

∥∥∥∥
2

L2
h

is less than or equal to
∫

(R+)2×R2

Îk3
(
t,
t

ε
, − ξh

)
ϕ̂(t, ξh)Îk3

(
s,
s

ε
, − ξh

)
ϕ̂(s, ξh)dξhdtds.

But by definition of Ik3 , we have

Îk3
(
t,
t

ε
, − ξh

)
Îk3
(
s,
s

ε
, − ξh

)
= Îk3

(
t+ s,

t− s

ε
, − ξh

)
Ψ(−ξh).

It follows that

Γ̃k3 ≤ C

∫

(R+)2×R2

F
(
Ǐk3
(
t+ s,

t− s

ε
, ·
)
∗ ϕ(t, ·)

)
ϕ̂(s, ξh)dξhdtds.

Now we use the Fourier–Plancherel theorem again to get

Γ̃k3 ≤ C

∫

(R+)2×R2

(
Ǐk3
(
t+ s,

t− s

ε
, ·
)
∗ ϕ(t, ·)

)
(xh)ϕ(s,−xh)dxhdtds

≤ C

∫

(R+)2

∥∥∥∥Ǐk3
(
t+ s,

t− s

ε
, ·
)
∗ ϕ(t, ·)

∥∥∥∥
L∞
h

‖ϕ(s, ·)‖L1
h
dtds.
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Using the dispersion estimate (7.6.15), we get

Γ̃k3 ≤ Cη

∫

(R+)2

ε1/2

(t− s)1/2
ecη(t+s)‖ϕ(t)‖L1

h
‖ϕ(s)‖L1

h
dsdt.

and the result follows by integration since ‖ϕ‖L1
h
is bounded in time. The lemma

is proved.

Now to end the proof of Theorem 7.2 we still need to prove that uε,ηapp converges
towards u in an appropriate way. That is the object of the following lemma.

Lemma 7.13 Under the assumptions of Lemma 7.11, we have for any compact
subset Kof Ω

∫

[0,T ]×K
|uε,ηapp(t, x)− (u(t, xh), 0)|2dxhdx3 = ρε,η.

Remark Putting together Lemmas 7.11 and 7.13 clearly completes the proof
of Theorem 7.2.

Proof of Lemma 7.13 If is enough to prove that for all N > 0,

lim
ε→0

∫

[0,T ]×K
|uε,ηapp(t, x)− uNη (t, xh)|2dxhdx3 = 0.

But by Lemma 7.8 we have

lim
ε→0

∥∥∥∥u
ε,η
app − L

(
t

ε

)
uNη

∥∥∥∥
L2([0,T ]×Ω)

= 0

and by definition

L
(
t

ε

)
uN = uN + L

(
t

ε

)
ũN ,

so the result simply follows from Lemma 7.12.

7.7 The convergence theorem in the periodic case

7.7.1 Proof of the theorem

In this section we shall prove Theorem 7.3, dealing with the case when the
horizontal variable xh is no longer in the whole space R2 as in the previous
section, but in T2 like in Chapter 6. As noted in the introduction of this chapter,
the difference with the periodic case is of course the boundary condition at x3 = 0
and x3 = 1. We will, as in the previous section, work with the space B, which is
dense in H0, which means in particular that we restrict our attention to vector
fields satisfying the symmetry condition

u(xh, x3) = (uh(xh,−x3),−u3(xh,−x3)).
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The general approach to prove Theorem 7.3 is the same as in the R2 case, so we
shall continuously be referring to the results and computations of the previous
sections of this chapter. However the fact that the horizontal variables are no
longer taken in R2 prevents one from using the dispersive effects pointed out in
Chapter 5, and used in the proof of Theorem 7.2 above. The analysis becomes
therefore somewhat more complicated, as the interaction of fast oscillating waves
(which no longer disperse and disappear) has to be taken into account; for that
reason, the methods developed in Chapter 6 will be used in this section again
(namely in the construction of an approximate solution, where both the ideas of
the previous section and of Chapter 6 will be used).

Let us start by considering u, the solution of

(NSEν,E)





∂tu− ν∆hu+ Eu = Q(u, u)

div u = 0

u|t=0 = u0.

We recall that E is defined in (7.4.39), and that the quadratic form Q was defined
in Chapter 6, Proposition 6.1. In the following we will denote by P the projector
onto divergence-free vector fields of the form (7.0.5). We have clearly PE = E .

The existence and uniqueness of solutions to (NSEν,E) was proved in
Section 6.6, Chapter 6. From now on we will suppose that T2 satisfies
condition (A) and that

∫

T2

u0(xh, x3) dxh = 0.

A positive real number η and a time T > 0 being given, let us denote by (uεapp)ε>0

the family of approximations given by Lemma 7.8 with v = u and f = Q(u, u).
Notice that by Proposition 6.5, the horizontal mean of f is zero for all times.

Let us observe that

uε0,int = uN + L
(
t

ε

)
ũN with

uN
def
= F−1(1C(1,N)Fu) and

ũN
def
=

N∑

k3=1

(
ũk3,h(xh) cos(k3πx3),−

1

k3π
divh ũ

k3,h(xh) sin(k3πx3)

)
,

the support of ũk3,h being included in the ring C(1, N) (and N is large, depending
on η).

As in the R2 case studied in the previous section, our aim is to apply
Lemma 7.5. Unfortunately if we apply that lemma directly with Ψε = uεapp
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as defined above, we will not be able to conclude, as the term Gε(uεapp) is not
small in the periodic case (due to the absence of dispersion). So as in Chapter 6,
we will get around that difficulty by introducing an additional corrector. Let us
postpone the proof of the following lemma.

Lemma 7.14 There is a smooth family of divergence-free vector fields uεãpp

belonging to C1(R+;Vσ) satisfying the following properties:

uεãpp = uεapp + ρε,η in L∞loc(R
+;H1(Ω)) (7.7.1)

and

Lεuεãpp + uεãpp · ∇uεãpp = Hε,η +∇pε, (7.7.2)

where

∫ t

0

(Hε,η(t′)|uε(t′)) dt′ ≤ ρε,η.

Let us continue with the proof of the theorem, applying Lemma 7.5 to the family

uεãpp. We find that δε,η
def
= uε − uεãpp satisfies

Eεt (δ
ε,η) = Eεt (u

ε) + Eεt (u
ε
ãpp)− 2(u(0)|uεãpp(0))L2 +

2∑

j=1

Rj(t) (7.7.3)

with

R1(t)
def
= −2

∫ t

0

(
δε,η(t′) · ∇δε,η(t′)|uεãpp(t

′)
)
L2

dt′ ,

R2(t)
def
= 2

∫ t

0

(Gε(uεãpp)(t
′)|uε(t′))L2dt′ and

Gε(uεãpp)
def
= Lεuεãpp + uεãpp · ∇uεãpp.

As usual we have

Eεt (u
ε) ≤ ‖u0‖2

L2 , (7.7.4)

so let us compute the energy of uεãpp. By (7.7.1) clearly

Eεt (u
ε
ãpp) ≤ Eεt (u

ε
app) + ρε,η,

and by Lemma 7.8 one has

Eεt (u
ε
app) ≤ ‖u0‖2

L2 + 2

∫ t

0

〈Q(u(t′), u(t′)), u(t′)〉dt′ + ρε,η.
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The symmetry properties of Q imply that Eεt (u
ε
app) ≤ ‖u0‖2

L2 + ρε,η, hence

Eεt (u
ε
ãpp) ≤ ‖u0‖2

L2 + ρε,η. (7.7.5)

Similarly by (7.7.1), we can write that

‖uεãpp|t=0 − u0‖L2 = ρε,η. (7.7.6)

Putting (7.7.4), (7.7.5) and (7.7.6) together yields

Eεt (u
ε) + Eεt (u

ε
ãpp)− 2(u(0)|uεãpp(0))L2 ≤ ρε,η. (7.7.7)

Then according to (7.7.2), we have

R2(t) = ρε,η, (7.7.8)

so plugging (7.7.7) and (7.7.8) into (7.7.4) yields

Eεt (δ
ε,η) ≤ ρε,η + C

∣∣∣∣
∫ t

0

(
δε,η(t′) · ∇δε,η(t′)|uεãpp(t

′)
)
L2

dt′
∣∣∣∣

≤ ρε,η + C

∣∣∣∣
∫ t

0

(
δε,η(t′) · ∇δε,η(t′)|uεapp(t

′)
)
L2 dt

′
∣∣∣∣

where we have used (7.7.1). To estimate the last term we use Lemma 7.10, which
implies that

∣∣∣∣
∫ t

0

(δε,η · ∇δε,η|uεapp)L2(t′)dt′
∣∣∣∣ ≤
(
Cηε

1
2 +

1

4

)
Eεt (δ)

+

∫ t

0

(
δε,η(t′) · ∇δε,η(t′)|L

(
t′

ε

)
ũN (t′)

)

L2

dt′ +
C

ν

∫ t

0

‖∇hu(t′)‖2
L2‖δ(t′)‖2

L2dt′.

Applying Lemma 6.5 page 146 to b = L(t/ε)ũN implies (since L is unitary) that

Eεt (δ
ε,η) ≤ ρε,η +

ν

2

∫ t

0

‖∇hδε,η(t′)‖L2dt′

+
C

ν

∫ t

0

‖δε,η(t′)‖2
L2‖∇hu(t′)‖2

L2dt′

+
C

ν

∫ t

0

‖δε,η(t′)‖2
L2

(
‖∇hũ(t′)‖2

L2 +‖∂3ũ(t)‖2
L2‖∂3∇hũ(t)‖2

L2

)
dt′,
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and Gronwall’s lemma yields finally that Eεt (δ
ε,η) ≤ ρε,η, using Proposition 6.5.

The theorem follows, up to the proof of Lemmas 7.14.

Proof of Lemma 7.14 Our aim is to find a smooth, divergence-free corrector
to uεapp, vanishing at the boundary, such that equation (7.7.2) is satisfied.

By Lemma 7.8, we know that

Lεuεapp + uεapp · ∇uεapp = uεapp · ∇uεapp + L
(
t

ε

)
Q(u, u) +Rε,η +∇pε,

and by the continuity properties of Q stated in Proposition 6.6 we infer that

Lεuεapp + uεapp · ∇uεapp = uεapp · ∇uεapp + L
(
t

ε

)
Q(uN , uN ) +Rε,η +∇pε.

Let us define

F ε,η1 = uεapp · ∇uεapp − L
(
t

ε

)
uN · ∇L

(
t

ε

)
uN

= uεapp · ∇uεapp + L
(
t

ε

)
Qε(uN , uN ).

By Lemma 7.9 we have lim
ε→0

‖F ε,η1 ‖L2([0,T ];L2) = 0, so as for (7.3.5) we have

∫ t

0

(F ε,η1 (t′)|uε(t′)) dt′ ≤ ρε,η.

Note that by (7.3.4) one also has

∫ t

0

(Rε,η(t′)|uε(t′)) dt′ ≤ ρε,η,

so we find that one can write

Lεuεapp + uεapp · ∇uεapp = Hε,η +PNL
(
t

ε

)
(Q−Qε)(uN , uN ) +∇pε,

where Hε,η satisfies
∫ t

0

(Hε,η(t′)|uε(t′))dt′ = ρε,η.

Now let us prove the following lemma.

Lemma 7.15 Let η > 0 be given. There is a family of divergence-free vector
fields Fε,η, bounded in L∞loc(R

+;Hs(Ω)) for all s ≥ 0, such that

PNL
(
t

ε

)
(Qε −Q)(uN , uN ) = εPLεFε,η +Rε,η. (7.7.9)
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Proof We define the following function, as in the purely periodic case, page 143,

RN (τ, t)
def
= F−11|n|≤N

∑

σ∈{+,−}3

∑

k/∈Kσ
n

e−iτω
σ
n

iωσn

(
uσ1

N (t, k) · (n− k)

× uσ2

N (t, n− k), eσ3(n)
)
eσ3(n).

Then we have
∂τRN = PN (Qε −Q)(uN , uN ). (7.7.10)

Moreover Fε,η def= L(t/ε)RN is clearly smooth and divergence-free. Now let us
check (7.7.9). We have

εPLεFε,η =
(
ε∂t +PR− ε∆h − ε2β∂2

3

)
L
(
t

ε

)
RN

= Gε,η + (∂τL)

(
t

ε

)
R+PRL

(
t

ε

)
R+ L

(
t

ε

)
∂τR,

where

Gε,η def= −ε∆hFε,η − ε2β∂2
3Fε,η + εL

(
t

ε

)
∂tR.

The first two terms of Gε,η are clearly remainder terms of the generic type Rε,η,
as long as N is chosen large enough in terms of η, so is the last term which is
exactly the term εL (t/ε)Rε,tη where Rε,tη was defined on page 143. So Gε,η is a
remainder of the type Rε,η. Since ∂τL+PRL = 0, we infer that

εPLεFε,η = L
(
t

ε

)
PN (Qε −Q)(uN , uN ) +Rε,η,

and Lemma 7.15 is proved.

It follows from Lemma 7.15 that

Lεuεapp + uεapp · ∇uεapp = Hε,η − εLεFε,η +∇pε.

Lemma 7.14 is almost proved, except for the fact that Fε,h does not vanish on
the boundary. So we shall finally correct Fε,η by a boundary layer: we write Fε,η
in the form

Fε,η =

N∑

k3=0

(
Fε,h,k3 cos(k3πx3),Fε,3,k3 sin(k3πx3)

)
,

and we define a smooth function b on R+ such that b(0) = 1 and b(ζ) = 0
when ζ ≥ 1/2 and such that b is mean free. Define

B(x) =

∫ x

0

b(y)dy.
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Finally consider

F̃ε,η def= Fε,η −Fε,ηBL ,

where Fε,ηBL =

N∑

k3=0

(
Fε,k3,hBL ,Fε,k3,3BL

)
with

Fε,k3,hBL = Fε,h,k3|x3=0 b
(x3

ε

)
+ (−1)k3Fε,h,k3|x3=1 b

(
1− x3

ε

)

and

Fε,k3,3BL = −ε divh Fε,h,k3|x3=0B
(x3

ε

)
+ ε(−1)k3 divh Fε,h,k3|x3=1B

(
1− x3

ε

)
.

Clearly F̃ε,η is smooth, divergence-free, and vanishes on the boundary (because
b is mean free). Finally let us define

uεãpp = uεapp + εF̃ε,η.
The vector field uεãpp is smooth, divergence-free, and vanishes on the boundary.

Clearly uεãpp satisfies (7.7.1), and we leave the smoothing of uεãpp in time to the

reader. The only point to check is (7.7.2), but that is simply due to Lemma 7.15,
along with the fact that the boundary layers contribute to the equation by
negligible terms of the type Rε,η, as they are of order 1 in ε. Lemma 7.14 is
proved.
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References and remarks on rotating fluids

The problem investigated in this part can be seen as a particular case of the
study of the asymptotic behavior (when ε tends to 0) of solutions of systems of
the type

∂tu
ε −∆εu

ε +Q(uε, uε) +
1

ε
Au = 0

where ∆ε is a non-negative operator of order 2 possibly depending on ε, and A is
a skew-symmetric operator. This framework contains of course a lot of problems
including hyperbolic cases when ∆ε = 0. Let us notice that, formally, any element
of the weak closure of the family (uε)ε>0 belongs to the kernel of A.

We can distinguish from the beginning two types of problems depending on
the nature of the initial data. The first case, known as the well-prepared case, is
the case when the initial data belong to the kernel of A. The second case, known
as the ill-prepared case, is the general case.

In the well-prepared case, let us mention the pioneer paper [82] by
S. Klainerman and A. Majda about the incompressible limit for inviscid fluids. A
lot of work has been done in this case. In the more specific case of rotating fluids,
let us mention the work by T. Beale and A. Bourgeois (see [10]) and T. Colin
and P. Fabrie (see [37]).

In the case of ill-prepared data, the nature of the domain plays a crucial role.
The first result in this case was established in 1994 in the pioneering work [112] by
S. Schochet for periodic boundary conditions. In the context of general hyperbolic
problems, he introduced the key concept of limiting system (see the definition on
page 125). In the more specific case of viscous rotating fluids, E. Grenier proved in
1997 in [69] Theorem 6.3, page 125, of this book. At this point, it is impossible
not to mention the role of the inspiration played by the papers by J.-L. Joly,
G. Métivier and J. Rauch (see for instance [77] and [78]).

In spite of the fact that the corresponding theorems have been proved after-
wards, the case of the whole space, the purpose of Chapter 5 of this book,
appears to be simpler because of the dispersion phenomena. These phenomena
were pointed out in 1986 by S. Ukai in [119] and by K. Asano in [1] to prove the
convergence of weakly compressible fluids to incompressible fluids in the whole
space.

These dispersion phenomena are related to Strichartz estimates. These types
of estimates appeared in the context of the wave equation in the work [116] by
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R. Strichartz, [13] and [14] by P. Brenner and [102] by H. Pecher. The reader
who wants to become more familiar with Strichartz estimates can refer to [66]
by J. Ginibre and G. Velo and [80] by M. Keel and T. Tao.

A huge literature exists concerning applications to non-linear problems. For
the Schrödinger equations, the literature is numerous. The book [26] provides a
nice introduction to the subject. For a recent example of such applications, we
refer for instance to [36].

Concerning the non-linear wave equation, the reader can refer to [104] for
semilinear equations, and [8] and [83] for quasilinear equations. Let us mention
the approach of commuting vector fields developed in [81] which does not require
us to write a parametrix. This type of inequality has been used in the context
of the incompressible limit for viscous fluids by B. Desjardins and E. Grenier
(see [47]) to prove the analog of Theorem 5.6, page 104. In [41], R. Danchin
proved the analog of Theorem 5.7 for the incompressible limit.

In the context of rotating fluids, the use of these techniques comes from [32]
where a weaker version of Theorems 5.6, page 104, and 5.7, page 108, are proved.

In the case of periodic boundary conditions, the first result of the type of
Theorem 6.2, page 119, was proved in 1996 by A. Babin, A. Mahalov and B.
Nicolaenko in [5] under a non-resonance condition (namely condition (R) intro-
duced in Definition 6.2, page 144). Then the same authors dropped this condition
in 1999 (see [6]) and proved Theorem 7.2, page 157. Moreover, asymptotic expan-
sions in ε have been proved by I. Gallagher in 1998 (see [59] and [60]). Let us note
that in the context of the incompressible limit, there is no such non-resonance
condition. In spite of that, N. Masmoudi proved in [96] that the limit system
(which is surprisingly globally parabolic as proved by I. Gallagher in [61]) in that
case is globally well-posed. Using that, R. Danchin proved in [42] the analog of
Theorem 6.2, page 119.

For Ekman boundary layers, the pioneering mathematical work is the work by
N. Masmoudi and E. Grenier (see [72]) where Theorem 7.1, page 156, is proved.
This corresponds to the case of well-prepared data. The case of ill-prepared data
with horizontal periodic boundary conditions was investigated by N. Masmoudi
in [95]. Theorem 7.2, page 157, was proved by the authors in [34].



PART IV

Perspectives

The aim of this last part is to present some open questions related to the stability
of Ekman boundary layers, or to other types of boundary layers.

In Chapter 9 we first discuss the stability of Ekman boundary layers, define
the notion of critical Reynolds number, give some hints to compute it, and some
related results (instability as well as more recent stability results). This leads us
to discuss basic ideas on the transition between a laminar and a turbulent regime.
In Chapter 10 we review boundary layer effects in magnetohydrodynamics and
quasigeostrophic equations, which are very close to genuine Ekman layers. In
Chapter 11 we then introduce the boundary layers which appear near vertical
walls and formally link them with the classical Prandlt equations, and in the last
chapter, we introduce spherical layers, whose study is completely open.
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Stability of horizontal boundary layers

Let us now detail the stability properties of an Ekman layer introduced in Part I,
page 11. First we will recall how to compute the critical Reynolds number. Then
we will describe briefly what happens at larger Reynolds numbers.

9.1 Critical Reynolds number

The first step in the study of the stability of the Ekman layer is to consider the
linear stability of a pure Ekman spiral of the form

uE(t, x1, x2, ζ) = U∞

(
1− e−ζ/

√
2 cos ζ√

2

−e−ζ/
√

2 sin ζ√
2

)
, (9.1.1)

where U∞ is the velocity away from the layer and ζ is the rescaled vertical
component ζ = x3/

√
εν. The corresponding Reynolds number is

Re = U∞

√
ε

ν
·

Let us consider the Navier–Stokes–Coriolis equations, linearized around uE

(LNSCε)




∂tu+ uE · ∇u+ u · ∇uE − ν∆u+

e3 × u

ε
+

∇q
ε

= 0

div u = 0.

The problem is now to study the (linear) stability of the 0 solution of the sys-
tem (LNSCε). If u=0 is stable we say that uE is linearly stable, if not we say
that it is linearly unstable. Numerical results show that u=0 is stable if and
only if Re<Rec where Rec can be evaluated numerically. Up to now there is
no mathematical proof of this fact, and it is only possible to prove that 0 is lin-
early stable for Re<Re1 and unstable for Re>Re2 with Re1 <Rec <Re2, Re1

being obtained by energy estimates and Re2 by a perturbative analysis of the
case Re=∞. We would like to emphasize that the numerical results are very
reliable and can be considered as definitive results, since as we will see below,
the stability analysis can be reduced to the study of a system of ordinary differ-
ential equations posed on the half-space, with boundary conditions on both ends,
a system which can be studied arbitrarily precisely, even on desktop computers
(first computations were done in the 1960s by Lilly [89]).
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To reduce the system to ordinary differential equations, we take the Fourier
transform in the (x1, x2) plane by introducing a wavenumber k ∈ R2, and we
take the Laplace transform in time, and look for a solution u of (LNSCε) of
the form exp(ik · (x1, x2) − i‖k‖ct)v0(x3) where v0 is a vector valued function.
Note the −i‖k‖c factor, which is traditional in fluid mechanics. To simplify the
equations we first make a change of variables in the (x1, x2) plane and take

(−k⊥/‖k‖, k/‖k‖)

as a new frame, and (x̃1, x̃2) as new coordinates. In these new coordinates, k is
parallel to the second vector of the basis. This change is equivalent to a rotation
in uE which becomes (dropping the tildes for convenience)

uE(t, x1, x2, x3) = −U∞




cos γ − e−ζ/
√

2 cos

(
ζ√
2
+ γ

)

− sin γ + e−ζ/
√

2 sin

(
ζ√
2
+ γ

)

0



,

where γ is the angle of rotation of the frame. Now u is of the form exp(ikx2 −
ikct)v1(x3) where k ∈ R. However, as u does not depend on x1, we can introduce
a stream function Ψ and look for u in the form

u(t, x1, x2, ζ) = exp(ikx2 − ikct)




U(ζ)
Ψ′(ζ)

−ikΨ(ζ)


 .

System (LNSCε) then reduces to the following 4 × 4 system on the two
functions (U,Ψ)

∂2
ζU − k2U + 2∂ζΨ = ikRe ((vl − c)U −Ψ∂ζul) , (9.1.2)

(
∂2
ζ − k2

)2
Ψ− ikRe

(
(vl − c)(∂2

ζ − k2)Ψ−Ψ∂2
ζvl
)
− 2∂ζU = 0 (9.1.3)

where

ul = cos γ̃ − exp

(
−ζ
√
β

2

)
cos

(
γ̃ + ζ

√
β

2

)
and

vl = −
(
sin γ̃ − exp

(
−ζ
√
β

2

)
sin

(
γ̃ + ζ

√
β

2

))
,

and where γ̃ is the angle between the direction of the flow outside the boundary
layer and the direction of k, with boundary conditions

U(0) = 0, Ψ(0) = ∂ζΨ(0) = 0
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on ζ = 0 and

∂ζU = ∂2
ζΨ = 0

at infinity.
Note that as Re → ∞, system (9.1.2, 9.1.3) degenerates into

(vl − c)U −Ψ∂ζul = 0, (9.1.4)

(vl − c)(∂2
ζ − k2)Ψ−Ψ∂2

ζvl = 0, (9.1.5)

and (9.1.5) is exactly Rayleigh’s equation governing the stability of vl for lin-
earized Euler equations (ignoring rotation and viscosity). Moreover (9.1.4) and
(9.1.5) are completely decoupled, (9.1.4) being easy to solve. Therefore, for high
Reynolds numbers, the stability of vl is the same as its stability for the Euler
equations. For this latter equation, stability is mainly controlled by possible
inflexion points in the tangential velocity profile. As vl has many inflexion points,
we can expect the flow to be unstable for Euler equations. This is indeed the
case, and there exist solutions (Ψ, c) of (9.1.5) with ℑmc> 0, which give exponen-
tially increasing solutions of linearized Euler equations. A perturbative analysis
then shows that for sufficiently large Re, there exist solutions (Ψ, U, c) of (9.1.2)
and (9.1.3) with ℑmc> 0. Hence for sufficiently large Reynolds numbers there
exist exponentially increasing solutions of (LNSCε), and uE is linearly unstable.

Once we have a linear instability, we can get a non-linear instability by using
the techniques of [49] and prove the following theorem, showing the nonlinear
instability of Ekman layers at supercritical Reynolds numbers.

Theorem 9.1 Let uE be given by (9.1.1). Then uE is non-linearly unstable
provided Re>Rec in the following sense. For every arbitrary large s, there exists
a constant C0 such that for every η > 0 there exists a solution uη with

‖uη(0, ·)− uE‖Hs ≤ η,

‖uη(T η, ·)− uE‖L2 ≥ C0,

‖uη(T η, ·)− uE‖L∞ ≥ C0,

for some time T η ≤ Cs log η
−1 + Cs.

We refer to [49] for more precise results.
Let us now detail a little the numerical study of (9.1.2) and (9.1.3). It is an

eigenvalue problem since we have to find solution (Ψ, U, c) of (9.1.2) and (9.1.3),
with ℑmc > 0. But (9.1.2) and (9.1.3) can be seen as elliptic partial differential
equations of order at most 4. We can discretize them in a classical fashion (using
for instance the classical three-point approximation of the second derivative),
using the values at N different points, and taking into account the boundary
conditions. This gives large matrices and (9.1.2) and (9.1.3) is of the form

Ax = cBx
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where x contains the discretized values of Ψ and U . It remains to invert B and
to compute the spectrum of B−1A.

Therefore if k, Re, and γ are given we can compute the spectrum of (9.1.2)
and (9.1.3) with an arbitrary solution. For a givenN , we get of course only a finite
number of eigenvalues, but as N increases, a part of the eigenvalues concentrates
in a continuous spectrum and a part of the eigenvalues remains isolated and “true
eigenvalues”. If there exists an eigenvalue with positive imaginary part, the flow
is unstable, for these parameters, if not it is stable. To get the critical Reynolds
number it remains to find the smallest Reynolds number Re for which there exists
parameters k and γ and a corresponding eigenvalue c with ℑmc> 0. Lilly has
found in [89] a critical Reynolds number Rec ∼ 55 and has computed the most
unstable mode for various values of k and Re. Note that as Rec is moderately
high, we do not need many points N to discretize correctly the solution (N of
order 50 to 100 is sufficient).

9.2 Energy of a small perturbation

The aim of this section is to discuss the evolution of the energy of a perturba-
tion u, a solution of (LNSCε).

For Re<Re1 as seen at the end of Part I, the energy is decreasing. As the
flow is stable, it goes to 0.

For Re>Rec there exist exponentially increasing modes, therefore, in general
the energy of the perturbation will increase exponentially.

In the range [Re1, Rec] the situation is slightly different. First as the Reynolds
number is subcritical the energy of an arbitrary perturbation tends to 0 as time
goes to +∞. The question is then to know whether the energy is decreasing or if it
begins to increase before ultimately decreasing. Let Re3 be the supremum of the
Reynolds numbers such that for every Re>Re3, the energy of any perturbation
decreases continuously. It is possible to compute numerically Re3, which is of
order 8. The final picture is the following:

• Re < Re3: the energy of any perturbation goes to 0 in a monotonic way;

• Re3 < Re < Rec: the energy of any perturbation tends to 0 as time goes
to +∞, but may begin to increase, before its decay;

• Re > Rec: the energy of a general perturbation goes to +∞ as time goes
to +∞ (not always in a monotonic way).

The main consequence is that linear stability cannot be proved by energy
estimates in the range [Re3, Rec] since in this area we have only energy estim-
ates of the form ∂t‖u‖2

L2 ≤C‖u‖2
L2/ε, which are useless in the limit ε→ 0. In

this range linear stability can only be proved by spectral arguments, using
refined pseudodifferential techniques. This has been done by G. Métivier and
K. Zumbrun [97] in the case of the vanishing viscosity limit of parabolic systems,
leading to hyperbolic systems of conservation laws. As in rotating fluids, bound-
ary layers appear, which are stable under a smallness criterion. Simple energy
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estimates give stability of such layers with a stability threshold much smaller
than the optimal one. The proof that the spectral stability of the boundary layer
implies the stability of the complete solution, and the justification of the classical
formal Ansatz is very technical and difficult, involving careful pseudodifferential
analysis.

Very recently, similar work has been done on Ekman layers, for well-prepared
initial data, by F. Rousset [73] who proved that sequences of solutions of Navier–
Stokes–Coriolis system (in the well-prepared case) converge to a solution of
damped Euler equations, provided the Reynolds number of the limit solution
always remains smaller than the critical Reynolds number Rec.

9.3 Rolls and turbulence

When Re>Rec the Ekman layer is linearly unstable, and more precisely as Re
crosses Rec the layer exhibits a Hopf bifurcation [76] since two isolated eigenval-
ues cross the imaginary axis. The flow is no longer laminar and gets organized
into rolls of typical size

√
εν×√

εν, which make a given angle with the direction
of the flow at infinity, U∞. Their size is proportional to

√
Re−Rec which is

the classical behavior in Hopf bifurcations. Moreover the rolls move with a fixed
velocity. The question of the influence of these rolls on the interior behavior
(Ekman pumping, energy balance, and so on) is widely open (and completely
open from a mathematical point of view). In particular it is not known whether
for Re< 100 or even for slightly supercritical Reynolds numbers, flows of highly
rotating fluids consist of a two-dimensional incompressible flow in the interior
of the domain, bounded by two layers consisting of rolls (or of Ekman’s layers),
and whether the limit two-dimensional flow satisfies a damped Euler equation
or not.

These rolls are the first step towards turbulent behavior. They are destabil-
ized at some higher Reynolds (of order 120∼ 150) and “burst” into a real
three-dimensional turbulent boundary layer. The mathematical viewpoint is of
course open.

Note that it is not clear whether turbulent boundary layers separate from
the boundary and enter the domain or whether they remain close to the bound-
ary and only affect the Ekman pumping term and the local energy dissipation.
It seems that turbulent layers dissipate less energy than laminar layers (as
for Prandtl-type layers). It is almost impossible to make computations precise
enough to answer this question, which makes theoretical studies all the more
interesting.
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Other systems

The methods developed in this book can be applied to various physical systems.
We will not detail all the possible applications and will only quote three systems
arising in magnetohydrodynamics (MHD) and meteorology, namely conducting
fluids in a strong external “large scale” magnetic field, a classical MHD system
with high rotation, and the quasigeostrophic limit. The main theorems of this
book can be extended to these situations.

10.1 Large magnetic fields

The theory of rotating fluids is very close to the theory of conducting fluids in
a strong magnetic field. Namely the Lorenz force and the Coriolis force have
almost the same form, up to Ohm’s law. The common feature is that these phe-
nomena appear as singular perturbation skew-symmetric operators. The simplest
equations in MHD are Navier–Stokes equations coupled with Ohm’s law and the
Lorenz force

∂tu+ (u · ∇)u− ν∆u+∇p+
j × e

ε
= 0, (10.1.1)

∇ · u = 0,

j = −∇φ+ u× e,

∇ · j = 0,

where ∇φ is the electric field, j the current, and e the direction of the imposed
magnetic field. In this case ε is called the Hartmann number. In physical situ-
ations, like the geodynamo (study of the magnetic field of the Earth), it is really
small, of order 10−5–10−10, much smaller than the Rossby number.

These equations are the simplest model in geomagnetism and in particular
in the geodynamo. As ε→ 0 the flow tends to become independent of x3. This is
not valid near boundaries. For horizontal boundaries, Hartmann layers play the
role of Ekman layers and in the layer the velocity is given by

u(t, x1, x2, x3) = u∞(t, x1, x2)
(
1− exp(−x3/

√
εν)
)
. (10.1.2)

The critical Reynolds number for linear instability is very high, of order
Rec ∼ 104. The main reason is that there is no inflexion point in the boundary
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layer profile (10.1.2), therefore it is harder to destabilize than the Ekman layer
since the Hartmann profile is linearly stable for the inviscid model associated
with (10.1.1). As for Ekman layers, Hartmann layers are stable for Re<Rec and
unstable for Re>Rec. There is also something similar to Ekman pumping, which
is responsible for friction and energy dissipation. Vertical layers are simpler than
for rotating fluids since there is only one layer, of size (εν)1/4. We refer to [109],
[110] for physical studies.

10.2 A rotating MHD system

Currently the persistence of the magnetic field of the Earth is not explained and
much work has been done, from a numerical, experimental or mathematical point
of view to try to explain why the Earth has a non-zero large-scale magnetic field
whose polarity turns out to invert over several hundred centuries. One possible
model is the following:

∂tu+ u · ∇u+∇p− ν∆u+ 2Ωe× u− (∇×B)×B = 0,

div u = 0,

∂tB −∇× (u×B)− η∆B = 0,

divB = 0,

where u is the velocity field,B the magnetic field, ν the viscosity, η the diffusion of
the magnetic field and Ω the rotation speed. There are many different interesting
scalings, but usually ν and ε go to 0, Ω goes to +∞ and η→∞ as well (large
diffusion of the magnetic field). It is in particular interesting to enforce a strong,
large-scale external magnetic field, in the e-direction to simplify and to consider
perturbations of it: B= e+ b. We refer to [51], [44],[45] and to the references
therein.

10.3 Quasigeostrophic limit

Let us go back to meteorology and oceanography. A first attempt to include more
complex effects to the (NSCε) system is to add a temperature equation and to
couple it with the vertical motion (see [103],[31]). This is done in the following
quasigeostrophic system

∂tu+ u · ∇u+∇p− ν∆u =
1

ε




u2

−u1

θ


 ,

∂tθ + u · ∇θ − ν′∆θ = −u3

ε
,

div u = 0,

where θ denotes the temperature, ν the viscosity, and ν′ the thermal diffusivity.
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As ε goes to 0, the only way to control the right-hand side is to absorb it in
the pressure term, which gives

∂1p = u2, ∂2p = −u1, ∂3p = θ, 0 = −u3.

As for rotating fluids, the limit flow is a divergence-free two-dimensional vector
field, with θ=u3 = 0 which satisfies two-dimensional Euler or Navier–Stokes
equations (depending on whether ν→ 0 or not).
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Vertical layers

11.1 Introduction

From a physical point of view, as well as from a mathematical point of view,
horizontal layers (Ekman layers) are now well understood. This is not the case-
for vertical layers which are much more complicated, from a physical, analytical
and mathematical point of view, and many open questions in all these directions
remain open. Let us, in this section, consider a domain Ω with vertical boundar-
ies. Namely, let Ωh be a domain of R2 and let Ω=Ωh × [0, 1]. This domain has
two types of boundaries:

• horizontal boundaries Ωh×{0} (bottom) and Ωh×{1} (top) where Ekman
layers are designed to enforce Dirichlet boundary conditions;

• vertical boundaries ∂Ωh × [0, 1] where again a boundary layer is needed
to ensure Dirichlet boundary conditions. These layers, however, are not of
Ekman type, since r is now parallel to the boundary.

Vertical layers are quite complicated. They in fact split into two sublayers:
one of size E1/3 and another of size E1/4 where E= νε denotes the Ekman num-
ber. This was discovered and studied analytically by Stewartson and Proudman
[105], [115]. Vertical layers can be easily observed in experiments (at least
the E1/4 layer, the second one being too thin) but do not seem to be relevant in
meteorology or oceanography, where near continents, effects of shores, density
stratification, temperature, salinity, or simply topography are overwhelming and
completely mistreated by rotating Navier–Stokes equations. In MHD, however,
and in particular in the case of rotating concentric spheres, they are much more
important. Numerically, they are easily observed, at large Ekman numbers E
(small Ekman numbers being much more difficult to obtain).

The aim of this section is to provide an introduction to the study of these
layers, a study mainly open from a mathematical point of view. First we will
derive the equation of the E1/3 layer. Second we will investigate the E1/4 layer
and underline its similarity with Prandtl’s equations. In particular, we conjecture
that E1/4 is always linearly and nonlinearly unstable. We will not prove this latter
fact, which would require careful study of what happens at the corners of the
domain, a widely open problem.
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11.2 E
1/3 layer

Let us consider the Stokes–Coriolis equations

(SCε)





e3 × u

ε
− ν∆u+

∇p
ε

= 0

div u = 0

and let E = νε. We have

−u2 − E2∆2u2 + ∂1p+ E∆∂2p = 0,

−u1 − E2∆2u1 − ∂2p+ E∆∂1p = 0,

−∆u3 + E−1∂3p− E2∆3u3 + E∆2∂3p = 0,

hence, using the divergence-free equation,

∂33p+ E2∆3p = 0. (11.2.1)

Let us go back to horizontal boundary layers. Ekman layers are in fact stationary
solutions of rotating Stokes equations (since in their derivation we drop the non-
linear transport term). Let us recover their size λ with the help of (11.2.1).
Vertical derivatives are of order O(λ−1) and horizontal derivatives of order O(1)
in the layer. Hence in (11.2.1), ∂33p is of orderO(λ−2) and E2∆3p of order E2λ−6,
and equals E2∂6

3 up to smaller order terms (E2λ−4). Therefore λ−2 ∼ E2λ−6,
and λ ∼ E1/2 ∼ √

εν. We can even derive the equation of Ekman layers, namely
∂33p+ E2∂6

3p = 0.
Let us repeat the same procedure for horizontal layers, say in the x1-direction.

Derivatives in the x1-direction are of size O(λ−1), in the x2- and x3-directions of
size O(1). Hence ∂33p is of order O(1) and E2∆3p ∼ E2∂6

1p is of order E2λ−6.
Therefore λ ∼ E1/3. Let X =x1/λ. The equation of the E1/3 layer is therefore

∂33p+ ∂6
1p = 0. (11.2.2)

This is no longer an ordinary differential equation in the normal variable, but a
partial differential equation of elliptic type in x1, x3 space, with different orders in
the x1- and x3-directions. Equation (11.2.2) must be supplemented with bound-
ary conditions on the velocity field, namely u=0 on the boundary and the
convergence of u to some constant (x3 independent) vector for x1 → + ∞. We
refer to [105] and [115] for the explicit resolution of (11.2.2) the cylindrical case,
using Bessel functions.

11.3 E
1/4 layer

The derivation of this layer is more subtle than the previous one. Namely this
layer would not exist if there were no Ekman pumping. Its role is to fit the Ekman
pumping (at the horizontal boundaries) near the vertical boundaries. There is
no E1/4 layer if we assume periodicity in the x3-direction (Ω of the form Ωh×T
where Ωh is a two-dimensional open set).
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Let us derive the equations in the case R+ ×R × [0, 1] (the case of a general
cylinder Ωh × [0, 1] being similar). Let (u, v, w) be the velocity field, where u is
the radial velocity, v the orthoradial part, and w the normal velocity. In the layer,
the orthoradial velocity is of order O(1), the other parts being of order O(E1/4).
It is natural that the normal velocity if small, since the boundary layer cannot
absorb a large flux. On the other hand, the vertical velocity is small since it is
absorbed in horizontal Ekman layers. This E1/4 vertical flow will close the global
circulation of the fluid in the domain, since through Ekman pumping, flow enters
or leaves the top and bottom Ekman boundary layers, a global circulation which
is closed through flow near the vertical walls. Let us emphasize that E1/4 layers
would not exist without Ekman pumping (in particular they do not exist if x3

is a periodic variable).
This leads to asymptotic expansions of the form

u(t, x1, x2, x3) = E1/4u0 + E1/2u1 + · · · ,
v(t, x1, x2, x3) = v0 + E1/4v1 + · · · ,
w(t, x1, x2, x3) = E1/4w0 + E1/2w1 + · · · ,
p(t, x1, x2, x3) = p0 + E1/4p1.

Now looking at (SCε) at order E−3/4 gives

∂1p0 = 0, (11.3.3)

at order E−1/2

−v0 + ∂1p1 = 0, (11.3.4)

∂2p0 = 0, (11.3.5)

∂3p0 = 0. (11.3.6)

At order E−1/4 we get

−v1 + ∂1p2 = 0, (11.3.7)

u0 + ∂2p1 = 0, (11.3.8)

∂3p1 = 0, (11.3.9)

at order E0,

∂tv0 + u0∂1v0 + v0∂2v0 + u1 + ∂2p2 − ∂11v0 = 0, (11.3.10)

∂1u0 + ∂2v0 = 0,

and at order E1/4,
∂1u1 + ∂2v1 + ∂3w0 = 0. (11.3.11)

Combining (11.3.7), (11.3.10), and (11.3.11) gives

∂3
1v0 − ∂t∂1v0 − ∂1(u0∂1v0 + v0∂2v0) + ∂3w0 = 0. (11.3.12)
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Note that by (11.3.3)–(11.3.5), p0 = 0 and that by (11.3.9), p1 is independent
of x3. Using (11.3.4), (11.3.8) we deduce that u0 and v0 are independent of x3,
and using (11.3.12) we get that ∂1w0 is independent of x3.

As a first approximation, as the Ekman layer is much smaller than the E1/4

layer, the vertical velocity at x3 = 1 and x3 = 0 is given by the vertical velocity
just outside the Ekman layer, and hence (in the original spatial variables),

w = ± 1√
2
E1/2curl(u, v)

with the minus sign at x3 = 1 and the plus sign at x3 = 0. After rescaling, this
gives

w0 = − 1√
2
∂1v0 for x3 = 1, and

w0 =
1√
2
∂1v0 for x3 = 0.

As w0 is affine, this gives

∂3w0 = −
√
2∂1v0.

So we can integrate (11.3.12) to get

∂tv0 + u0∂1v0 + v0∂2v0 − ∂11v0 +
√
2v0 = f(x1) (11.3.13)

where f is some integrating constant, which only depends on x1 (since the left
of (11.3.13) is independent of x3) and is given by the flow outside the layer. This
equation must be supplemented with

∂1u0 + ∂2v0 = 0, (11.3.14)

u0 = v0 = 0 on x1 = 0. (11.3.15)

System (11.3.13)–(11.3.15) is very similar to Prandtl’s equations. We recall that
Prandtl’s layer appears in the inviscid limit of Navier–Stokes equations near a
wall and describes the transition between Dirichlet boundary condition and the
flow away from the boundary, described at least formally by Euler’s equations.
Prandtl’s system is exactly (11.3.13)–(11.3.15) except for the term

√
2v0 which

does not appear.
This is very bad news since Prandtl’s system behaves very badly from a

mathematical point of view, and little is known of the existence of solutions. Up
to now we just have existence in small time of analytic type solutions for analytic
initial data [1], [22], which is an important result. In the case of monotonic
profiles, existence is established locally in time and space [99] and we are far
from small-time existence of strong solutions, technically because of a lack of
high-order estimates, but also because there are physical underlying instability
phenomena that we will now detail.
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Prandtl’s layers try to describe boundary layers of Navier–Stokes equations
in the regime of high Reynolds number (ν → 0), with a size

√
ν. But it is well

known, since the work of Tollmien in particular, that any shear layer profile
is linearly unstable for Navier–Stokes equations provided the viscosity is small
enough [52], [111]. More precisely, let V = (0, V0(x1/

√
ν)) be some smooth shear

layer profile and let us consider the linearized Navier-Stokes equation near V

∂tu+ V · ∇u+ u · ∇V − ν∆u+∇p = 0, (11.3.16)

∇ · v = 0. (11.3.17)

The main result (see [52], [90], [111]) is that for any profile V0, there exists a
solution of (11.3.16), (11.3.17) of the form u0 exp(λt) with ℜe λ > 0, provided ν
is small enough. This is quite natural if V0 has an inflection point and is unstable
for the limit system ν=0 (Euler equations) since the viscosity can not kill an
inviscid instability if it is too small. It is, however, more surprising if V0 has no
inflection point and is stable at ν=0, since the viscosity then has a destabilizing
role (which is less intuitive).

The only difference between Prandtl’s equation and (11.3.13)–(11.3.15) is the
damping term

√
2u. However this damping term improves the energy estimates

only slightly and cannot be used to improve the existence results on Prandtl’s
equations. It is also not sufficient to kill the linear instabilities which arise at
low viscosity, and therefore the equations of the E1/4 layer behave like Prandtl’s
equations.

Therefore, we can only expect existence of analytic solutions local in time for
analytic initial data, which is a technically difficult result, but not so interesting
from a physical point of view. The second consequence is that “non-derivation”
results of Prandtl’s equation [71] can be extended to our system. In particular
the flow is not as simple as an interior inviscid flow combined with a laminar
boundary layer flow. Note that it is possible formally to construct a boundary
layer, but that this boundary layer is not stable and therefore is not relevant in
the analysis. This is an important difference in the mathematical and physical
treatment of vertical and horizontal boundary layers.

11.4 Mathematical problems

Let us review some mathematical open problems in the direction of vertical
layers.

First in the x3 periodic case, E1/4 does not appear. It seems in this case
possible to handle rigorously the limit ε, ν→ 0. In the interior the limit flow
satisfies Euler (or Navier–Stokes) equations (without damping), and a bound-
ary layer appears, of size E1/3 near the boundary. The boundary layer is stable
provided the limit interior flow is small enough near the boundary (stability
under a Reynolds condition, like for Ekman layers), else it may be unstable. Lin-
ear and nonlinear instability of this layer seems open (critical Reynolds number,
behavior of the unstable modes, and so on).
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When 0≤x3 ≤ 1, one important problem is the corners ∂Ω×{0} and ∂Ω×{1}.
Their structure is not clear, despite various studies [120]. Second, in a cylinder,
exact solutions have been computed [115], but little is known in the general case.
We conjecture an instability result of the type [71] for these layers. This result
is probably very technical to obtain, since we must control the E1/3 layer and
the flow near the corners.
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Other layers

Note that Ω=Ωh×[0, 1] is a particular case where the boundary layers are purely
horizontal or purely vertical. In the general case of an open domain Ω, the bound-
aries have various orientations. As long as the tangential plane ∂Ω is not vertical,
the boundary layers are of Ekman type, with a size of order

√
νε/|ν.r| where ν

is the normal of the tangential plane. When ν.r→ 0, namely when the tangential
plane becomes vertical, Ekman layers become larger and larger, and degenerate
for ν.r=0 in another type of boundary layer, called equatorial degeneracy of the
Ekman layer. We will now detail this phenomenon in the particular case of a
rotating sphere. Mathematically, almost everything is widely open!

12.1 Sphere

Let Ω=B(0, R) be a ball. Let θ be the latitude in spherical coordinates. The
equatorial degeneracy of the Ekman layer is difficult to study. We will just give
the conclusions of the analytical studies of [105], [115]. The Ekman layer is a
good approximation of the boundary layer as long as |θ|≫E1/5. For |θ|≪E1/5

the Ekman layer degenerates into a layer of size E2/5.
The structure of the boundary layer is therefore the following:

• for |θ| ≫ (εν)1/5, Ekman layer of size
√
εν/ sin(θ);

• for |θ| of order (εν)1/5, degeneracy of the Ekman layer into a layer of
size (εν)1/5 in depth and (εν)2/5 in latitude.

12.2 Spherical shell

Let us now concentrate on the motion between two concentric rotating spheres,
the speed of rotation of the spheres being the same. In this case, Ω=B(0, R)−
B(0, r) where 0<r<R. Keeping in mind meteorology, the interesting case arises
when R − r ≪ R: the two spheres have almost equal radius. Let us study the
fluid at some latitude θ. If θ �=0, locally, the space between the two spheres can
be considered as flat and treated as a domain between two nearby plates. The
conclusions of the previous paragraphs can be applied. Two Ekman layers are
created, one near the inner sphere and the other one near the outer sphere. The
size of the layer is, however, different, since it is of order

√
εν

sin θ
,
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and in particular it goes to infinity as θ goes to 0. The Ekman layer gets thicker
and thicker as one approaches the equator, where it degenerates and is no longer
a valid approximation.

This phenomenon can be observed in experiments where one can see for
instance large currents leaving the equatorial area of a highly rotating sphere.
In oceanography and meteorology, this degeneracy is also important, since it
indicates that the behavior of oceans is very different near the equator. We must
keep in mind however that other phenomena, not included in this toy model, have
a prominent influence near the equator, like winds, global atmospheric currents
(including very important vertical currents created by heating). Therefore the
precise study of the degeneracy must not be taken too seriously in this context,
and is completely overwhelmed by other physical phenomena.

12.3 Layer between two differentially rotating spheres

Let us turn to the case when Ω is the domain limited by two spheres of different
radius R and r (0<r<R), rotating with different velocities Ωε−1 and Ωε−1+Ω′,
Ω′ being of order 1 (a slight difference in the rotation speed). This situation is
often studied in MHD where this rotation difference is considered as a possible
source of the Earth’s magnetic inner core field. This geometry is very rich and
fascinating, and still far from being completely understood [105], [115], since
there is a conflict between the spherical symmetry enforced by the domain, and
the cylindrical geometry imposed by the large Coriolis force, which penalizes
motions depending on the vertical direction.

For x2
1 + x2

2 > r2, by the Taylor–Proudman theorem, the fluid moves with
the speed of the outer sphere, namely Ωε−1. For x2

1 + x2
2 < r2, however, there is

competition between the velocity imposed by the inner sphere and the velocity
imposed by the outer sphere. It can be shown that the fluid then has an averaged
velocity, and that two Ekman layers appear at the surfaces of the spheres to
fit Dirichlet boundary conditions. The Ekman pumping velocity then creates a
global circulation in the area x2

1 + x2
2 < r2, fluid leaving the upper sphere to fall

vertically on the inner sphere. At the equator x2
1 + x2

2 = r2 of the inner sphere,
however, Ekman layers degenerate. To close the global circulation, the fluid which
by Ekman suction is absorbed by the Ekman layer goes to the equator, remaining
in the Ekman layer. It then escapes the inner sphere and goes vertically to
the outer sphere, in a vertical shear layer of size E1/4. The situation would be
simple without a whole bunch of other boundary layers created by the various
singularities of the Ekman layer and of the vertical layers, new boundary layers
of size E1/5, E2/5, E1/3, E7/12, E1/28, and so on.
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1986), Sûrikaisekikenkyûsho Kôkyûroku No. 656, (1988), pages 105–128.

[2] A. Babin, A.Mahalov, and B. Nicolaenko, Integrability and regularity of
3D Euler and equations for uniformly rotating fluids, Comput. Math. Appl.
31, (1996), no. 9, pages 35–42

[3] A. Babin, A. Mahalov, and B. Nicolaenko, Global splitting, integrabil-
ity and regularity of 3D Euler and Navier-Stokes equations for uni-
formly rotating fluids, European J. Mech. B Fluids, 15, (1996), no. 3,
pages 291–300.

[4] A. Babin, A. Mahalov, and B. Nicolaenko, Global splitting and regularity of
rotating shallow-water equations, European J. Mech. B Fluids, 16, (1997),
no. 5, pages 725–754.

[5] A. Babin, A. Mahalov, B. Nicolaenko: Regularity and integrability of 3D
Euler and Navier-Stokes equations for rotating fluids, Asymptot. Anal., 15,
(1997), no. 2, pages 103–150.

[6] A. Babin, A. Mahalov, and B. Nicolaenko, Global regularity of 3D rotating
Navier-Stokes equations for resonant domains, Indiana Univ. Math. J., 48,
(1999), no. 3, pages 1133–1176.

[7] A. Babin, A. Mahalov, B. Nicolaenko, Fast singular oscillating limits and
global regularity for the 3D primitive equations of geophysics, Special issue
for R. Temam’s 60th birthday. M2AN Math. Model. Numer. Anal., 34,
(2000), no. 2, pages 201–222.
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[75] L. Hörmander, The Analysis of Partial Differential Operators, Vol I,
Springer Study Edition, 2nd Edition, (1990).



244 References
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18, (2001), pages 199–224.

[97] G. Métivier and K. Zumbrun, Stabilité de couches limites multi-
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